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ABSTRACT 

Interactive smart board is emerging as a reality all around the globe with the advancement in 

technology. Our goal is to make a cost efficient interactive smart board with the aid of XBox 360 

Kinect Sensor which will recognize and process gesture as well as voice to implement the 

Human-Computer-Interaction (HCI) methodology. The system will allow a user to fully control 

the mouse of a computer using only their hands. Furthermore, different predefined gestures can 

be used to trigger key press of a keyboard. This functionality may be useful in a wide variety of 

applications like changing slides using gesture while conducting a PowerPoint presentation or 

such. Moreover, certain voice commands will be available to make the system more effective 

and convenient to use. 
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CHAPTER 01: INTRODUCTION 

 

1.1 Motivation 

Human Computer Interaction (HCI) is booming in all fields of work in our modern world. We 

aspire to implement the concepts of HCI for eliminating one of the most common problems 

faced in classrooms, offices or conferences. During presentations, a speaker has to casually walk 

up to the hardware of a computer system each time he/she wants to change a slide or gain control 

of the computer. This causes unnecessary disruption to the meeting as well as wastes valuable 

time. Therefore, we came up with a system to minimize hardware and peripheral devices 

dependency. The system will allow the speaker to take control of the computer from any part of 

the room using gesture and voice in an easy way without causing any unnecessary disruption. 

Moreover, the solution will be low cost as it only needs Kinect device along with SDK toolkit. 

 

1.2 Problem Statement 

Dependency on peripheral devices forces us to be physically in contact with a device in order to 

control it. This becomes bothersome when someone has to go back and forth to their desk just to 

change slides or zoom onto content during a presentation. However, gesture based system can be 

implemented to solve this problem. When a lecturer moves back and forth during giving a lecture 

just to control the presentation slide, it causes disruption in class. Time management becomes a 

hassle due to this disruption. Students find it hard to focus and get carried away. 

 

1.3 Contribution Summary 

The summary of the main contributions is as follows: 

 Minimize hardware and peripheral devices dependency 

 Hand gesture and voice command based easy control system 

 Implementation of low cost HCI 

 Creating a disruption free environment 
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1.4 Thesis Orientation 

The rest of the thesis is organized as following chapters: 

 Chapter 02 consists of the review of previous works. 

 Chapter 03 introduces with proposed model and the summary of the working process. 

 Chapter 04 describes the complete working procedure and in depth analysis. 

 Chapter 05 concludes with results and future working plan.  
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CHAPTER 02: LITERATURE REVIEW 

 

Kinect [11] has a depth sensor, video sensor, and multi-array microphone. Kinect uses these 

sensors for tracking and recognition voice, gesture, and motion. In paper [12, 13], authors gave 

introductions of using depth information from the depth sensor to create skeleton images, to 

track the coordinate of both user‟ hand. Our team had to go through numerous articles in order to 

gain knowledge about the implementation of interactive smart board using Kinect Sensor. 

Another [1] article educated us about the usage of Kinect‟s depth sensor, an infrared camera 

which will be used to identify pre-defined hand gestures. Hand gesture recognition is an 

important research issue in the field of Human-Computer-Interaction, because of its extensive 

applications [7]. Despite lots of previous work, building a robust hand gesture recognition system 

that is applicable for real-life applications remains a challenging problem. Existing vision-based 

approaches [8, 9, 10] are greatly limited by the quality of the input image from optical cameras. 

In addition, gesture recognition is a complex task which involves many aspects and while there 

may be variations on the methodology used and recognition phases depending on the application 

areas, a typical gesture recognition system involves such process as data acquisition, gesture 

modeling, feature extraction and gesture recognition. The detail description of each process is 

given in [4] and [5]. The main goal of gesture recognition involves creating a system capable of 

interpreting specific human gestures via mathematical algorithms and using them to convey 

meaningful information or for device control [4]. Kinect detects multiple joints of hand 

movement, explore the impact of different joints on the overall hand movement and validate the 

system in a noisy environment [2]. Moreover, we learned about various methods of performance 

evaluation by collecting data set from user experiences and depicting it in a graphical manner to 

determine accuracy of gesture and voice recognition [3]. In addition, we became familiar with 

voice command control by speech recognition technology of Kinect and learned about its 

strength and limitations [6]. 
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CHAPTER 03: PROPOSED MODEL 

 

3.1 Introduction 

Figure 1 is a demonstration of complete workflow of our proposed model. It indicates the base 

algorithm of our system. Firstly, we detect the hand using Microsoft Kinect‟s depth sensor which 

uses an infrared camera. Secondly, we determine different hand gestures based on hand 

movements and different hand positions. Next, we analyze the data we got from the last step and 

compare it with our predefined dataset. Finally, we determine the intended action by the user and 

perform it. 

 

 

Figure 1 Workflow of Our Proposed System 

 

3.2 Working Environment Setup 

There are various types of frameworks for HCI to communicate between hardware like sensors 

or audio devices and User Interfaces.  Microsoft‟s Kinect for Windows Software Development 

Kit is one of them. It provides the drivers to use a Kinect Sensor on a computer running 

Windows operating system. It also provides APIs and device interfaces to work with Kinect 

sensor. 

The hardware for our research is a first generation Microsoft Kinect which is designed for the 

XBox 360 gaming console. 
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In Figure 2 we have shown how the Kinect and software library interact with application. 

 

 

Figure 2 Kinect Sensor and Software Interaction with Application 

 

3.3 Hand Detection 

Kinect is a motion detection and recognition smart sensor which allows human/computer 

interaction without the need of any physical controllers [14]. Microsoft Kinect captures skeleton 

frame of a person in front of it. It can recognize up to six persons but only two persons can be 

tracked simultaneously [15]. Minimum distance between the Kinect sensor and a person should 

be around six feet. If two persons stand in front of the Kinect sensor it tracks the nearer person 

depending on the Z-axis value. 

Kinect detects about twenty joints of the body of a person. Among these joints we only used 

wrist and hand joints from the skeleton frame. Joint points are mapped to color points as showed 

in Figure 3(a). Then the lengths between the points are calculated and both the points are 

connected with same color dots like Figure 3(b). We assumed that the length of the hand would 

be double of the distance between the joints. So, we doubled the length and completed the line 

with same color dots [Figure 3(c)]. 
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Figure 3 Hand Joints Detection and Length Calculation 

 

After calculating the distance, we detected the center by using the midpoint formula. Using the 

center, we formed a circle around the hand where radius is the half of the length of the hand 

[Figure 4(a)]. We selected four points on the line of the circle shown in Figure 4(b). Finally, we 

drew a rectangle along the points to trace the hand and locked it. 

 

 

Figure 4 Tracking The Hand 

 

The same procedure is used to detect the both hands. 

 

3.4 Gesture Recognition 

Human activity is a sequence of gesture [17]. Kinect sensor will be used to measure multiple 

joint position and movement to determine whether a gesture is made. The challenge is to ensure 

that gesture can be separated from random movements of the user. Margin detection, noise 
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threshold handling and classification of objective characteristics are used to separate the body 

from background [16]. The application will use Kinect SDK Skeleton tracking to constantly 

track head and hand joints [Figure 5(a)]. For the slide control application, a gesture is made when 

a certain threshold distance is exceeded between the head and hand joint. We have set the 

threshold to be 0.45 meter or 45 centimeters. Therefore, a gesture is recognized only when the 

left hand or the right hand of the user exceeds the distance of 45 centimeters in comparison to 

their head joint. Figure 5(b) below shows a gesture being recognized. However, the mouse 

control process recognizes gesture in a different way [19, 20]. Once the user‟s body and 

controlling hand (right hand by default but can be changed) is detected, any movement made by 

the controlling hand is detected as a gesture to move the mouse cursor while a threshold distance 

is set for the other hand [Figure 5(c)]. When the other hand (left hand by default but can be 

changed) exceeds the threshold distance, it is also recognized as a gesture to perform a right click 

[Figure 5(d)]. After a gesture is recognized the relevant data will be sent for processing. 

   

 

Figure 5 Gesture Recognition 

 

3.5 Analyze Kinect Sensor Data 

Efficient algorithm is used to ignore multiple skeletons that might be present in the background 

and focus on the nearest one to the sensor. The nearest skeleton is considered to be the user and 

all other skeleton data are considered redundant. Skeleton tracking is used to map the position of 
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the user at real time. Tracking of head and hand joints are done simultaneously at all times for 

processing. 

For mouse control system hand joint position and primary window size was collected 

simultaneously. Joint position was returned as X, Y, Z values where: 

X = Horizontal position measured as the distance in meters from the Sensor along the X-axis 

Y = Vertical position measured as the distance in meters from the Sensor along the Y-axis 

Z = Distance from Kinect measured in meters 

We only need the horizontal and vertical values to control the mouse. So we scaled the X and Y 

position values to the primary window size of the monitor to calculate the mouse cursor position. 

We used Kinect for Windows SDK‟s ScaleTo() method to scale the values. Following is a  

Audio data was collected from Microsoft Kinect‟s multi-array mic [18] and we analyzed it to 

convert it to text. We used Kinect for Windows‟s Speech API to analyze and recognize the audio 

input. This SDK includes a custom acoustical model that is optimized for the Kinect's 

microphone array. 

 

3.6 Compare with Predefined Data Set and Perform Action 

Each time a gesture is recognized it is compared with a predefined data set. This comparison is 

made to recognize the gesture indicated by the user. If a user extends their right hand while using 

PowerPoint as their foreground application, it will act as a right arrow key press of keyboard and 

the presentation will go to the next slide. Similarly, if the user extends their left hand while using 

PowerPoint as their foreground application, it will act as a left arrow key press of keyboard and 

the presentation will go to the previous slide. In Figure 6 we demonstrated the algorithm of 

slideshow control task: 
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Figure 6 Slide Control Pseudo Code 

 

During mouse control, the right hand is set as the default hand to control the cursor but it can be 

reversed from window. Once skeleton and the hands are tracked, any movement made by the 

controlling hand (right hand) is recognized as a gesture and the cursor is moved accordingly. If 

the user lifts the right hand up, the cursor moves up. If the user moves the right down, the cursor 

goes down. Movement of any fashion made by the right hand is depicted by the cursor in the 
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similar fashion. Left click of a mouse is represented by the other hand. Whenever the threshold 

of left hand is crossed, a click is represented by the gesture. Any icon or menu being pointed by 

the cursor at that time will be left clicked once. Figure 7 demonstrates our mouse control 

algorithm: 

 

 

Figure 7 Mouse Control Pseudo Code 
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Furthermore, we have initialized four distinct voice commands to make the control even easier. 

The voice command “computer show window” can be used to see the skeleton and hand tracking 

of a user. In contrast, the command “computer hide window” can be used to hide the window 

showing the skeleton tracking. In addition, the command “computer show circles” is used to 

show the head and hand joints with circles whereas the command “computer hide circles” can be 

used to make the circles disappear.     
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CHAPTER 04: EXPERIMENTAL ANALYSIS AND RESULTS 

 

Kinect can detect six persons at a time, but it can track two persons simultaneously. In our smart 

board system, we need only one person‟s hands to be tracked. We tracked the nearest person to 

the Kinect Sensor by calculating the z-axis value. Figure 8 shows how only the nearest person is 

racked in our system. 

 

 

Figure 8 Kinect Sensor Detects Only The Nearest Person 

 

After tracking both hands and head, all the joint positions of hands and head are calculated 
simultaneously. If right hand moves horizontally 0.45 meter from head to right (along the X-
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axis) „Right‟ arrow key press happens to go to the next slide. Figure 9(a) and 9(b) demonstrates 
the result: 

 

(a) 

 

(b) 

Figure 9 Changing Slide Forward Using Right Hand Gesture 



 

15 
 

Similarly, if right left hand moves horizontally 0.45 meter from head to left (along the X-axis) 
„Left‟ arrow key press happens to go to the previous slide. Figure 10(a) and 10(b) shows the 
result: 

 

(a) 

 

(b) 

Figure 10 Changing Slide Backward Using Left Hand Gesture 
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In mouse control, we collected the X-axis and Y-axis values of both hands simultaneously. At 

the same time, we also collected the primary window height and primary window width. Then 

we scaled the joint position to the primary window size. Figure 11(a) shows the initial mouse 

position where X = 969, Y = 299 and mouse click = false. Figure 11(b) shows rightward shift 

where X increased from 969 to 1120. Figure 11(c) indicates further shift where X = 1251, Y = 

317. All these values are generated based on hand position.  

 

 

Figure 11 Mouse Control With Hand Gesture 

 

For mouse click we used 0.25 as threshold value. As right hand is used to control the mouse 

movement left hand gesture is used to make the click. We collected both hands‟ Y-axis values. If 

left hand Y value is greater than right hand Y value + 0.25, left mouse click occurs. Figure 12(a) 

shows that initially left hand Y value is less than the threshold value, so the mouse click is false. 

Figure 12(b) indicates left hand Y value is greater than the threshold value, so the mouse click is 

set to true. The red circle under the mouse pointer indicates the mouse click. 
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Figure 12 Mouse Click By Hand Gesture 
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CHAPTER 05: CONCLUSION AND FUTURE WORK 
 

With the advancement of technology interactive smart board is going to take an important 

position all around the world. Nowadays, to control a peripheral device is not very much easy 

because it requires physical contact. As researcher said that in the whole world, people don‟t 

want complex anymore, rather they eager to get something with easier to control. In this new era, 

people are ready to pay high just for easy and comfortable life. We focused on those points and 

designed a cost efficient interactive smart board using Kinect sensor. We are initially motivated 

to design our system to make the most work easier for classrooms, offices or conferences. While 

presenting, a presenter can control the system using voice command and hand gestures. Our 

remotely hand control system using voice command and hand gestures will create a good image 

to the modern society. Interactive smart board is our starting step on this field. One day this type 

of technology will take place all the remote controlled system. We are determined to step ahead 

on working on this field and bring the solutions for different other problems.  
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