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ABSTRACT

A considerable amount of work is being done in mecgears in the arena of
Computational Linguistics. However, little has bedane in developing a generic
computational grammar for the Bangla language ttmtld be used for advanced
language processing. Context Free Grammar (CFGhéas attempted for English, and
it has been realized that this does not have tlserigitive power required to model a
natural language. The chief reason behind thishéslarge number of rules that are
needed in order to capture the vast array of natamguage phenomenon. Our target is
to try and implement a Head-driven Phrase StrudBremmar (HPSG) for Bangla. We
would like to find out a pattern behind the varigasenomenon of the language and try
to capture these in the form of generalizationstlier different entities of the language.
We would also like to explore the underlying patgergoverning the successful
unification of feature structures. Eventually, wanw to end up with a small scale
working implementation of a Bangla HPSG that catogmize and generate a set of
representative sentences from the Bangla languageyrately capturing relevant

linguistic phenomenon.
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I ntroduction

Bangla is the language of nearly 210 million pepled the # most widely spoken
language in the world. It is the primary langua@éhe people of Bangladesh and that of
the Indian State of West Bengal. It belongs to Alngan family of languages and is
written in the Brahmi-derived Bangla script. Bangiaderwent a period of vigorous
Sanskritization that started in the 12#ntury and continued throughout the middle ages
[13]. Bangla lexicon today consists tdtsama (Sanskrit words that have changed
pronunciation, but have retained the original spg)| tadbhava(Sanskrit words that
have changed at least twice in the process of begpBangla), and a fairly large
number of “loan-words” from Persian, Arabic, Pogag, English and other languages.
There are also a large number of words of unknawmeogy. Despite this wide usage
and rich diversity of words in the Bangla languaBangla is yet in its infant stage at
least as far as work in the area of computatiomgjuistics is concerned. While
languages like English and even Hindi are rapidtgpessing in terms of work done in
processing by computers, Bangla lags behind ini@raceas of research like parts-of-
speech tagging, text summarization and categasizatnformation retrieval and most

importantly in the area of computational grammar.

The computational grammar for a language has a wadety of applications. It can be
used to implement a grammar checker in word pracgs®ftware, like Microsoft word
currently has for English. It can also be used pladiorm upon which to try and develop
text summarization and information extraction todikese types of tools can greatly
benefit from knowledge of what constituents of agiaage can co-occur and where the
most important information in a sentence is usuatgoded. In future, computational
grammars can also be a big help in the designfokiace that will be able to edit natural
language written by humans, as envisioned by Goo@a a similar note, a
computational grammar can also be useful in worolving machine translation. In
such cases, a grammar could be used to check wigethet the sentences generated by

the translation mechanism should be consideredfasetied for the language.



Background

As already mentioned, little or no work has beenedfor a computational grammar for
the Bangla language. In a course conducted by BiilyEBender at the University of
Washington, students have to pick a language arsigmiea Head-driven Phrase
Structure Grammarfor it (HPSG). Last Spring, one of the graduatelshts in the class,
Jeremy Kahn, designed an HPSG for Hindi, which itasguage that has several
similarities with Bangla. We also tried to implenh@encontext-free grammar (CFG) for
the Bangla language as the project for a courseNatural Language Processing.
However, continuing work with CFG did not seem fbls due to reasons we will
discuss later in this text. So, we moved to workongan HPSG for Bangla, about which

we will have more to say in the later sections.
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Section 1: Generalized Overview

1.1 Grammar
The mental system of rules and categories thatvalltumans to form and interpret the
words and sentences of their language is callechmmar [2]. The sounds and sound
patterns, the basic units of meaning, such as wams the rules to combine them to
form new sentences constitute the grammar of aukegey We use the term “grammar”
with a systematic ambiguity. On one hand, the teafers to the explicit theory
constructed by a linguist and proposed as a desnripf the speaker’s competence. On
the other hand, it refers to this competence ifdglfA grammar that seeks to describe
human linguistic ability and knowledge and not tegeribe one system in preference to
another is called a descriptive grammar. A presggggrammar, on the other hand, aims
to state the linguistic facts in terms of how tiseépuld be.
Grammars are used to:

» Categorize speaker’s social and economic classisodheir stage of learning

* Recognize the level of formality of a particulange

» Understand how people construct and comprehendéayeg

» |dentify resemblance and divergence across speeches

» Gauge the progress of language technologies

1.2 Syntactic category
Syntactic category is the grouping into which a poment is located depending on the

type of the meaning that it conveys, the type dixe$ it can take and the type of
formation in which it can occur. An elementary fatiout words in all human language
is that they can be assembled together into aivelatsmall number of classes, called
syntactic categories. This classification refleats/ariety of factors, including those

mentioned above about their meaning, affixes anerg/they can or cannot occur.

12



Table 1 provides examples of the word-level categahat are most central to the study

of syntax.
Tablel
Lexical categories Examples
Noun wee/cele, sri/ajfa
Pronoun wilfe, fsM/tini
Verb =1/bola,
Adjective eret/balo, g=/briddfo
Non lexical categories Examples
Determiner «z/ei, @bi/eta, b/t
Qualifier s/ [>bfomoj, zacel/hojto
Conjunction g<e/ebay, s/~ oba, Reg/kintu

The syntactic categories of Bangla grammar areagxgdl below.

1.2.1 Noun [ReTer ]

A lexical category that typically names entitieanaisually be inflected for number and
possession, and functions as the head of a noas@hfhe noun class is further divided

into the following subclasses [5]-

1.2.1.1 Proper Noun [dTa<15<]

Proper noun is a noun that names a person, a geocgaaplace or definition and books.

For examplesfza/rohim, siwi/d"aka etc.

1.2.1.2 Common Noun [STT5]

A common noun is a noun referring to a person,glac thing in a general sense. A

common noun is the opposite of a proper noun. kamgple 7@/nod, Srea/many etc.

13



1.2.1.3 Material Noun [I8]16<]
A concrete noun is a noun which hames any entiy e can perceive through our

physical senses: touch, sight, taste, hearingnetl sFor examplegg/boi, #iif</pani etc.

1.2.1.4 Collective Noun [TaTRI6<]

A collective noun is a noun naming a group of teirgnimals, or persons. We can count

the individual members of the group, but we usudilgk of the group as one unit. For

exampler=r/dal, sififs/[omiti etc.

1.2.1.5 Verbal Noun [SR]Ib<]
A noun that expresses any work being done is naasea Verbal Noun. For example,

Tew/taoja (to go)eildeek”a (to see) etc.

1.2.1.6 Abstract Noun [SIWRIBT]
An abstract noun is a noun which names anythinghvhie can not perceive through the

five physical senses. For exampie/[fuk”, S=/birotto etc.

1.2.2  Pronoun [3<qTd]

Pronoun is a lexical category whose members calagep noun phrase and look to
another element for their interpretation. The fagiement is known as the antecedent of

the pronoun. The pronoun class is further divided the following subclasses —

1.2.2.1 Personal Pronouns
A personal pronoun refers to a specific persorhimgtand changes its form to indicate

person, number, gender, and case. Divisions obpaflgronouns are as follows-

14



1.2.2.2 Subjective Per sonal Pronouns [STRI#RI53F]
A subjective personal pronoun indicates that tr@ngun is acting as the subject of the

sentence For exampleifsi/ami, s&i/tara etc.

1.2.2.3 Obj ective Per sonal Pronouns [9510<]
An objective personal pronoun indicates that tl@pun is acting as an object of a verb,

compound verb, preposition, or infinitive phraser Exampleywics/take,s=/tar etc.

1.2.2.4 Possessive Per sonal Pronouns [OITE<H<P]

A possessive pronoun indicates that the pronoactisag as a marker of possession and

defines who owns a particular object or person éxamplezzs/[>joy, iw/k"od etc.

1.2.2.5 Demonstr ative Pronouns [ATPTIRIBP]
A demonstrative pronoun points to and identifiescain or a pronoun. For example,

=/[>b , ==/ [>kol etc.

1.2.2.6 Interrogative Pronouns [ 2FIIT5<]

An interrogative pronoun is used to ask questibos.exampleg/ke, F=/kar etc.

1.2.2.7 Relative Pronouns [SRT5TE191<7]
We use a relative pronoun to link one phrase ansgdao another phrase or clause. For

examplegz/ye, T=i/3ara etc.

1.2.2.8 Indefinite Pronouns [Afdfgeres ==

An indefinite pronoun is a pronoun referring toidantifiable but not specified person
or thing. An indefinite pronoun conveys the idealf any, none, or some. For example,
wolkeu,fe/kicu etc.

15



1.2.2.9 Intensive Pronouns [J5$2H]
An intensive pronoun is a pronoun used to emphatszntecedent. Intensive pronouns
are identical in form to reflexive pronouns. Forample, Rtei/nije esi/nite,

eEreief/apnapni etc.

1.2.3  Verb [f&mm]
A lexical category that typically designates acsiosensations, and states; can usually be
inflected for tense; and functions as the head \w#ra phrase. The verb class is divided

into the following subclasses with regard to theameg expressed.

1.2.3.1 Finite Verb [sTaTforeT fimam]
A finite verb is a verb that is inflected for pemsand for tense according to the rules and

categories of the language in which it occurs.tEimerbs can form independent clauses,

which can stand by their own as complete senteri@sexamplesifw/nagid s2/boi

sice/pore.

1.2.3.2 Non-finite Ver b [rsvaifoeT famm

In linguistics, a non-finite verb (or a verbal) asverb form that is not limited by a
subject; and more generally is not fully inflectég categories that are marked
inflectionally in language, such as tense, aspaogd, number, gender, and person. As a

result, a non-finite verb cannot generally servettes main verb in an independent
clause; rather, it heads a non-finite clause. Kammle =iw=i/amracs=ice/k elte, here the
verb “czece/k"elte” does not complete the sentence. It requires siihee word to make
a complete sense of the sentence. For example, rewrite the sentence aswi/amra
weice/kelte tsemw/gelam. Now this sentence has a complete meaniegeiiling on

whether a verb takes an object or not the verlsdias the following subclasses.

16



1.2.3.3 Transitive verb [5ese fam
In syntax, a transitive verb is a verb that requlveth a subject and one or more objects.

For examplesifm/nagid <&/boi sice/pore. Here the transitive verbits/pore” has object

“g2/boi”. Another examplesii/babasmics/amakes=w/kolom fcce/dijec’en. Here the
verb ‘Ware/dijec’en” takes two objects- =#m/kolom” is the direct object and
“wiwics/amake” is the indirect object. Transitive verbatthre able to take both a direct

object and an indirect object are called ditramsitierbs.

1.2.3.4 Intransitive verb [aee< famwm|

An intransitive verb is a verb that has only onguamnent, that is, a verb with valency
equal to one. In more familiar terms, an intramsitverb has a subject but does not have

an object. For examples/g®umaj, zeithafe etc.

1.2.4 Adjective [Remq]
A lexical category that typically designates a by that is applicable to the entities

named by nouns, can often take comparative andlatige endings, and functions as

the head of an adjective phrase. For exandal 7=i/p°ul.

1.25 Conjunction [O}RI]
Conjunction is the syntactic category that join® tparts of a sentence. For example,

«3z/ebay, rg/kintu etc.

1.2.6 Case
Case is usually manifested through inflection oa tlouns and pronouns. Since case

provides a way to mark the roles played by elemienéssentence, languages with a rich
case system have relatively free word order. Bamglald be a good example. For

instance,

“aifm/nag'id z=m/hammaei/ke <&/boi wra/dej”

and

17



“gFam/hammaedc/ke wiEn/nagid <&/boi wra/dej”

convey the same sense, since the roles playedebgdbns (ndlid and hammapare

indicated by the case affixes that they take andadaely on the ordering of the words.

In Bangla grammar, there are six different cases:

1.2.6.1 Nominative (FOPRI):

The nominative case is the usual, natural formeofain parts of speech, such as nouns,
adjectives, pronouns and less frequently numenadisparticiples, and sometimes does
not indicate any special relationship with othertpaof speech. Therefore, in some

languages the nominative case is unmarked, thtasyominative word is the base form

or stem, with no inflection; alternatively, it még said to have been marked by a zero
morpheme. Moreover, in most languages with a notive&ase, the nominative form is

the lemma; that is, it is the one used to cite edwiw list it as a dictionary entry, etc.

Possible case markers are- ke, @=i/dara,q/r, T /e ¥/}, tolte.

1.2.6.2 Accusative (FHPRP):

The accusative case of a noun is the grammatisal esed to mark the direct object of a
transitive verb. The same case is used in manykges for the objects of (some or all)
prepositions.

Possible case markers are- s8ke,@/re,d/r, ¢ /e

1.2.6.3 Dative (STMIAPIP):

The dative case is a grammatical case generallg tsendicate the noun to whom
something is given. The dative generally marksitldéect object of a verb, although in
some instances the dative is used for the dirgeicobf a verb pertaining directly to an
act of giving something.

Possible case markers atelke,t /e

18



1.2.6.4 L ocative (AfPIRRP):

Locative is a case which indicates a location.dtresponds vaguely to the English
prepositions "in", "on", "at", and "by". The case dften used to distinguish between
describing a place and going there.

Possible case markers are- f@y/dije, tacs/t"eke, tolte, ¢ /e
Instrumental Locative(@e <1<<s):

Possible case markers are- #@j/dara,wi/dija, T /e ,3/j, to/te

1.2.6.5 Ablative (IAMIFPKP):

In linguistics, ablative case is the name giverih® case in various languages whose
common thread is that they mark motion away fromesthing, though the details in
each language may differ. The name "ablative" isvdd from a Latin verb meaning "to
carry away".

Possible case markers are- ke, as/er,t /e, ]

1.2.6.6 Genitive (3T9°M):

In grammar, the genitive case or possessive cabe isase that marks a noun as being
the possessor of another noun. The genitive caseatly has other uses as well, which

can vary from language to language: it can typycatlicate various relationships other

than possession; certain verbs may take argumerlite igenitive case; and it may have
adverbial uses.

Possible case marker ig/F.

19



Section 2: Moreinto Linguistics

Primary contribution

by
Ayesha Binte Mosaddeque

20



Section 2: Moreinto Linguistics

Writings on grammar started at least 3000 years ldgbl 200 years ago, almost all of it
was prescriptive. Until 50 years back, most lingaisvorks were about sound systems
(phonology), word structure (morphology), and thistdrical relationships among
languages. Noam Chomsky’s work in the 1950s dra$tichanged linguistics, making
syntax the central component of grammar. Chomslg/ ieen the leading figure in

linguistics ever since. The hierarchy of the sytitatheories is shown in Figure 1 [8].

Figure 1 Family Tree of Syntactic Theories

Early Transformational Grammar
(1955-1964)

Standard Theory TG

/ (1964-1967) \

EST Generative Semantics
(1967-1977) (1967-1975)
P N
REST Realistic TG T 741_“:6%1“)
(1977-1980) (197671979)\&_-—"‘ pres
(“B / .~7GPSG I
(198 l'_ 1993) LEGz ] (1979-1985) APG
T (1980-present)-.__ . !
MP © HPSG (1530)
(1993-present) (1986-present)

2.1 Phrase

A phrase is a unit of syntactic structure thatugtlby combining words together so that
the phrase consists of a head and an optionalfegyesnd/or complement. A phrase or a
constituent is made up of one or more words. Seeteihave a hierarchical design in
which words are grouped together into successiVatger structural units. These

structural units are called the ‘Phrase Structufdéiese phrases are built around the

largest unit of syntactic analysis which is thetsaoe (S).
Head is the lexical category around which a phreatdgory is built. A head of a phrase

is the driving word of that phrase. A noun phrase be thought of to be revolving

around a head, the central noun in the noun pligds8o a head is a noun in the case of
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noun phrases, a verb in the case of verb phrasdss@ on. Although phrases usually
consist of two or more words, a head may form aghall by itself. For example, books
(NP), eat (VP) etc. This traditional analysis asssarthat S is special in not having an

internal structure like other phrases.

22 Phrase Structure Grammar
A grammar that is driven by the phrase structudesrus called a phrase structure

grammar. One or more words that make up a syntactiicare called a constituent.
Phrase structure rules specify how a syntactict@aest is formed out of other smaller
syntactic constituents. In many languages, gro@igemmsecutive words act as a group or
a constituent, which can be modeled by Phrase t8teiGrammar.

The XP rule:

XP -> (Specifier) X (Complement), where X standsNo V, A, or P

Figure 2 The Phrase Structure Schema

Specifier X (Head) Complement

A specifier is a word that makes the meaning ofitéad more precise. The complement
is one or more words that convey more informatiboud the entities and location of the
head of a phrase. In a phrase structure grammasgpheifier and complement are

optional but the head is mandatory.

2.3  Conventional CFG

The most commonly used and mathematical systemdaleling constituent structure in
natural languages is the Context-Free Grammarf@. Context-free grammars are also
called Phrase Structure Grammars. A context-fraengrar (CFG) is a set of recursive
rewriting rules called productions used to genesdteng patterns. A CFG has four
components. They are 1) a set of terminal syml@sdre characters that appear in the

strings generated by the grammar, 2) a set of @onihal symbols that are placeholders
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for patterns of terminal symbols that can be geedray the non-terminal symbols, 3) a
set of productions that are used to replace theteroninals with other non-terminals or
terminals and 4) a start symbol for the grammarAdormal language is context-free if
there is a context-free grammar that generaté®itexample, the following productions
expresses that an NP (or Noun Phrase), can be seapd an NP followed by a Verb
Phrase (VP) or a Pronoun followed by a NP or jusban. A VP is composed of a Verb.

NP -> NP VP

NP -> Pronoun NP | Noun

VP -> Verb

Context-free rules can be hierarchically embeddedye have to combine the previous

rules with others like these which express factaiathe lexicon:
Noun -> grg/bat
Pronoun ->w//5/ami

Verb -> wz/khai

The symbols that are used in a CFG are divided twim classes. The symbols that
correspond to words in the language are calleditainsymbols. The lexicon is the set
of rules that introduce these terminal symbols. Bimbols that express clusters or

generalizations of these are called non terminals.

A parse tree for a grammar is a tree where the obds the start symbol for the
grammar, the interior nodes are the non-terminfaitek@grammar, the leaf nodes are the
terminals of the grammar and the children of a nedeting from the left to the right
correspond to the symbols on the right hand sideoofe production for the node in the
grammar. Every valid parse tree represents a sgamngerated by the grammar [6].
Parsing is a method where a parser algorithm id tesdetermine whether a given input

string is grammatical or not for a given grammar.

A CFG is thought of in two ways: as device for gatieg sentences, or as a device for

assigning a structure to a given sentence. Whigggdag our Bangla grammar using
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CFG, we found some shortcomings of CFG. (Thesel@nadhave been discussed in the
“background” section.) Below is a brief descriptiminthe problem.

Let us consider the above grammar. This grammarpease the sentencerf&/ami
ero/biat 2iz/kai”. If we want to increase the coverage of thexgraar, we might want to

parse a few more sentences. Look at the followamgeices:

whAltumi ereb‘at wrelkao

o fe wreb At vk &j

To parse these sentences first we need to pravedkexicon support.

Pronoun ->@7fslami | f&itumi | 27 /@

Verb -> 913k &i | ek Bo | w3k A

However this would still not be sufficient becauseBangla the verb changes its form

according to the person of the noun. The exampdengrar will parse sentences like

*gfw/tumi sre/bat 21=/k"ai. So we have to put in additional constraintsCFG the only

way to do it is by adding more rules. So for thiample grammar we can modify the
grammar as follows.
NP1 -> Pronounl NP| Noun
NP2 -> Pronoun2 NP| Noun
NP3 -> Pronoun3 NP| Noun
VP1 -> Verbl
VP2 -> Verb2
VP3 -> Verb3
NP1 -> NP1 VP1
NP2 -> NP2 VP2
NP3 -> NP3 VP3

We now need to provide lexicon support to parsevloeother sentences.

Pronounl ->/&/ami

Pronoun2 ->w//tumi
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Pronoun3 ->z7 fé
Verbl -> w&/kbai
Verb2 -> rs/kfiao

Verb3 -> xz/kiaj

So we find out that the number of rules increasmsé¢ndously. There are simpler, more
elegant solutions that take us out of the CFG fraonk. We will use feature structures

and the constraint-based unification formalism.

2.4  Later Techniques

Generalized phrase structure grammar (GPSG) isnaefivork for describing the syntax
and semantics of natural languages. GPSG wasllyitiaveloped in the late 1970s by
Gerald Gazdar. Other contributors include EwanrKléran Sag, and Geoffrey Pullum.
Their book, Generalized Phrase Structure Grammalolighed in 1985, is the main
monograph on GPSG. One of the chief goals of GRS ishow that the syntax of
natural languages can be described by contextd@raenmars, with some suitable
conventions intended to make writing such gramneaser for syntacticians. Among
these conventions are a sophisticated featuretsteusystem and so-called "meta-rules”,
which are rules generating the productions of atexdrfree grammar. GPSG further
augments syntactic descriptions with semantic atioots that can be used to compute
the compositional meaning of a sentence from itdaggtic derivation tree. However, it
has been argued that these extensions requirengakjorithms of a higher order of
computational complexity than those used for baSKEG. Most of the syntactic
innovations of GPSG were subsequently incorporattmhead-driven phrase structure

grammar [9].

25  Finally HPSG

HPSG is a constraint-based, lexicalist approacigreonmatical theory that seeks to
model human languages as a system of constraigpedTfeature structures play a
central role in this modeling. The Head-driven gleratructure grammar (HPSG) is a

non-derivational generative grammar theory devedopg Carl Pollard and lvan Sag
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(1985). It is the immediate successor to GenemlRirase Structure Grammar. HPSG
draws from other fields such as computer scienega(dype theory and knowledge
representation) and uses the notion of sign (Fardirde Saussure). It uses a uniform
formalism and is organized in a modular way whichkes it attractive for natural

language processing.

Few Basics about HPSG:

251 Feature Structure

In phrase structure grammars, such as generaltmed® structure grammar, head-driven
phrase structure grammar and lexical functionalmgnar, a feature structure is
essentially a set of attribute-value pairs. We eacode these properties by associating

what are called Feature Structures with grammaticastituents.

A feature structure can be represented as a ditectglic graph (DAG), with the nodes
corresponding to the variable values and the paiththe variable names. Operations
defined on feature structures, e.g. unificatior ased extensively in phrase structure
grammars. In most theories (e.g. HPSG), operatoesstrictly speaking, defined over
equations describing feature structures and not the feature structures themselves,

though feature structures are usually used fos#ke of informal exposition.

2.5.2 Attribute Value Matrix (AVM)

Often, feature structures are written as shownrEi@u This particular notation is called
attribute value matrix (AVM). An attribute value ma is a descriptive device

employed in HPSG to display the grammatical properiof the class of feature
structures meeting that description, consisting @olumn of feature name on the left
and the value- possibly complex values taking tirenfof AVMs themselves — on the
right [10].

Figure3 An AVM
category noun phrase
number singular

agreement .
= person  third
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Here we have the two features category and agreer@ategory has the value noun
phrase whereas the value of agreement is indi¢gtechother feature structure with the
features number and person being singular and. third

The matrix has two columns - one for the featummemand the other for the values. In
this sense a feature structure is a list of keyerglairs. The value might be atomic or

another feature structure.

2.5.3 Unification Rule
Unification is an operation that allows us to-

» Check the compatibility of two structures

* Merge the information in two structures
Merging two feature structures produces a new feastructure that is more specific
(has more information) than, or is identical tocleaf the input feature structures. We
say two feature structures can be unified if thengonent features that make them up
are compatible. Structures are compatible if thentain no features that are
incompatible. If successful, unification return thnion of all feature/value pairs. For

example, let us consider the feature structurabefvords &ifs/ami”, “=isics/amake”,

and ‘“f=i/boli”.
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— Figure 4 Feature Structure —
SifN/ami NP
Number Sg
Person 3rd
Agreement
Case Nominative
wics/amake NP
Number  Sg
Person 3rd
Agreement
Case Accusative
. VP
3fet/boli
Number Sg
Person 3rd
Agreement
Case Nominative

The following constraints use the “Agreement” featto make the unification.
S->NP VP
(NP Agreement) = (VP Agreement)

Now, if we want to unify &ifs/ami” with “fi/boli” then it unifies, because all the
attributes of @fsyami” match with the attributes off/boli”. But if we try to unify
“erwiczr/amake” with 4fi/boli” then the unification fails because the givesnstraint
does not hold in that the feature “case” is not patible for “swics/amake” and

“<f=1/boli”.
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2.5.4 Head Features
The features for most grammatical categories apgedofrom one of the children to the

parent. The child that provides the features i¢edathe head of the phrase, and the
features copied are referred to as head featuoeexample, the agreement of NP will
be copied from its head Noun.

NP -> Noun NP

(NP Agreement) = (Noun Agreement)
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Section 3: Analysisof the Bangla L anguage

Every language has it own grammatical phenomenaindéscribes the correct usage of
the language. We have studied the important grarnaigthenomenon of Bangla. Here
you will be presented with the phenomenon we caanesa along with sets of correct

and incorrect examples for each one of them.

3.1 Basc Word Order

For a language with subject, verb and object, tlvare be six possible ways in which
these elements can be ordered. These possibditeegSubject, Verb, Object), (Subject,
Object, Verb), (Verb, Subject, Object), (Verb, GitjeSubject), (Object, Subject, Verb)
and lastly (Object, Verb, Subject). Bangla is etaiym a language with free word order,
meaning that every possible ordering carries smsknse, and none of these can be
dismissed as being practically impossible. Thigation can be slightly controlled if we

consider only formal written Bangla, but even tiseme flexibility still remains.

However, in order to use the LKB platform we wohlave to decide on one basic word
ordering. As such, we chose the order (Subjecte@p)/erb), since this is the ordering
most commonly used in writing and everyday verbsg of the language. Due to this
limiting choice, we had to settle for doing awaytwsome possible re-arrangements of

the ordering that are often made in order to p@@dded emphasis.

Some correct examples using the SOV ordering are:

wfalami eralbat =k ai

wtumi 32/boi 7@ poro

Some incorrect examples of the other possible waddrings are:

ifi/ami«iz/k i sre/bt (SVO)
<i2/k ‘ai wifi/amiers/b At (VSO)
wre/b At wifv/ami<iz/k&i (OSV)

wro/b‘at wiz/k “ai =ifi/ami (OVS)
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J1g/k“ai ers/b‘at wifv/ami (VOS)

It should be mentioned here that some of the “irezdf example are incorrect only in
the sense that they are not considered well-fortmethe grammar that we intend to
design. In actual Bangla, they might carry a cartanount of information which would
be perfectly intelligible, and would be consideradaningful by a native speaker of the

language.

3.2 Pronouns

For a formal discussion about pronouns, their tyges the roles they play in general,
refer to [Section 2]. Pronouns are an integral mdrany language. Bangla has two
number features: singular and plural, three persfirs$, second and third, and three
honorifics for each non-first person: pejorativenshonorific and honorific. As such, the

language depends largely on the use of pronouns.

In this part of the lab, we were asked to find which properties of the subject can

cause the pronoun to change form. We report odirfgs below:

Bangla pronouns do vary by person. This meansttieaae are three different sets of
pronouns for each of the three different persolusvald in the language. A listing of the

different persons and their corresponding pron@wagyiven later in the section.

Bangla pronouns also change form depending on tinebar property of the subject.
Bangla has just two number variations: singular ahdal. A listing of the number

variations is provided later in this section.

Bangla pronouns do not vary with respect to gendibis means that other properties
being equal, the pronoun for the masculine gendmildvbe the same as that for the
feminine gender. This is unlike the case of Hiwdijch has separate pronouns for the

different genders.
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Next, we consider the distribution that pronounseh&n our language. This means
whether or not a pronoun can completely replacermun phrase and still preserve the
complete meaning of the sentence. Let us consaitee £xamples, with a sentence first

being presented with a full noun phrase and theéim &vpronoun to take its place.

FEKeu ki ermmamar ek ‘o) #Feekorte ermizerefecilo?
Friklas wer eafekt et ele erkaefecilo.
o7/e Rrgkicu seemzbolece?

Feerezibolec’e sicapare TrFAabar A be.

In the example outlined above, in line 2 the noumape #%ri/klas @z/er asfb/ekti
wzEr/ciele” could not be replaced with a pronoun right wwathout losing information.

However, this case depends on the discourse steuahd would not be enough to make

a conclusive decision. Let us consider another @i&am

grcamakererziomar eizb‘ai Fp one efzerkorecilo.

gricmamakery/Jfe p ‘one Feafzarkorecilo.

Again, both of these sentences would be considgrathmatically well-formed and
would be deemed acceptable by a native speakearajl8, but the problem remains that
the latter cannot completely replace the formelessithe order of discourse makes sure
that no vagueness or ambiguity in meaning williteoduced in the process. With this is
mind, we conclude that pronouns do not have theesdistribution as noun phrases,
since this decision will depend on the context, stimimg that is as yet beyond the scope

of our work.
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The person and number distinctions for the lang@éageiven below:

Person distinction

First person — wifWami, w™cw/amake, wist=cr/amaderke, fee/nijeke,
feeormc/nijederke
Second person —gf/tumi, TeNIF/tomake, TeNHRC/tomackrke, wie/apni,

Seics/apnakemsHicrRcs/apnacerke

Third person =/f, fsfM/tini, siowwcs/taderke, ©itd/take

Table 2 Number Distinction

Singular Plural

wifs/ami, ef/tumi, ©i/fe,|==/amra, tes=l/tomra,

weif/apni, fsM/tini ©idl/tara, e~=/onara

3.3 Therest of the Noun Phrase (NP)
This section addresses the obligations that a pbwase (NP) in Bangla must satisfy.

Some examples of such obligations could be rulgarding the use of determiners, such
as how nouns must or must not pair up with cerdaiterminers. Determiner-noun issues
would include whether determiners are optional andatory, which type of nouns can
take determiners and which cannot take determimeds the relative order of the
determiner with respect to the noun. Another aspéchis part would be to find out
whether determiners are mandatory, optional or ydwaissing for each class of noun.
In Bangla, determiners as independent words aiergit There are no nouns in Bangla
that always require a mandatory determiner. Promems and pronouns never take
determiners, whether before or after the noun. Commouns can take determiners
either before or after the noun that it qualifisBSome instances, common nouns may

not take determiners, but then the meaning of #h@esice is changedg$</kukur

wrecz/dakde” (dogs are barking) andrg=/kukursi/ta w=cz/dakdée”(the dog is barking)
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are two different sentences that illustrate thet. f&urthermore, in some cases one of the

sentences may not carry any meaning at all, arichatilbe considered well-formed. For

instance, ¥r7a/many-ti/ta I8/baesto” (the man is busy) makes sense, bugd/many

T8/baesto” (man is busy) does not seem to convey any usefafmation. Considering

this, we might say that common nouns always neddrméners, since omitting the

determiner results in changing the meaning of #rgence, which is not something we
want. In Bangla determiners are not just independenerbs. Some determiners can
also occur as affixes after the noun it modifidsisTclass of determiners displays some

variation depending on the number property of tbemit qualifies, for instance in the
casewz/cielefo/ti (the boy) VSteri/cielewten/gulo (the boys). Notice that the noun

itself does not change form with the change in nengooperty. It is the determiner that
manifests this change in number property, and hanttee meaning of the sentence.
Some correct and incorrect examples of determinanmelations are given below:

Correct examples:

gr=mhammadigboi sezporc’e.
TIkrMapid Fponet £ Fkot’a Feczbolc’e.

Wrong examples:

grmhammad- ezemgulo 2czbaire 7/abe.

Tikrmap’id -sita gaiezg Umacce.

3.4 Agreement

Agreement is co-variation in form between multigggrms (typically a head and a
dependent) of a sentence. Either the head or fpendent changes form, depending on
the properties of the head. Languages vary greatgrms of how much agreement they
display. There are two ways to categorize agreesystems for any languaggélements
that are involved in the agreement relation. Tipécel cases are subject and verb, object
and verb, determiner and noun and lastly, adjeetingenounFeatures that are involved.

Typical cases are person, number, case and gender.
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For Bangla, the elements involved in the agreenaeatsubject and verb. This means
that usually, the verb has to change form dependimghange in form of the subject. In
addition, adjectives and nouns in Bangla displageaain degree of agreement in
connection to gender. The latter case is mostlabse in Bangla, most adjectives have

different forms for the masculine and feminine gem@dn example is given below:

Masculine: “g&wmbudd iman czzart Ele” — Intelligent boy

Feminine: “gz#/&budd imoti vcz/meje” — Intelligent girl

So if the gender of the noun were to change, thectide would also have to change
form accordingly, in order for the sentence to renveell-formed. However, it should be
mentioned here that this form of agreement is maingnatical but based on semantics.
Implementing it in the grammar would not requirenaatic knowledge though, since it
could be done through incorporating a person pigpeith the noun and the adjective
qualifying the noun. The person property of themand the adjective would then take

care that the right form of the adjective occurgwie noun.

For Bangla, there is no gender agreement like tliere the case of Hindi. Both

masculine and feminine genders use the same for@a wérb. There is no number
agreement in Bangla either, meaning that the veds ahot change form depending on
whether the subject of the sentence is singulagplwral. There is person agreement,

examples of which are given below:

First person —=7/3/ami se=7/bollam

Second person gtumi sezarbolle

Third person <77/fe 3e=rhollo

3.5 Case
Case is a category that encodes information albeugtammatical role played by an

element in a sentence. The element can be subjemtt object or any other component

of the sentence. An alternative way of denotingrgretical roles is by use of word
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ordering, which is something that English doessTikiwhy languages with strong case
features can be relatively free ordered, since gésimn order will not in anyway affect
the roles played by the different constituentshaf sentence. Bangla has a moderately
strong case system, which is why it is more fre#gepthan most other languages. In
Bangla, case marking is mostly done with the usenfdéction on nouns. For more
general discussion about cases, refer to [Ayesiad. general discussion found in that
section is basically what we were asked to detezn@hout our language. We will
discuss some more on that later in this sectiomeSoorrect and incorrect examples are
given below. Two things should be mentioned heavwe assuming a SOV word order,

and by convention, incorrect examples are precedidthe asterisk (*) sign.

Noun-nom intransvrisnf/nagdid g/gfumaj

*noun-acc intransvrbufecs/ nagidke T@/g umaj

Noun-nom noun-acc transvrw/nagdid z=amcs/hammadte scz/mare

*noun-acc transvrifes/ nagidke z=ms/hammadte sicz/mare

*noun-nom noun-nom transvrigfF/nadid zmm/hammadii/mare

noun-nom noun-acc2 noun-accl ditransvrfF/nadid zmME/hammadte 2/boi
wa/dej

noun-accl noun-nom noun-acc2 ditranswis/boita MF/nadid z=mE/ hammadte
fr=/dilo

*noun-accl noun-acc2 noun-nom ditransviBgi/biota z=mc/hammadte wiew/nafid
fwer/dilo

noun-acc2 noun-nom noun-accl ditransvema/hammadte wfmw/nadid <2/boita
fwer/dilo

*noun-acc2 noun-accl noun-nom ditransvelms/hammadte 32/boita Ffmw/nagdid

frsi/dilo
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Something that can be inferred from the list ofteroes above is that the elements in

noun-accl and noun-acc?2 are freely ordered to sxtest.

Table 3 Set of case markers

Case Case Marker
Nominative +0
Dative-Accusative +0F
Locative ©, ¥, d, ©

Instrumental Locative |, + post-positives

Ablative F+ post-positives

Genitive q

3.6 Negation

Negation, or more formally sentential negationerefto how the meaning of sentences
can be changed from positive to negative. To beemspecific, this refers to what change
needs to be made to a sentence structure so thaethhence now means the opposite of
what it originally did. In most languages, there &wo ways of doing this — through the
use of inflection on some component of the senteummsgally the verb, or through the use
of separate adverbs. In Bangla, both are relewasbime extent. Inflection on verbs is
manifested in cases such ass#i/korina” to mean “I do not”, whereasfi/kori” would
mean “l do”. However, we again had to pick one #mgs we chose the independent
adverb 4i/na”, which when appended to the end of a sentereggtes its meaning. In
future, we might be able to try and incorporatehtibie use of independent adverbs and
affixes that occur with verbs. Below, we providems examples of how this
independent adverb can perform negation on a semtexs well as some examples of

incorrect constructs.

Correct

gami erob At Wk i apha. (1 do not eat rice)
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Incorrect

fsami erob‘at ayha Wk ‘ai
fs/ami yha erob‘at zk ai

Tha fiami erobat Wk i

3.7 Matrix yes-no questions
As is evident from the title, this part of the wodeals with questions that can be

answered by a simple affirmative or negative respoifhe clause matrix simply means
that the question is not embedded (more on that Iatthis section). In this phase, we
were to determine how questions are phrased inlBahgw, in Bangla, questions are

phrased in multiple ways, such as change of intonatnd re-ordering of the words in a
declarative sentence. For exampless/arnab =z/boi =w/pore”, which is normally a

declarative sentence, can be phrased as a quéstiohanging intonation patterns. In
verbal communication, this change in intonation lddoe enough to turn the sentence
into a question, without the inclusion of any otherds or affixes. However, intonation
by itself would not always be enough to pose a tiuesalthough in this case it works
fine. Since we are mostly working with written larrge, some rearrangement of the
words, or addition of words, would still have to bene. For the purpose of our
implementation, we chose to use the independerdtigneadverb /ki”, appended to
the end of the sentence, to phrase questions. @&epthere are also cases where the
adverb fs/ki” could be placed elsewhere in the sentence loutidvstill pose a valid yes-

no question.

For the purpose of this rudimentary grammar, we dad take these cases into
consideration. This would not be a problem, sincg guestion that can be formed by
placing the question article elsewhere could aéséobmed by placing it at the end of the
sentence. The latter form would probably be comsdiemore “literary” by a native

speaker, but no meaning would be lost. Below, wes gi sentence, the way it is
converted into a question by using the questiotigharand how the question particle

can occur at some position other than the endeo$éimtence.

39



w+</arnabrz/boi #ite/pore (Arnab reads books)
w7/arnakbrz/boi #ice/pore /ki? (Does Arnab read books?)

w</arnabi</ki <2/boi site/pore? (Does Arnab read books?)

Through the examples shown above, we can see one tmog — the latter way of
phrasing a question can lead to ambiguity, sineeettact same ordering is also used to
express the wh-question “What books does Arnabxe@ldus, through our choice of the

first method, we are also avoiding this problem.

3.8 Imper atives

Imperatives are sentences that are meant to spexifyrs or directions. In English,

imperatives are achieved through the use of intomatOften, subjects in English

imperatives can be dropped. In general, imperateesbe indicated through the use of
word order variation, use of a special particldopmmorphologically marking the verb.

Bangla uses this last strategy — morphologicallyking the verb. The subject of the

imperative is optional. The strategy remains theesin case of negative imperatives.

3.9 Embedded clauses (declar ative, negative)
Embedded clauses are sentences that have a chntegnother complete sentence

embedded within itself through use of this clalgangla embedded declarative clauses

are marked through use of the special complemeritizge”. Bangla does not mark the

clauses morphologically. The word order for matatnd embedded clauses is the same,

namely, SOV. For embedded interrogative clausesala@ use a clause-final “kina” in

addition to the basic complementizer/je”.

Examples

Embedded declarative clauses

fami erfani e eftumi st ‘aka czabe

/e sererbollo c4e wrerwake wirtar F53//6Moj erohobe vha
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Embedded interrogative clauses
wf/ami ercatake emprofo FFErmkorlam e oyfe wFemikaga FHegkorbe
fekina?

/e wvic/amakeerica/anabeye fomtini srcabenKina?
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Section 4: Implementation

After detailed analysis of the grammatical phenoomenf our language, Bangla, we
need to implement them to check the effectivenelssoww grammar. Linguistic

Knowledge Builder (LKB) is a grammar and lexiconve®pment environment
developed by DELPH-IN [15], a collaborative effoft several computational linguists.
LKB has been developed using LISP and is availtdléree. Thus we chose LKB to be

the environment where we test our grammar.

4.1 Moreabout LKB

Linguistic Knowledge Builder (LKB) is an open soartool to model grammars [11].
Different versions are available for different pdains. We have used the Linux version
of LKB for our convenience. The install script givevith the Linux version is sufficient
to install all the associated packages requireth WKB. For the Windows platform,
each of those associated packages need to belddstatividually and then linked
together. Emacs is a well-known editor and is wegful for debugging while working
with LKB.

4.2 Type Description Language

TDL is a typed feature-based representation largaagl inference system, specifically
designed to support highly lexicalized grammar thesolike HPSG. Type definitions in
TDL consist of type and feature constraints overBloolean connectives. TDL supports
open- and closed-world reasoning over types armavalfor partitions and incompatible

types. Working with partially as well as with fulkpanded types is possible. [12]

4.3 Implementation of the Bangla Grammar

To implement a grammar we need four things:
* The type system
e Start structure

* Lexical entries
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e Grammar rules

In this section, we offer a more detailed discussibeach of these four constituents and

provide relevant examples for each.

4.3.1 Thetype system

It acts as the defining framework for the grammne type system determines the

structures that are mutually compatible and alloweritance of types. [14].
Example:
L. Types

syn-struc := *top* & [CATEG cat].

4.3.2 Start structure

It is the starting point and is very similar to tstart symbol of a standard Context Free

Grammar.
Example:
;i Start

start := phrase & [CATEG s].

4.3.3 Lexical entries

These are the information about the words of tinguage being used in the grammar.
Lexical entries define relationship between a gtrepresenting the characters in a word

and some linguistic description of the word [14].
Example:
;;;Lexicon

cat := word & [ORTH “cat”, CATEG n].

44



434 Grammar rules

These are the typed feature structures that desholv to combine lexical entries and

phrases to make further phrases.
Example:
;s Grammar
np_rule := phrase & [CATEG np,
ARGS [FIRST [CATEG det],
REST [FIRST [CATEG n],

REST *null*]]].

All of these must be declared in two different Tfiles to be used by LKB. They are the
lexicon.tdlfile and thegrammar.tdlifile. In thelexicon.tdl[Appendix B] file, only the
lexical entries are stored. All the other rules triaes stated in another TDL file and for

our case it is thbangla.tdl[Appendix A] file.

4.4 Our appr oach towardsimplementation in LKB

Dr. Emily Bender conducts a graduate level coumséinguistics at the University of
Washington [details], where students have to pic& mnguage and develop an HPSG
for it as the lab project for the course. In ortteget started on our work, we decided to
follow the structure of the lab for this coursetwBangla as our language of choice. We
went through from Lab 1 to Lab 5, limited initialby our lack of understanding of the
more linguistic aspect of the work. Throughout thdabs, we had to do a lot of
linguistic analysis, find out information about pesties of the Bangla language and
determine where Bangla stands in terms of how icediaguistic properties are
manifested in the language. We have already prdvioler findings in the previous
sections. Here we state the requirements of eackheflLab work and how we

implemented that in LKB.
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4.4.1 UWashington Linguistics567 Lab 1
This lab was not really very integral to the wofkdeveloping a grammar for the chosen

language. The main objective of this lab was tofgetiliar with the LKB environment.
We were given a starter grammar for English, wiglvesal redundant entries in the
lexicon and type files. First we were asked tgpiysing a few sentences and check how
they are being parsed, if at all. Then we were @s@eaewrite these portions in a manner
so as to remove this redundancy and use the iahesdtproperty of TDL optimally.
After having done this, we were asked to checkstmae set of sentences again to ensure
that we had not lost any coverage in the procesyiofy to optimize code. This lab was
thus intended to let us experiment with LKB andtiwg TDL code, as well as teaching

us some of the basics of how work on a grammarldhmridone.

4.4.2 UWashington Linguistics567 Lab 2

In this lab, we were given a list of grammaticaépbmena that we would be expected to
do some background work on as part of the designgss. Our task was basically to
find out which of these phenomena are relevanbtorlanguage and which are not. For
the ones that are relevant, we would have to dailddt analysis of how these
phenomena are manifested, what properties andsythigy display for Bangla, and how
they can be summarized into a small set of germatak which can then be used to
generate a grammar that supports these propeviieswere provided with a list of

thirteen phenomena. All of them have been discuss&eéction 3.

4.4.3 UWashington Linguistics567 Lab 3
In this lab, we continued working with the list@ienomena given to us during Lab 2.

4.4.4 UWashington Linguistics567 Lab 4

After having completed the knowledge-gathering phi@ms the phenomenon mentioned
above, we had to fill out a customization form thauld give us a lead by generating a
starter grammar for our language. This customingb@ge was available along with the
specifications given for lab 4. Below, we give aafureview of the choices we made

while filling out this form.
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Before we move on to what choices we made, howeseme points should be
emphasized. We would need to input some lexicalesnthat the starter grammar would
be able to work with. As per the lab instructiothgse entries would have to be entered
in their full form. What this means is that to medoy” we would have to input
“chele”, and to incorporate “boys” our input woutdve to be “chele-gulo”, that is, the
fully inflected form. This is because the rudimegtgrammar does not have any lexical
rules that would enable us to provide the root wammd the number property and end up
with the plural form of the root word. Also, whimme of the questions are mandatory
and some answer had to be selected (even if onlgpgnoximation), certain other
sections may not be very relevant or simple forlanguage and we had the liberty to
skip over them if we wanted to do so. That beird,sae now highlight our answers to

the questions asked in the customization page.

Language name — Bangla

Word order — SOV. Bangla does have determinersdspendent words, and the order

with respect to nouns is Determiner-noun.

Sentential Negation — this is achieved through ofk@n adverb. This adverb is an
independent modifier of S and appears to the oght. Since we chose only adverbial

negation, the later parts of the section is navaaht to us.

Coordination — Monosyndeton best describes ouruageg. We chose to skip over the
later sections, and this would be an area that addwvant to come back to and brush

up a little.

Matrix yes-no questions — this is done throughafs@ separate question particle, written

“ki” and occurring as a sentence final.
Once these questions were done, we had to entew dekicon entries. Some of the

lexical types were not relevant for our grammam&oskipped those sections. Finally,

we had to input two test sentences using only éixecél entries input in the previous
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step. For details about the lexicon entries, rédeBection 4.3.3. After filling out this
form we were able to download the starter grammaaBangla, with the lexical entries

we specified and ability to parse the sentencdsibantered.

At this point, we were asked to setup a testsudéalthse that would enable us to
automatically test our grammar. After having adbdifficulty with this, we decided to

do without it. The only functionality we lost indhprocess is that we had to test the
sentences manually, but this was not a very bigrimenience. For details about the

coverage of the grammar at this stage, refer ttic3ed.5.

445 UWashington Linguistics567 Lab 5

At this stage, we were expected to implement sonweenipackages” from a list
available in the specifications page for this [@be students for the course got to choose
a subset of all the packages mentioned, but waldédio implement the packages one

by one and see how far we got.

The first package we started working on was prospperson and number distinctions.
The instructions in this portion of the lab arewspecific, even to the point of giving
the exact code that will need to be implementedtter particular case evident in our
language. The main reason behind this is thatiatsthge, we were expected to spend
more time on the linguistic analysis and finding details about the Bangla language.
Once we had this information, we would simply h&wehoose the code that would best

serve our needs and that phase of the work wouttbhe.

As part of the first package, we had to find oug¢ ttelation between nouns and
determiners in Bangla. To be more specific, we waded to find out the determiners
in Bangla and how they are used along with eactoaimon nouns, proper nouns and
pronouns. There are three possibilities as to heterchiners and nouns can relate to
each other: the determiner can be mandatory, alwasgsing or optional. We report out

findings below.
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In Bangla, as in all other languages, the propennever takes a determiner. Similarly,
pronouns do not take a determiner either. Commonnsiccan optionally take a
determiner, but they do not have to take one. Kngwhis, we simply had to find the
code for this particular case and add it to ourmgrar. This then enabled us to parse
some more sentences, about which more discussigineis in Section 4.5. Before these
sentences could be parsed, however, we neededlt;mdbe relevant lexicon entries.
For adding in determiner entries, we had to findraare information about determiners

in Bangla, and found out that Bangla has deterraimetwo forms, as shown below:

Independent adverbs — ei, shei, oi

Affixes —ti, ta, gulo

In the examples above, “ei” and “shei” are proxirdaterminers while “oi” is a distal
determiner. Among the affixes, “ti” and “ta” areegsin conjunction with nouns in
singular form, while “gulo” and “guli” are used Withouns in the plural form. At this
point, we were ready to parse a new class of seesewith the changes made in the

grammar.

Next, we moved on to the part about implementirggaase system for Bangla. Initially,
we were supposed to work on case system being mepited through the use of
inflection. This is the point where we got stuclaig since this was basically the first
time we had to write an AVM starting from scratéfi.the types we had created up until
this point were basically done through re-usingectitht was already provided in the
starter grammar. We had to take a look at the syiotathe Hindi grammar we got from
our supervisor, and through help from it eventualignaged to get the case system
implementation right. At this point though, the neustill have to be input in their fully
inflected form, so that the root word “ami” in asative case would have to be added to
the lexicon as the word “amake”. The next logidapsin our work would be to try and
design lexical rules such that given a root word tre desired case property we would
be able to generate the inflected form of the wdtds is as far we got in lab 5, and thus
as far as we got with out work on this Head-Drivemrase Structure Grammar for

Bangla.
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4.5 The Bangla Grammar in LKB

After working with the UWashington Linguistics56als, we got a working grammar

that could show some basic structure of the Bagiglenmar. In this section some

features of LKB is shown with respect to the Bargglammar we have prepared.

Sentence: nafid boi pore

The parse tree generated by the LKB is shown beBowclicking the terminals and non-

terminals of the parse tree the entire featurecira of that particular constituent can be

viewed.

Figure5 Parse Tree
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A parse chart for the same sentence is shown bé&lbg/parse chart shows the raw head

types and how they have been inherited.

Figure 6 Parse Chart
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Sentence: amaderke boi dao

The parse tree for the above sentence is showwbe€lus sentence highlights the

implementation of the accusative case.

Figure7 Parse Tree
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A parse chart for the sentence is shown below.

Figure 8 Parse Chart

‘E Parge Chart for "amaderie,."
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Some sentences generated by the LKB is shown béloan be seen that among the
sentences that have been generated, some are giaalijmancorrect. Here “over-
generation” took place. This could have been awblieadding more constraints with

the associated head-types.

Figure 9 Generated Sentences
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An elementary dependency chart is shown below. @limst highlights the dependencies

of the head-types.

Figure 10 Elementary Dependencies
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Some feature structures generated by the LKB ®B#ingla Grammar is shown below.

|
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Figure12 TFS2
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Figure 13TFS3
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Future Work

In this paper, we discussed the background of thagB grammar, the linguistic
analysis done by us and a rudimentary implememadiothe grammar. In terms of
coverage and amount of linguistic knowledge, tmangnar is of course at a very basic
stage. In the future, we would like to increase tbgerage of this grammar through
experimentation and through background analysisoafe more linguistic phenomena.
We would also like to try a more generic approasisrds incorporating more sentences
in our list of coverage. At present, we start vettme sentence in mind and then add in
the features that would be necessary to be ablgatse this sentence. In future, we
would like to be able to start from a more abstlaeel and then arrive at a whole class
of sentences instead of just one or two senteneetly, we would also like to try and
add semantic knowledge to go with our grammar dsw maybe use a corpus in order to

implement a probabilistic parser.
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Conclusion

In this paper, we gave a considerable amount dtdgrvaand information of the Bangla
language and its different linguistic component® &so discussed how CFG has been
attempted to capture the Bangla language and thsome why it fails to perform
adequately for Bangla or for that matter any oth&tural language rich in agreement
issues. We provided some background informatiothef different entities of Bangla
language and that of natural languages in genaral, discussed the knowledge base
behind our decision to use a head-driven gramnraodo purpose. Then we discussed
the basics of HPSG, and presented an analysis list af different phenomena for
Bangla. Lastly, we presented a sample implememaifothe grammar, built upon an
auto-generated grammar and with certain other festadded in the course of our work.
The grammar theory and implementation is at a bstage, but it is designed in a way so
that it should be easy to build upon this gramnrat eapture a host of other linguistic
components. Another important product of our woduld be this documentation itself,
highlighting the basics of Bangla language andnarsary of a good number of linguistic
issues and how they are manifested. With this bagidementation to work with in the
future and a good documentation that can servega®a starter resource, we trust that
our work will be able to make a positive differenoethe efforts of anyone willing to

continue work on the design of a computational gremfor Bangla.
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1. bangla.tdl file

;1 -*- Mode: TDL; Package: LKB -*-

;;; Language-specific types and constraints for Ban

;»» Type addenda adding constraints to head types

;»» This grammar includes head-modifier rules. To k
;;; oOut extraneous parses, constrain the value of M

;;; various subtypes of head. This may need to be |
;»» This constraint says that only adverbs, adjecti

;;; and adpositions can be modifiers.

+nvcdmo :(+ [MOD < >].

;;; Types for values of additional features.

;;; Phrase structure rule types

;; Types for SOV word order.

comp-head-phrase := basic-head-1st-comp-phrase & he
subj-head-phrase := basic-head-subj-phrase & head-f
[ HEAD-DTR.SYNSEM.LOCAL.CAT.VAL.COMPS < >].

;;; Rules for building NPs. Note that the Matrix us

;+» the specifier of nouns and SUBJ for the subject
verbs.

spec-head-phrase := basic-head-spec-phrase & head-f

;;» Bare NP phrase. Consider modifying the PRED val
relation

.., introduced to match the semantic effect of bare
language.

;;;bare-np-phrase := basic-bare-np-phrase &
;;;] C-CONT.RELS <! [ PRED "unspec_qg_rel"]!>1].

gla

eep

OD on
oosened later.
ves,

ad-final.
inal &

es SPR for
(specifier) of

inal.

ue of the quantifier

NPs in your
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new-bare-np-phrase := basic-bare-np-phrase &

[ HEAD-DTR.SYNSEM.LOCAL.CAT.VAL.SPR

< [LOCAL.CONT.RELS <! [ PRED #pred]!>]>,
C-CONT.RELS < ! [ PRED #pred & quantifier_rel ]! >
;;; Lexical types

:;» Nouns

noun-lex := basic-noun-lex & basic-one-arg &

[ SYNSEM.LOCAL [ CAT.VAL [ SPR < #spr & [ LOCAL.CAT
COMPS < >,

SUBJ < >,

SPEC < >]],

ARG-ST < #spr >].

;;;just added to test

pronoun-lex := noun-lex &

[ SYNSEM [ LOCAL.CAT.VAL.SPR

<[ LOCAL.CONT.RELS <! [PRED pronoun_g_rel] ! >]
LKEYS.KEYREL.PRED ‘'pronoun_n_rel]].

common-noun-lex := noun-lex &

[ SYNSEM.LOCAL [ CAT.VAL.SPR
<[LOCAL.CONT.RELS <! [PRED reg_quant_rel] ! >]
CONT.HOOK.INDEX.PNG [ PER third]]].

proper-noun-lex := noun-lex &

[ SYNSEM.LOCAL [ CAT.VAL.SPR
<[LOCAL.CONT.RELS <! [PRED proper_qg_rel] ! >]>
CONT.HOOK.INDEX.PNG [ PER third ] ] 1.

no-spr-noun-lex := noun-lex &
[ SYNSEM.LOCAL.CAT.VAL.SPR <[OPT +] >1].

;o Verbs

verb-lex := basic-verb-lex &

[ SYNSEM.LOCAL [ CAT[ VAL [ SPR < >,
SPEC < >,

SUBJ < #subj > 1],

CONT.HOOK.XARG #xarg ],

HEAD det] >,
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ARG-ST < #subj &

[ LOCAL [ CAT [ HEAD noun,

VAL [ SPR <>,

COMPS < >1],
CONT.HOOK.INDEX #xarg ]], ... > ]

intransitive-verb-lex := verb-lex & intransitive-le
[ SYNSEM.LOCAL.CAT.VAL.COMPS < >1].

transitive-verb-lex := verb-lex & transitive-lex-it

[ SYNSEM.LOCAL.CAT.VAL.COMPS < #comps >,
ARG-ST <[],

#comps &

[ LOCAL.CAT[ VAL [SPR < >,

COMPS <>],

HEAD noun ] >1].

;;; Case-marking adpositions
;;; Case marking adpositions are constrained not to
;1 be modifiers.

case-marker-p-lex := basic-one-arg & raise-sem-lex-
[ SYNSEM.LOCAL.CAT [ HEAD adp & [ MOD < > ],
VAL [ SPR < >,

SUBJ < >,

COMPS < #comps >,

SPEC < >]],

ARG-ST < #comps & [ LOCAL.CAT [ HEAD noun,
VALSPR<>]]>].

;;; Determiners
;1 SPEC is non-empty, and already specified by bas

determiner-lex := basic-determiner-lex & basic-zero
[ SYNSEM.LOCAL.CAT.VAL [ SPR < >,

COMPS < >,

SUBJ < >1].

:» Adverbs

;;; Negative adverb

x-item &

em &

item &

ic-determiner-lex.

-arg &
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neg-adv-lex := basic-scopal-adverb-lex &
[ SYNSEM.LOCAL.CAT [ POSTHEAD +,
VAL [ SPR <>,

COMPS < >,

SUBJ<>],

HEAD.MOD < [ LOCAL.CAT [ HEAD verb,
VAL [ SUBJ cons,

COMPS null 1] > 1]

gpart-le := basic-scopal-adverb-lex &

[ SYNSEM [ LOCAL.CAT [ HEAD.MOD < [ LOCAL.CAT [ HEA
VAL [ SUBJ < >,

COMPS < >1]J>,

VAL [ SUBJ < >,

SPR < >,

COMPS <>,

POSTHEAD + ],

LKEYS.KEYREL.PRED question_m_rel ]].

;;; Coordination

nl-top-coord-rule := basic-n-top-coord-rule & monop
[ SYNSEM.LOCAL.COORD-STRAT "1"].
nl-mid-coord-rule := basic-n-mid-coord-rule & monop
[ SYNSEM.LOCAL.COORD-STRAT "1"].

nl-bottom-coord-rule := conj-last-bottom-coord-rule
phrase &

[ SYNSEM.LOCAL.COORD-STRAT "1"].

npl-top-coord-rule := basic-np-top-coord-rule & mon
&

[ SYNSEM.LOCAL.COORD-STRAT "1"].

npl-mid-coord-rule := basic-np-mid-coord-rule & mon
&

[ SYNSEM.LOCAL.COORD-STRAT "1"].

npl-bottom-coord-rule := conj-last-bottom-coord-rul
phrase &

[ SYNSEM.LOCAL.COORD-STRAT "1"].

vpl-top-coord-rule := basic-vp-top-coord-rule & mon
&

[ SYNSEM.LOCAL.COORD-STRAT "1"].

vpl-mid-coord-rule := basic-vp-mid-coord-rule & mon
&

[ SYNSEM.LOCAL.COORD-STRAT "1"].

D verb,

oly-top-coord-rule &

oly-mid-coord-rule &

& n-bottom-coord-

opoly-top-coord-rule

opoly-mid-coord-rule

e & np-bottom-coord-

opoly-top-coord-rule

opoly-mid-coord-rule

65



vpl-bottom-coord-rule := conj-last-bottom-coord-rul e & vp-bottom-coord-
phrase &

[ SYNSEM.LOCAL.COORD-STRAT "1"].

s1-top-coord-rule := basic-s-top-coord-rule & monop oly-top-coord-rule &
[ SYNSEM.LOCAL.COORD-STRAT "1"].

s1-mid-coord-rule := basic-s-mid-coord-rule & monop oly-mid-coord-rule &
[ SYNSEM.LOCAL.COORD-STRAT "1"].

s1-bottom-coord-rule := conj-last-bottom-coord-rule & s-bottom-coord-
phrase &

[ SYNSEM.LOCAL.COORD-STRAT "1"].

;;» This part added on 16th September.
;;» Lab 5 Number Distinction

png :+ [ PER person,
NUM number ].

person := *top*.
first := person.
second := person.
third := person.

number := *top*.

sg := number.

non-sg := number. ; use this one if your language o nly has sg-pl
dual := non-sg. ; at these two if your language has sg-du-pl

pl := non-sg.

;;; This part added on 8th October.
::; Lab 5 Pronouns cover-det-rule

quantifier_rel := predsort.
pronoun_g_rel := quantifier_rel.
proper_g_rel := quantifier_rel.
reg_quant_rel := quantifier_rel.

:;; Lab 5 Determiners

demonstrative_qg_rel := reg_quant_rel.

non+demonstrative_g_rel := reg_quant_rel.

proximal+dem_q_rel := demonstrative_q_rel. ; close to speaker
distal+dem_q_rel := demonstrative_q_rel. ; away fro m speaker



remote+dem_q_rel := distal+dem_q_rel. ; away from s
hearer+dem_q_rel := distal+dem_q_rel. ; near hearer
def_g_rel := non+demonstrative_q_rel. ; definite
indef_g_rel := non+demonstrative_q_rel. ; indefinit

;»» Lab 5 Case Inflection (17th November)
noun :+ [ CASE case].

case := *top*.

nom = case.
acc = case.

trans-verb-lex := basic-verb-lex & transitive-lex-i
[ SYNSEM.LOCAL [ CAT [ HEAD verb,
VAL [ SPR < >,

SUBJ < #subj & synsem

& [ LOCAL.CAT [ HEAD noun &

[ CASE nom ],

VAL.SPR <> 1] >,

COMPS < #comps

& [ LOCAL.CAT [ HEAD noun &

[ CASE acc ],

VAL.SPR <> ]]>,

SPEC <>,

ARG-S < #subj, #comps > ].

;;; Lab 5 Case Inflection (2nd December)

;»adp :+ [ CASE case ].
+np :+ [ CASE case ].

peaker and hearer

tem &
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Appendix B

The lexicon.tdl file
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2. lexicon.tdl file
;11 -*- Mode: TDL; Package: LKB -*-

:.» Nouns

nafid := no-spr-noun-lex &
[ STEM < "nafid" >,
SYNSEM.LKEYS.KEYREL.PRED "_nafid_n_rel"].

boi := noun-lex &
[ STEM < "boi" >,
SYNSEM.LKEYS.KEYREL.PRED " _boi_n_rel"].

gyan := noun-lex &
[ STEM < "gyan" >,
SYNSEM.LKEYS.KEYREL.PRED "_gyan_n_rel"].

;;;just adding to test 12th October

hammad := no-spr-noun-lex &

[ STEM < "hammad" >,
SYNSEM.LKEYS.KEYREL.PRED "_hammad_n_rel"].

paper := noun-lex &
[ STEM < "paper" >,
SYNSEM.LKEYS.KEYREL.PRED "_paper_n_rel"].

::: Verbs

ghumay := intransitive-verb-lex &
[ STEM < "ghumay" >,
SYNSEM.LKEYS.KEYREL.PRED "_ghumay_v_rel"].

pore := transitive-verb-lex &
[ STEM < "pore" >,
SYNSEM.LKEYS.KEYREL.PRED "_pore_v_rel"].

orjon := transitive-verb-lex &
[ STEM < "orjon" >,
SYNSEM.LKEYS.KEYREL.PRED "_orjon_v_rel"].
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kore := transitive-verb-lex &
[ STEM < "kore" >,
SYNSEM.LKEYS.KEYREL.PRED "_kore_v_rel"].

;;;added on 25th november

dey := transitive-verb-lex &

[ STEM < "dey" >,
SYNSEM.LKEYS.KEYREL.PRED " _dey_v_rel"].

dao := transitive-verb-lex &
[ STEM < "dao" >,
SYNSEM.LKEYS.KEYREL.PRED "_dey_v_rel"].

;;;added to test 12th oct

pori ;= transitive-verb-lex &

[ STEM < "pori" >,
SYNSEM.LKEYS.KEYREL.PRED "_pori_v_rel"].

poro := transitive-verb-lex &
[ STEM < "poro" >,
SYNSEM.LKEYS.KEYREL.PRED " _poro_v_rel"].

.:; Other

;;; Case-marking adpositions

subj-marker := case-marker-p-lex &
[ STEM < "Ayesha" > .

.;; Determiners

ei := determiner-lex &
[ STEM < "ei" >,
SYNSEM.LKEYS.KEYREL.PRED proximal+dem_qg_rel ].

shei ;= determiner-lex &
[ STEM < "shei" >,
SYNSEM.LKEYS.KEYREL.PRED proximal+dem_q_rel ].
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oi := determiner-lex &
[ STEM < "0i" >,
SYNSEM.LKEYS.KEYREL.PRED distal+dem_g_rel ].

;era ;= determiner-lex &
;i STEM < "era" >,
i SYNSEM.LKEYS.KEYREL.PRED "_ei_q_rel"].

na := neg-adv-lex &
[ STEM < "na" >,
SYNSEM.LKEYS.KEYREL.PRED "_neg_r_rel"].

ki := gpart-le &
[ STEM < "ki" > ].

;;ke ;= gpart-le &
i STEM < "ke" > 1.

ebong_1 := conj-lex &

[ STEM < "ebong" >,
SYNSEM.LKEYS.KEYREL.PRED "_and_coord_rel",
CFORM "1"].

.;; Pronouns added on 8th october2006

amra := pronoun-lex &

[ STEM <"amra">,
SYNSEM.LOCAL.CONT.HOOK.INDEX.PNG [ PER first,
NUM non-sg] ].

::;Case Inflection added on 11th November
amra := pronoun-lex &

[ STEM < "amra" >,

SYNSEM.LOCAL [ CAT.HEAD.CASE nom,
CONT.HOOK.INDEX.PNG [ PER first,
NUM non-sg]11].

amaderke := pronoun-lex &

[ STEM < "amaderke" >,
SYNSEM.LOCAL [ CAT.HEAD.CASE acc,
CONT.HOOK.INDEX.PNG [ PER first,
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NUM non-sg]11.

;;;added to test case inflection on 25th november
ke := noun-lex &

[ STEM < "ke" >,

SYNSEM.LOCAL [ CAT.HEAD.CASE acc,
CONT.HOOK.INDEX.PNG [ PER first,

NUM non-sg]]11].

;;;adposition

hote := case-marker-adp &

[ STEM < "hote" >,
SYNSEM.LOCAL.CAT.HEAD.CASE []].
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