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ABSTRACT 

In our proposed model we have used PCA as dimension reduction technique and neural 

network for pattern recognition. Our goal was to recognize audios of two vowels spoken by 

Parkinson’s disease Patient. The vocal of these patients becomes unclear in later stage of the 

disease, therefore understanding them becomes difficult and hence our model is targeted to 

help them communicate. PCA was run to get the finest number of features to train the classifier. 

The classifier takes 30 percent of the feature to train and the rest 70% for testing and validation. 

Our model has yield a very high accuracy compared to other models.  
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CHAPTER 01 

INTRODUCTION 

1.1 Motivations 

Parkinson's sickness (PD) can impact a man's voice, making them talk gradually or 

encounter issues surrounding sounds clearly. Individuals may not think about these and 

distinctive changes to the voice, yet a large number individuals with PD will experience them 

at some point or another over the traverse of the disease. So also as PD impacts improvement 

in various parts of the body, it in like manner impacts the muscles in the face, mouth and throat 

that are used as a piece of talking. Besides, many individuals with PD fight to find words, 

subsequently they may talk bit by bit. Moreover, in various cases, PD makes people Sutter. In 

light of this their addresses turn out to be less justifiable for other individuals who are not 

experiencing PD. Thus it turns out to be truly hard to recognize the letters particularly the 

vowels in their talks. 

 So separating the elements just from their speeches won't give an ideal outcome with 

high accuracy. Along these lines we have to choose the features which are more 

distinguishable, to help us recognize the vowels with most elevated accuracy. This features will 

help the classifier to perceive the vowels effectively. Thus our proposed model will help 

communicate with the patients and understand their words properly. 

 

1.2 Contribution Summary 

The summary of the main contributions is as follows: 

 Extract the best features for 2D audio signal  

 Apply dimension reduction technique to create optimal feature vector. 

 Use Classifier to recognize the correct vowel. 

 

1.3 Thesis Orientation 

The rest of the thesis is organized as follows: 

 Chapter 02 includes the necessary background information regarding the used 

algorithm.  

 Chapter 03 presents our proposed model and its implementation. 

 Chapter 04 demonstrates the experimental results and comparison. 

 Chapter 05 concludes the thesis and states the future research directions.  
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CHAPTER 02 

BACKGROUND INFORMATION 

2.1 Principle Component Analysis (PCA) 

PCA is intensely utilized as a part of highlight determination technique. The determined 

discernable elements are called as highlight vectors. Another property of PCA is this is a 

worldwide calculation and has the best recreation property which preferably imply that loss of 

imperative data is very far-fetched. So to reduce dimensionality PCA can be utilized with no 

loss of data. It diminishes the measurements by expelling immaterial parts and cutting down 

the information into its unique parts. Rather than processing on a typical x-y pivot it is for the 

most part accommodating to figure information concerning its primary segments. Vital parts 

are an arrangement of estimations of straightly uncorrelated factors changed from an 

arrangement of connected factors. Central parts are headings demonstrating where the 

information is most spread out and has the greatest fluctuation. PCA dependably finds an 

arrangement of commonly orthogonal pivot so that the primary main segment has the greatest 

fluctuation and each after part in this way has the greatest difference possible et cetera. The 

later chief parts are evacuated for diminishing the quantity of measurements. The idea of 

eigenvector and eigenvalue is essential in PCA investigation. PCA can be connected by the 

deterioration of eigenvalues of an information covariance lattice as a rule after mean focusing 

and normalizing the information network for each characteristic [1].  PCA technique simplifies 

a large and complex dataset to a much lower dimension. It takes the data then finds a different 

set of axis just like regular axis but they need to be mutually orthogonal. It lines up the variance 

of the data with those axis so that we can drop the least significant ones and that gives a way 

to do feature selection hence the name feature transformation algorithm. So PCA follows 

several steps. From the whole dataset consisting of d-dimensional samples PCA calculates the 

d-dimensional mean vector and the covariance matrix of the large dataset. After that it 

calculates the eigenvectors (e1,e2,..en) of A ( if A is an nx nmatrix)   known as orthonormal 

vectors and its corresponding eigenvalues (λ1, λ2,…, λn).. Then these eigenvalues are ordered 

in terms of significance from highest to lowest.  And finally lesser significance principal 

components are discarded. [2]  

Covariance is used to determine a relationship between dimensions among datasets mainly 

between two dimensions. The covariance matrix will be a diagonal matrix as covariance is non-

negative value. A direction in d-dimensional space is chosen by PCA along which X has the 
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maximum variance. This process is repeated and PCA finds another direction with maximum 

variance Thus n directions are chosen and principal components are identified by the result set. 

[2] 

 

2.2 FeedForward Neural Network (FNN) 

    Feedforward neural systems are all inclusive approximators. Without a doubt, a three-or 

four-layered feedforward neural system, which is just permitted associations between 

neighboring layers, can accomplish any constant mapping utilizing sigmoid-like soaking unit 

yield capacities when there are endlessly many shrouded units [3,4,5]. Considering this, it is 

clear that with unendingly many concealed units a four-layered feedforward neural system is 

proportional to a three-layered feedforward neural system. Genuine applications, in any case, 

confine use to feedforward neural systems having a limited number of concealed units The 

execution of a system can be separated into two principle classes, one in light of the speculation 

abilities of the organize and the other in light of its mapping abilities. Villiers also, Barnard [6] 

concentrated the speculation capacities of three-and four-layered feedforward systems given 

the same number of weights for grouping errands. Their decision was against the utilization of 

four-layered systems in everything except the most recondite applications. The architecture of 

the ANN was formed by an input and an output layer and a series of hidden layers, each of 

which was formed by a determined number of nodes. A node is defined mathematically as 

follows [7]: 

𝑦 =  𝑓 (𝛴𝑖𝑤𝑗𝑖𝑥𝑖 +  𝜃𝑖)     (1) 

here x and y are the inputs and outputs respectively of the jth node, the weights for each input 

is determined by wji, θi is the bias/threshold value and f (x) is referred to as the activation 

function [8]. 

𝑓 (𝑥)  =  1/(1 +  𝑒 − 𝑥)                                                       (2) 

This function was used to introduce a non-linearity in the predictable output. The output layer 

also contained a node, whose transfer function was a linear function instead of a sigmoid 

function, meaning that all the non-linear calculations occurred within the hidden layers. 
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Figure 2.1 Neural network as function approximator. 

 

 

As shown in Figure 1, we have some unknown function that we wish to approximate. We want 

to adjust the parameters of the network so that it will produce the same response as the unknown 

Function, if the same input is applied to both systems. 
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CHAPTER 03 

PROPOSED MODEL 

3.1 Introduction 

     Figure 2 demonstrates a detailed implementation of our proposed model. It demonstrates 

how the algorithm is set up. Initially we extracted 20 features from two sets of audio signals, 

one set contains audio recording of letter ‘a’ and the other set contained letter ‘o’. Then we did 

dimension reduction using PCA which lead to optimal feature selection. Finally, using neural 

network to train and test our model. 

 

 

 

 

Fig 3.1: Our Proposed model 

 

 

3.2 Optimizing Feature Extractions 

Sound signs have numerous properties like amplitudes, most extreme amplitudes, 

frequencies and length of sound and some more. Features are numeric properties of a flag that 

could possibly be one of a kind. It is a quantifiable property that has been seen in wonder [9]. 

Diverse signs have distinctive components, which could possibly be one of a kind. Like for 

instance, there can be two totally isolate signals with same normal adequacy. Subsequently it 

is imperative to extricate however much elements as could reasonably be expected so that the 

most unmistakable components among them can be worked out. As these measurements 

assume a critical part in example acknowledgment and machine learning, having however 

many as would be prudent expands that precision of foreseeing the right letters, which prompt 

the extraction of the accompanying 20 more: root mean square (rms), standard deviation, 

kurtosis, Energy Entropy, Signal Energy, Zero Crossing Rate, Spectral Rolloff, Spectral 

Centroid, Spectral Flux, maximum amplitude, minimum amplitude, mean amplitude, median 

amplitude, mean frequency, median frequency, skewness, peak to peak-the difference between 

maximum and minimum peak, peak to rms, root sum of square (rssq) and variance. These 

Feature 

Extraction 
PCA 

Optimal 

Features 

FNN training 

and testing 
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elements alongside the past 6 highlights made the letters more discernable by the classifiers. 

Clearly utilizing every one of the components together does not give the most elevated 

precision in light of the fact that there are elements that have values, which are regular to both 

sounds. Therefore we had to use PCA to find the optimal features for training for classifiers. 

The following way is used for extracting best features. If you use  

[V] = pca(M) 

Where M is 140x20 matrix containing all 20 features of 140 audios, the output is one argument, 

it will return the principal coefficients, sometimes called the loadings. The 20x140 matrix you 

received contains the first loading in the first row, the second in the second row and so on. If 

you ask for two outputs, you obtain 

[V, U] = pca(X) 

where V contains the loadings and U the score values. You reconstruct the input data by U*V'. 

In order to perform dimensionality reduction, you must select the first n components of both  

matrices as U(:, 1:n) and V(:, 1:n) and perform the approximated reconstruction as: 

U(:, 1:n)*V(:, 1:n)' 

3.3 Training Classifier 

We used Matlab’s built-in feedforward neural network. The app takes a feature vector 

and another matrix that has the labels of the feature vector. The feature vector is a matrix with 

the features as rows and the sample values as the column values. The label is a 2x140 matrix, 

with the row denoting label and the column denoting true or false for the samples. We have 

used 30 percent of the features to train the classifiers and used the rest 70 percent for testing 

and validation. We started with 3 features from our feature vector and incremented one feature 

at a time until we achieved a high accuracy. 
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CHAPTER 04 

EXPERIMENTAL ANALYSIS 

The datasets used in this research are voice recordings of 28 patients saying the letters 

‘a’ and ‘o’ [9]. We have retrieved the following graphs: performance graph, error histogram, 

receiver operating characteristic (ROC) and confusion matrix for evaluating our model. We 

will use the results of 3 features to explain the graphs. 

 

Fig 4.1 Performance Graph of 3 features. 

 

 

Figure 4 shows the performance graph when using 3 features. It tells us how much overfitting 

was done to match the data. It also tells us the best validation performance which in this case 

is 0.32687.  
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Fig 4.2 Error Histogram 

  

 

 The Figure 5 shows an error histogram which indicates the range of errors and the data 

that are being overfitted, like the ones at 0.9365 and -0.9365. 
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Fig 4.3 Reciever Operating Characteristics 

 

 

Figure 6 shows the ratio of true positive to false positive for both cases. For a better classifier 

the graphs need to be closer to y-axis, true positive. In case of using only 3 features does not 

give good results. 
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Fig 4.4 Confusion matrix 

Confusion matrix gives us an idea of the accuracy with diagonal boxes, green and blue boxes, 

showing the matches. Now we shall see the other diagram for features 4, 5, 6, 7. Firstly 

performance graphs: 
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(a) 

 

(b) 
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(c) 

 

(d) 
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(e) 

Fig.4.5 (a) Performance Matrix using 4 Features (b) Performance Matrix using 5 Features (c) 
Performance Matrix using 6 Features (d) Performance Matrix using 7 Features (e) 
Performance Matrix using 8 Features 
 
 

We can clearly see that as we take more features the overfitting decreases significantly and the 

cross entropy also decreases down to 2.2155e-05 with 8 features. Now we will discuss error 

histograms. 
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          (a) 

 
 (b) 
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                     (c) 

 
  (d) 
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 (e) 

Fig.4.6 (a) Error Histogram using 4 Features (b) Error Histogram using 5 Features (c) Error 
Histogram using 6 Features (d) Error Histogram using 7 Features (e) Error Histogram using 8 
Features 
 

 

As we can see with increase in usage of features, decreases the error rate and also data which 

are were overfitted before, are not being overfitted anymore. Now receiver operating 

characterstic will be dicussed. 
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(a) 

 

(b) 
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(c) 

 

(d) 
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(e) 

Fig.4.7 (a) ROC using 4 Features (b) ROC using 5 Features (c) ROC using 6 Features (d) 
ROC using 7 Features (e) ROC using 8 Features 
 

 

Again as we use more features, the graph gets pushed towards the y-axis, giving us a better 

result. 
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(a) 

 

(b) 
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(c)

 

(d) 
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 (e) 

Fig.4.8 (a) Confusion Matrix using 4 Features (b) Confusion Matrix using 5 Features (c) 
Confusion Matrix using 6 Features (d) Confusion Matrix using 7 Features (e) Confusion 
Matrix using 8 Features 

 

 

The same trend can be seen in the confusion matrix. The accuracy increases drastically. 

Comparing our results with other models such as Particle Swarm Optimization with Naive 

Bayes Classifier (Model 1), Bat Algorithm with Naive Bayes Classifier (Model 2). Table 1 

shows the comparison. 
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Algorithms Error Rate 

Model 1 0.8889 

Model 2 0.8889 

Our Model 2.2155e-5 

 

Table 4.1 Model Comparison 
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CHAPTER 05 

CONCLUSIONS AND FUTURE WORKS 

5.1 Concluding 

In the proposed model a high percent accuracy is achieved. Among all the 20 features PCA has 

been applied. A matrix or feature vector was returned which contained arrangement of features 

according to their significance. Then first 8 optimal fearutes were chosen without any outliers. 

This model has been compared with various other models too. Thus it can be said that this 

model have a great efficiency with higher accuracy.  
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