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ABSTRACT 
 
This paper deals with some problems of bifurcation theory for general non-linear eigenvalue prob-
lem for 2-dimensional parameter space. An explicit analysis of the bifurcation for 2-dimensional 
parameter space is done and the structure of the non-trivial solution branches of the bifurcation 
equation near origin is given. Since the study of the bifurcation problem is closely related to change 
in the qualitative behaviour of the systems, and to exchange of stability, analysis of the stability of 
the bifurcating solutions is done here. It is proved that the stability of the bifurcating solutions is de-
termined, to the lowest non-vanishing order, by the eigenvalues of the Fréchet derivative of the re-
duced bifurcation equation.   
 
Key words: Non-linear eigenvalue problem, Bifurcating solutions, Linearised operator, Lyapunov-
Schmidt method, Stability. 

 
I. INTRODUCTION The known results are quite complete for a 1-

dimensional parameter space i.e., for real λ, see 
[2,3,4]. In [2], McLeod and Sattinger have shown 
that, at a double eigenvalue, the stability of the 
bifurcating solutions is determined by the eigen-
values of the Fréchet derivative of the bifurcation 
equation. For a 1-dimensional parametric space ∇, 
this result has been extended by Sattinger in [4] to 
multiple eigenvalues i.e., when the dimension of 
the null space of the linearised operator 

( )0,0FDx is n≥1. 

 
In this paper we will establish the structure of the 
bifurcating solutions and discuss the stability of the 
solutions of t e equation h
        ( ) ( ) ( ) 0x,λNxλL:x,λF =+=                (1) 

near the origin, where F is a  mapping, 

 is a linear operator on a Banach space for 
λ∈∇

2m,Cm ≥

( )λL
2 and ( )x,λN  is a non-linear operator with 

( ) ,0,0λN =  , ( ) 00,0ND x =  
 where  is the Fréchet derivative of N 
with respect to x at . We assume that the prin-
ciple of linearised stability holds i.e.,  

(0,0ND x )
)

)

(0,0

We will extend the results given by McLeod and 
Sattinger in [1] to the case of a 2-dimensional pa-
rameter space at a double eigenvalue.  
 

 Some preliminaries are given in Section 2. The 
structure of the bifurcating solutions is given in 
Sections 3. The Fréchet derivative of the reduced 
bifurcation equation is evaluated in Section 4.  In 
Section 5, we have discussed two examples to give 
the precise information about the stability of the 
bifurcating solution using CAS (Mathematica). 

 “a solution x of (1) is stable if all the eigen-
values of the derived operator  have 
negative real parts and x is unstable if some of 
the eigenvalues have positive real parts”. 

( ,xλFD x

 
Thus the stability of a solution of  Eq. (1) is deter-
mined by the eigenvalues of the linearised operator 

( )x,λFD x  We will prove that the stability of the 
bifurcating solutions is determined, to the lowest 
non-vanishing order, by the eigenvalues of the Fré-
chet derivative of the reduced bifurcation equation. 

        
II. PRELIMINARIES 

 
Let X ⊆Y be Banach spaces and X*, Y* be the dual 
spaces of X, Y respectively. Let us suppose that for 
7λ7 and 7x7 sufficiently small, N(λ,x) has the form 
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( ) ( ) ( ),x,λhxx,Bx,λN +=       ( ) ( )( ) 0,v,λxv,λFQI 0 =+−                       (2) 

where ( )0LNv ∈  and ( ) 00 Xv,λx ∈  is the 
unique solution of the equation                                          

where  B(x, z) is a bilinear operator from X×X→Y, 
independent of λ and h(λ, x) is a Cm, m ≥2 mapping 
from ∇2× X to Y with the property that ( )( ) ,0v,λxv,λQF 0 =+  

( ) ( ,xς,,λhςxς,λh 1
2= )  for (λ,v) in a sufficiently small neighbourhood of 

(0,0) with ( ) ( ) .00,0xD0,,0λx 0v0 ==  So by 
Taylor’s theorem we have  

where h1 and  tend to zero as  
Also suppose that, 

x/h1 ∂∂ .0λς, →

( ) ,22110 LλLλLλL ++=  ( ) ( )( ) .0λ,v,λvvOv,λx 0 →+=                                     
where L0 is a Fredholm operator of index zero with 
2-dimensional null-space spanned by ϕ1, ϕ2 and L1, 
L2 are linear operators from X to Y. Since 

 the adjoint operator L  maps from 
Y

,YX:L0 → ∗
0

*

* to X*. Note that since X ⊆ Y we have Y* ⊆ X*. 
Let us suppose that the null space N(L0) and range 
R(L0) of L0 have zero intersection. Then as a con-
sequence of Hann-Banach Theorem, there exists a 
set of linear functionals  such that  *

2
*
1 Yφ,φ ∈

Putting ( )∈=+= 212211 u,uu,φuφuv ∇2, we 
find that Eq. (2) is equivalent to the system of 
equations, 

( ) ( )
( ) ( ) ( ) ,0u,λGuqφ,φLλLλu     

φ,φLλLλu:u,λf

ii
*
i222112

*
i122111i

=+++

++=

for i=1,2, where qi: ∇2 → ∇ is a quadratic function 
given 
 by 

,ιj
*
jι ,φφ ∂=  

,0φψ, *
j = ( ) ,1,2ji,,LRy 0 =∈  

( ) ( ) *
i22112211i φ,φuφu,φuφuBuq ++=  

and Gi: ∇2 × ∇2 → ∇ is defined by 
( ) ( ).λuuou,λG 2

i += . where .,.  is a duality pairing between a Banach 
space and its dual space [5, Theorem 2.7 on page 

129]. Thus we have, ,0*
jφ,ψL0 =  for all 

 Also there exist two closed sub-
spaces X

.1,2jX,ψ =∈

0, Y0 of X, Y respectively such that  

 Hence, we get a map fi : ∇2 × ∇2 → ∇ defined by  
( ) ( ) ( ),u,λGuquMλuMλ:u,λf 2211 +++=  

where, 

,1,2j,
φ,φLφ,φL

φ,φLφ,φL
M *

22j
*
21j

*
12j

*
11j

j == 









 

( )
( ).LRYY

,LNXX

00

00

⊕=
⊕=

 

are 2�2  real matrices, q  is a ho-

mogeneous quadratic mapping from ∇

( ) ( )
( )






=
uq
uq

u
2

1

2  to ∇2  and 
G(λ,u) is an operator  from ∇2 × ∇2  to ∇2  satisfy-
ing ( ) ( ).λuuouλ,G 2 +=  Thus our original 
problem Eq. (1) is reduced to the 2-dimensional 
problem   
( ) ( ) ( ) 0MλuMλu,λf 2211 =+= u,λGuqu ++ (3) 

Then L0 is an isomorphism from X0 to R(L0). Let Q 
be the projection of Y onto R(L0) given by, 

.Yy,φφy,φφy,yQy 2
*
21

*
1 ∈−−=  

Then the projection (I−Q) from Y onto Y0 is given 
by 

( ) .Yy,φφy,φφy,yQI 2
*
21

*
1 ∈+=−  

 
III.  ANALYSIS OF THE BIFURCATION 

EQUATION with f(λ,0) = 0 for all λ in a neighbourhood of 
(0,0)∈∇2 × ∇2.  
Now suppose that the following spanning condition 
holds, 

In this section we will do an explicit analysis of the 
bifurcation equation. We will also give the struc-
ture of the non-trivial solution branches of Eq. (1) 
near the bifurcation point (0,0) ∈∇2 × X. By the 
Lyapunov–Schmidt method, we can reduce the 
infinite-dimensional problem Eq. (1) to a 2-
dimensional equation 

 (C) ∀ϕ∈N(L0) with ||ϕ|| =1, span[M1ϕ,M2ϕ,q(ϕ)]=∇2. 

This condition holds generically in the sense that 
the set of matrices (L1,L2,q) satisfying (C) is open 
and dense in the set of all such collections. 
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We are now interested in finding the non-trivial 
solutions of the equation Eq. (3), using the span-
ning condition (C). Let us denote S1 as the unit cir-
cle in ∇2. Then for each ϕ ∈ S1, let us define, 

( ) ( ){ ∈= tν,φN ∇2 
×∇ ( ) }0φtqφM 2 =+νφMν 211 +

( ) ( ) ⊂= ⊥φNφM

: ,  

 ∇2 × ∇. 
Hence N(ϕ) and M(ϕ) are 1 and 2 dimensional 
subspaces of  ∇2 × ∇  respectively. Define,       
         E  ∇( ){ ∈= φt,ν,N

( ) ( )}φNtν,: ∈

2 × ∇ 

, S1×

({ ∈= rµ,φ,t,ν,E NM

( ) (
)  ∇2 × ∇ × S1 × ∇2 × ∇:        
) ( ) (φMrµ, ∈ )},φNtν, ∈ . 

 
EN and ENM are manifolds. With these notations we 
get the following result: 
 
Theorem 1:  Let the assumption on L0 and condi-
tion (C) hold, then there exist unique Cm-1 map-
pings ∇,  ∇→NE:r →NE:µ 2 such that the 
point 

( ) ( )( ) ( ) ( )( )( )φφt,ν,rt,φt,ν,µν:φt,ν,u,φt,ν,λ ++=  
solves the Eq. (3). In addition, all non-trivial solu-
tions of Eq. (3) are of this form. Also, 

( ) ( ) ( ) ( ) 0.φ0,0,µD0,φ0,0,rD tν,tν, ==  
 

Proof.  Let  u = γφ, γ ∈∇. Then substituting this 
value in Eq. (3) we get (after dividing by γ), 

( ) ( ) ( )γλ,GφγqφMλφMλ:φγ,λ,g 122111 +++= , 

where ( ) ( λγογλ,G1 += ) . Now for each ϕ ∈ 
S1, decompose (λ,γ)∈ ∇2 × ∇ as, 
( ) ( ) ( ) ( ) ( ) ( ).φMrµ,,φNtν,,rtµ,νγλ, ∈∈++=

 
Then consider the mapping g: ENM → ∇2 defined 
by, 

( ) ( )
( ) ( )
( ) ( ) ( ).rtµ,νGφqrt                        

φMµνφMµν                       
φr,tµ,νgrµ,φ,t,ν,g

1

222111

1

++++
++++=

++=
 

Note that, g(0,0,φ,0,0)= 0, and    
( ) ( )( )

( ) ( ) ( ).φMr,µ,φqr                                            

φMµφMµr,µφ,0,00,0,gD 2211rµ,

∈′′′

+′+′=′′
 

 
The operator ∇( ) ( ) ( →φM:φ,0,00,0,gD rµ, ) 2 is an 

isomorphism for each ϕ ∈ S1. Hence by the Im-
plicit Function Theorem and by the compactness of  

S1 there exists a neighbourhood U of E0 ={0}×{0}× 
S1 in EN and unique Cm-1 functions r : U → ∇,  µ : 
U→ ∇2 such that 

( ) ( ) 0φ0,0,µ0,φ0,0,r ==  and 

( ) ( )( ) (0,φt,ν,r,φt,ν,µ, ∀= ) ,Uφt,ν,φt,ν,g ∈
 

i.e.,                  

       (4) 
( )( ) ( )( )

( ) ( )( ) 0φt,ν,rt,φt,ν,µνG       

φqφt,ν,rtφM
1

φt,ν,µν

1

i
2

i
ii

=++

+++∑ +
=

( )

This completes the proof of the first part of Theo-
rem 1. 

Now differentiating Eq. (4) with respect to 
(ν,t) at (0,0,φ) we get, for all (ν′,t′)∈N(φ), 

( ) ( )( ) ( ) ( )( ) ( ) 0qt,νφ0,0,rφMt,νφ0,0,µ
1
D tν,ii

2

i
tν, =ϕ′+′′∑

=
D

( ) 0φqtφMνφMν 2211 =′+′+′

( )

((ν′,t′)∈N(φ),so ).Bu
t(µ,r)∈M(φ)and 
hence ( ) ( ) ( )( ) ( )ϕ∈ϕϕµ νν M,0,0rD,,0,0D t,t, . Also, 
since M(ϕ)=N(ϕ)⊥, the above equation can only 
hold if 

( ) ( )( ) ,0t,,0,0D t, =′ν′ϕµν   ∀  ( ) (ϕ∈′ν′ Nt, )
( ) ( )( ) ,0t,,0,0rD t, =′ν′ϕν      ( ) (ϕ∈′ν′∀ Nt, )

 ⇒      ( ) ( ) ,0,0,0D t, =ϕµν       ( ) ( ) .0,0,0rD t, =ϕν

This completes the proof. 
 
Remark 1 
 
These results show that if ( ) (ϕ∈ν Nt, )  with t ≠ 0 
then there is a curve of non-trivial solutions of the 
form 

( ) ( )( ){ },:,t,u,,t, ε<αϕαανϕαανλ  
and this curve is tangential (at (0,0)) to the ray 

( ){ ∈ανα :t, ∇} of zeros of Q where  
( ) ( .uqu2M2u1M1u,Q +λ+λ=λ )  

In this sense the solution set of the general problem 
is similar to the solution set of .  If t=0, 
we may get N(ϕ) ={0}and (C) does not hold for 
roughly half of the pairs (M

( ) 0u,Q =λ

1,M2) (for details, see 
[1] ). 
 
Remark 2 
 
It can happen that all the solutions found by Theo-
rem 1 are trivial. For example, consider the system 

.0yx

0yx
22 =+

=µ+λ
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Here the only solutions are trivial ones. Let (λ,x) be a solution of Eq. (1), 
i.e., ( ) ( ) 0x,NxL =λ+λ  and the derived operator 
associated with this solution is, 

 
Now by Taylor’s expansion, for each ϕ∈S1, the 
non-trivial solutions of the equation (3) can be 
written as: 

         ( ) ( ) ( ,x,NDLx,A x λ )+λ=λ                      (9) 

 
( ) ( )
( ) ( )( ),tOt,t,u

,tOt,
22

22

ν++ϕ=ϕν

ν++ν=νλ
                    (5) 

where ( )x,ND x λ is a linear operator from X to Y 
given by, 

( ) ( ) ( ) .Xx~,x~x,hDx~,xB2x~x,ND xx ∈λ+=λ  
in a neighbourhood of {0}×{0}× S1 in ∇2× ∇× S1. 
Now for fixed ϕ∈S1, let us take a fixed normalised 
vector ( ) ( )ϕ∈νν Nt̂,ˆ,ˆ 21 with Then the solu-
tions (5) have the form 

.0t̂ ≠

Substituting the solution Eq. (6) into Eq. (9) we get 
the operator A1 : ∇×  defined by                                       ( Y,XLS1 →

( ) (sOφt̂s,sO 2 ++

)

    
( ) )( )

( ) ( ),φs,RφL~sL               

ν̂sAφs,A

0

2
1

++=

=
              (10) 

                    
( ) ( )
( ) ( ),sOt̂s,su

,sOˆss
2

2

+ϕ=ϕ

+ν=λ
                      (6) 

where,  
( ) ( ,,.Bt̂2LˆLˆL )~

2211 ϕ+ν+ν=ϕ  in a neighbourhood of s = 0 ∈ ∇ for each ϕ∈S1 
(i.e., we look at a curve of solutions tangential to a 
ray in ∇2×∇ space). Thus substituting in (3) and 
dividing by s2 and t̂  we obtain the system of equa-
tions of the form 

and R(s, ϕ) is an operator satisfying 
( ) ( )2sO,sR =ϕ  as |s| tends to zero. So we will 

study the eigenvalues of the operator A1(s, ϕ) in a 
neighbourhood of s = 0 ∈ ∇ for all ϕ ∈ S1. Note 
that for s = 0, the operator A1(0, ϕ) is a Fredholm 
operator of index zero with 2-dimensional null 
space. In the following Theorem we will prove that 
the stability of the bifurcating solution can be re-
duced to the study of the eigenvalues of a 2�2 ma-
trix (this theorem is proved by McLeod and Sat-
tinger [2] for real parameter λ. We will prove it for 
two dimensional parameter space i.e, for λ∈ ∇2). 

  ( ) ( ) 0sOqt̂MˆMˆ 2211 =+ϕ+ϕν+ϕν .             (7) 
Letting s→0 we get the reduced bifurcation equa-
tion  

         .                (8) ( ) 0qt̂MˆMˆ 2211 =ϕ+ϕν+ϕν
 
If the Fréchet derivative of this equation with re-
spect to ϕ at a solution ϕ0 is nonsingular, then the 
Implicit Function Theorem implies that there exists 
a unique Cm-1 solution ϕ (s) for |s| sufficiently 
small, with ϕ(0)=ϕ0, of (8). 

 
Theorem 2:  For |s| sufficiently small and for each 
ϕ ∈ S1 the operator Eq. (10) has a uniquely defined 
two-dimensional invariant subspace spanned by the 
vectors of the form 

 
Now by direct calculation, we get that the Fréchet 
derivative of the reduced bifurcation equation (8) 
with respect to ϕ, evaluated at a solution ϕ, is 2�2 
matrix given by, 

      ( ) ( ) ( )2,1isO,s~
ii =+ϕ=ϕϕ                    (11) 

and there exists a 2�2 matrix C(s, ϕ)=(cij(s, ϕ)) 
with  

    ( )( ) .2,1j,i,,,Bt̂2MˆMˆ
ijji2211 =φφφ+ν+ν ∗  

     ( ) ( ) ( 2,1j,i,,L )~,0c *
jiij =ϕϕϕ=ϕ             (12) 

In the next section we will prove that the stability 
of the bifurcating solutions  is determined, to the 
first order in s, by the eigenvalues of the Fréchet 
derivative of  equation (8), i.e., the stability is de-
termined by the reduced bifurcation equation, so 
we do not have to look at the eigenvalues of the 
linearised operator of the original equation (1).  

such that 

                               (13) ( ) ( ) ∑ ϕ=ϕϕϕ
=

2

1j
jiji1

~cs,s~,sA

where ( ).,scc ijij ϕ=  
 
Remark 3   

IV. STABILITY OF THE BIFURCATING 
SOLUTIONS 

Theorem 2 shows that, for sufficiently small |s|, the 
eigenvalues of sC(s, ϕ) are eigenvalues of A1(s, ϕ). 
So, if we suppose that all the eigenvalues of A1(s, 
ϕ) (other than those two of sC(s,ϕ)) have negative 
real parts, for |s| sufficiently small, then by the 
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(since ||R(s, ϕ)|| =  O(s2)).  principle of linearised stability, the solution 
( ) ( )2sOφt̂sφs,x +=  for fixed ϕ∈S1, of Eq. (1) is 

stable, if both eigenvalues of sC(s, ϕ) have nega-
tive real parts. If, for |s| sufficiently small and for 
fixed ϕ∈S1, at least one of the eigenvalues of sC(s, 
ϕ) is  positive, the solution is unstable. 

 
Now consider the map Φ: X0 × X0 × ∇4× ∇× S1 → 
R(L0) × R(L0) × ∇4 defined by, 

( )

( )
( )
( )
( )
( )
( )

.

φs,C,,ψ
φs,C,,ψ
φs,C,,ψ
φs,C,,ψ
φs,C,,ψ
φs,C,,ψ

φs,C,,ψ,ψ

222

221

112

111

22

11

21



























=  
 
Proof.  (of Theorem 2)  We will use the Implicit 
Function Theorem to show that for |s| sufficiently 
small and for all ϕ∈S1, the equation (13) has a so-
lution φ ( ) ( ) 1,2ji,,φs,c,φs,~

iji =

φ

 satisfying (11) and 

(12). We look for basis vectors i
~  in the form 

~
 
Thus we get equivalent system of equations           iii ψφφ +=                                     (14) 
         ( ) 0φs,C,,ψ,ψ 21 =                             (19) 

where .  Substituting (14) in 

(13) we get 

1,2ji,0,φ,ψ *
ji ==  

to the equation (15), of six unknowns ψi, (i = 1,2), 
and C = (cij), depending on s and ϕ. We will apply 
the Implicit Function Theorem to solve the equa-
tion (19). Now at  

( ) ( ) ( )∑ ==ϕ−ϕϕ+ϕϕ+
=

2

1j
jijiii0 2,1i,0~cs~,sR~L~sψL .(15) 

 
s = ψi = 0 and cij = ( ) *

ji φ,φφL~ , i, j = 1, 2 we 

have 

This equation is equivalent to the equations (for i 
=1,2) 

( )( )( ) 0φ,0,φ,φφL~0,0, *
ji = , for all ϕ ∈ S1. ( ) ( ) 0φ~csφ~φs,Rφ~φL~sψLQ

2

1j
jijiii0 =







∑−++
=

  (16) 

 
( ) ( ) ( ) 0φ~csφ~φs,Rφ~φL~sψLQI

2

1j
jijiii0 =







∑−++−
=

 (17)  Also the Fréchet derivative of  Φ  with respect to ψi  
and cij at s = ψi = 0 and cij = ( ) *

ji φ,φφL~  is, 
From (16) we get, for i =1,2, 



























−
−

−
−

1
10

1
1

0L
L

0

0

 

( ) ( ) 0ψ~cs~,sQR~L~sQψL
2

1j
jijiii0 =∑−ϕϕ+ϕϕ+

=
 

where we have used the fact that  
.ψc~Qc~Qc jijjijjij =ϕ=ϕ  

For each i = 1, 2, let us define a map Φi: X0 × ∇4× 
∇× S1 → R(L0) by, 

( ) ( ) ( )

∑

−++=

=

2

1j
jij

iii0ii

ψcs                           

φ~φs,QR  φ~φL~sQψLφs,C,,ψ
 

 
which from X0 × X0 × ∇4 to R(L0) × R(L0) × ∇4  is 
non-singular since L0 : X0  → R(L0)  is bijective. So 
by Implicit Function Theorem there exists a 
neighbourhood of  s = 0 ∈ ∇ for all ϕ∈S1 and 
unique Cm-1 functions ψi(s, ϕ), cij(s, ϕ) such that  

where C denotes the matrix (cij) which we regard as 
an element of  ∇4. Now from (16) we obtain 

( ) ( ) .1,2ji,0,scφ,φ~φs,Rφ,φ~φL~s ij
*
ji

*
ji ==−+

 
ψi(0, ϕ) = 0,   cij(0, ϕ) = ( ) *

ji φ,φφL~ , for each i,j 

= 1, 2, Dividing by s we obtain the equations and   
( ) ( )( )

( ) ,0cφ,φ~φs,Rs                            

φ,ψφφL~:φs,C,,ψ

ij
*
ji

1

*
jiiiij

=−

++=

−
  (18) 

( ) 0φs,φ),C(s,φ),(s,ψφ), (s,ψ 21 = , 
i.e,  

( ) ( )( ) ( ) ( )( )φs,ψφφs,csφs,ψφφs,A jj
2

1j
ijii1 +∑=+

=
, where Φij: X0 × ∇4× ∇× S1 → ∇,  for  i,j = 1,2. Also 

for s = 0, we have  
( ) ( )( ) ij

*
jiiiij cφ,ψφφL~φC,0,,ψ −+= , 
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Solve l 1 u1+ l 2 u2+ u1 u2 == 0,

l 1 u2 - l 2 u1+ u1^2 - u2^2== 0<,8l 1, l 2<D.8u1 - > Cos@fD, u2 - > Sin@fD< 120

)with , c( ) (sOφs,ψ j = ij(0, ϕ) = ( ) *
ji φ,φφL~ . 

Hence the proof of the lemma is complete.         

 
 
 

 
Thus the stability of the bifurcating solutions in the 
infinite dimensional space is reduced, to the first 
order in s, to the study of the eigenvalues of the 
2×2 matrix 
 
( ) ( )( )

( )
( )( ) ,2,1j,i,φ,φφ,Bt̂2Mν̂Mν̂      

φ),φB(φ(t̂2φ,φLν̂φ,φLν̂       

φ,φφL~φ0,C

ij
*
ji2211

ij
*
ji

*
ji22

*
ji11

ij
*
ji

=++=

++=

=

which is the Fréchet derivative of the reduced bi-
furcation equation (10) at a solution ϕ∈S1. 
 
Remark 4 
 
Thus to the first order in s, if both eigenvalues of 
C(0, ϕ), for fixed ϕ∈S1, have positive real parts, 
then the corresponding bifurcating solution of 
equation (1) is stable for small negative s and un-
stable for small positive s. The situation is reversed 
if both eigenvalues have negative real parts, while 
the bifurcating solutions are never stable if the ei-
genvalues of  C(0, ϕ) have real parts of opposite 
signs. If neither of these holds, the stability is said 
to be indeterminate and an analysis of higher order 
terms may be carried out. 

 
V. EXAMPLES 

 
In this section we will consider two examples. We 
will discuss the stability situations of the bifurcat-
ing solution near origin finding the eigenvalues of 
C(0, ϕ), for fixed ϕ∈S1. These examples were stud-
ied by Bari [1], and similar stability situations were 
found there by counting the indices of solutions. 
 
Example 1: Let us consider 
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Then for all  ϕ∈S1 with ||ϕ|| = 1, the spanning con-
dition (C) holds. Now we will use the following 
steps in MATHEMATICA to solve the equation  

( ) 0uquMλuMλ 2211 =++  
and to find the eigenvalues of the 2×2 matrix C(0, 
ϕ). 
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Fig. 1: Parametric Plot of  λ(ϕ) for ϕ∈S1 
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In Fig 1, we get three non-trivial solution curves 
λ(ϕ) in every direction for all ϕ∈S1 in the (λ1,λ2)-
space and the Table 1 shows that, for different val-
ues of ϕ, the real parts of the eigenvalues of C(0, ϕ) 
are of opposite signs. Hence all the solutions are 
unstable. 
 
Example 2 : Consider M1, M2 as before and take 
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Then for all  ϕ∈S1 with ||ϕ|| = 1, the spanning con-
dition (C) holds. Now we will use the following 
steps in MATHEMATICA to solve the equation  

( ) 0uquMλuMλ 2211 =++  

and to f genvalues of the 2×2 matrix C(0, 
ϕ). 
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Fig. 2: Parametric Plot of  λ(ϕ) for ϕ∈S1 
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Table 2 
 

0 - 1.0
1. 0
0 1.

- 11.
p
4

- 1.8
- 0.35 J- 0.35 2.5

1.8 - 0.35N- 20.
p
2

0
- 2. J0 2.

4. 0N - 12.
3 p
4

1.8
- 0.35 J0.35 2.5

1.8 0.35N - 20.
p 1.0 J- 1. 0

0 - 1.N - 11.
5 p
4

1.80.35 J0.35 - 2.5
- 1.8 0.35N- 02.

3 p
2

02. J0 - 2.
- 4. 0N - 21.

7 p
4

- 1.80.35 J- 0.35 - 2.5
- 1.8 - 0.35N- 02.

2 p - 1.0 J1. 0
0 1.N - 11.

J N
ϕ λ(ϕ) C(0,ϕ) Eigen-

values 
    

 
Fig 2 shows that in certain directions in the (λ1,λ2)-
space there exists only one non-trivial solution 
curve λ(ϕ), while in some other directions  we get 
three non-trivial solutions. Table 2 shows that, 
when we get only one non-trivial solution, the real 
parts of the eigenvalues of C(0, ϕ) have opposite 
signs. Hence the solution is unstable for fixed 
ϕ∈S1. But for some values of ϕ∈S1, such as ϕ = 0, 

π, 2π, the real parts of the eigenvalues of C(0, ϕ) 
have same signs. Thus by Remark 4, for ϕ =0, the 
corresponding non-trivial solution is stable for 
small negative s and unstable for small positive s, 
that is the solution changes its stability as it passes 
through the origin. We get the similar stability 
situations for ϕ = 2π. But the stibility situations is  
reversed   for  ϕ = π. 
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