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Abstract 

We aim to use cryptography to solve a game-theoretic problem which is prevalent in 

the area of two party strategic games. The standard game-theoretic solutions concept 

for such games is that of a Nash equilibrium: a pair of “self-enforcing” strategies 

which makes each player’s strategy an optimal response to the other player’s strategy. 

It is known that for many games the expected equilibrium payoffs can be much higher 

when a trusted third party i.e. a “mediator” assists in choosing their moves (correlated 

equilibria), than when each play has to choose its move on its own (Nash Equilibria). 

It is natural to ask whether there exists a mechanism (cryptographic protocol) that 

eliminates the need for the mediator yet allows the players to maintain the high 

payoffs offered by mediator-assisted strategies.  

We answer this question by extending the original game by adding an initial step in 

which the two players communicate, and then proceed to execute the game as usual. 

By incorporating our cryptographic protocol into a game-theoretic setting, we hope to 

highlight some interesting parallels between cryptographic protocols and two-party 

games. An interesting aspect of our work is the synergy achieved between 

cryptographic algorithms and game-theoretic problems: By implementing the 

cryptographic protocol in the game theoretic problem, we gain in the game theory 

front by eliminating the need for the mediator; we also gain on the cryptography front: 

for instance, we eliminate the problem of early stopping.  
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1. Introduction  

Game theory is the study of multi-agent decision problems. While Game Theory was 

initially a mathematical tool used in the field of microeconomics to model strategic 

decision making among rational agents (particularly firms and humans), today it is 

extensively used in a diverse range of fields including computer science, political 

science, psychology and biology. It applies to a wide range of behavioural relations, 

and has developed into an umbrella term for the logical side of decision science, 

including both humans and non-humans (e.g. computers, insects, animals). 

Cryptography is the practice and study of techniques for secure communication in the 

presence of third parties (called adversaries). More generally, it is about 

designing protocols that overcome the influence of adversaries. Cryptographic 

algorithms are designed around computational hardness assumptions, making such 

algorithms hard to break in practice by any adversary. It is theoretically possible to 

break such a system, but it is infeasible to do so by any known practical means.  

 

 

1.1 Motivation 

The research areas of Game Theory and Cryptography are both extensively studied 

fields with many problems and solutions. Yet, the overlap between them is 

surprisingly small. It is seldom the case that tools from one area are borrowed to 

address problems in the other. In this thesis, we demonstrate the benefits which arise 

in such a combined and interdisciplinary setting. Specifically, we show how 

cryptographic tools can be used to address a natural problem in the Game Theory 

world. We make use of the fact that both fields are concerned with the study of 

interactions among mutually distrusting parties. We hope that this work will 

encourage greater synergy between these classical fields. 
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1.2 The inherent inefficiency of the Nash Equilibrium 

The standard game-theoretic solutions concept for n-party strategic games is that of a 

Nash equilibrium: a pair of “self-enforcing” strategies which makes each player’s 

strategy an optimal response to the other player’s strategy [1]. It is known that for 

many games the expected equilibrium payoffs can be much higher when a trusted 

third party i.e. a “mediator” assists in choosing their moves (correlated equilibria) [2], 

than when each player has to choose its move on its own (Nash Equilibria). It is natural 

to ask whether there exists a mechanism (cryptographic protocol) that eliminates the 

need for the mediator yet allows the players to maintain the high payoffs offered by 

mediator-assisted strategies.  

 

1.3 Addressing this inefficiency: Removing the Mediator 

We answer this question by extending the game by adding an initial step in which the 

two players communicate, and then proceed to execute the game as usual. 

As the game was intended for two players, it is natural to ask if correlated equilibria [2] can 

be implemented without the mediator. In the language of cryptography, we ask if we can 

design a two party game to eliminate the third player (the mediator) from the original game 

[5]. It is well known that in the standard cryptographic models, the answer is positive, 

provided that the two players can interact, that they are computationally bounded, and 

assuming some standard hardness assumptions ([7, 8, 14]). We show that this positive answer 

carries over also to the Game Theory model. Specifically, we consider an extended game, in 

which the players first exchange messages, and then they choose their actions and execute 

them simultaneously. The payoffs are still computed as a function of their actions or moves, 

according to the same payoff function as in the original game. Also, we define a computational 

Nash equilibrium as one where the strategies of both players are restricted to probabilistic 

polynomial time [5].  

 

Thus, the mediator can be avoided if the players are computationally bounded and can 

communicate prior to the game. We stress that although this point of view is quite natural 

from a cryptography point of view, the models of Game Theory and Cryptography are 

different, thus applying it in the Game Theory framework requires some care. In particular, 
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two-party cryptographic protocols always assume that at least one player is honest, while the 

other player could be arbitrarily malicious [5]. In the game-theoretic setting, on the other hand, 

both players are selfish and rational: players are expected to deviate from the protocol if the 

deviation results in a higher utility, and we assume players follow their protocol otherwise. 

Also, it is important to realize that in this setting we cannot use cryptography to “enforce” 

honest behavior [5]. The only thing that the players are able to do is to choose their moves and 

execute them at the end of the game. Therefore, even the most elaborate protocol would be 

ineffective if a “cheating agent” can simply ignore the fact that it was “caught cheating” 

during the protocol, and nonetheless choose a move that maximizes its profit. We elaborate 

more on this issue in Section 3. 

 

 

1.4. Literature Review 

Realizing the advantages of removing the mediator, various papers in the Game 

Theory community have been published to try and achieve this goal. Barany [23] 

substitutes the trusted mediator with four, potentially untrusted players. These 

players, two of which were the actual players who needed to play the game in a 

distributive manner and privately computed the moves for the two active players. 

This protocol works in an information-theoretic setting, which explains the need for 

four players [6]. Of course, if one is willing to use a group of players to simulate the 

mediator, then the general multiparty computation tools (e.g. [5, 17]) can also be used, 

even though the solution of [3] is simpler and more efficient. The work of Lehrer and 

Sorin [10] describes protocols that “reduce” the role of the mediator: the mediator in 

this protocol computes some function on values which the players chose. 
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2. Background in Game Theory 

2.1 Two Player Strategic Games 

The game-theoretic problem that we address here belongs to the general area of two 

player strategic games, a widely studied area in the game-theory community [1, 13]. In 

the most basic notion of a two player game, there are two players, each with a set of 

possible moves. The game itself consists of each player choosing a move from its set, 

and then both players execute their moves simultaneously. The rules of the game 

specify a payoff function for each player, which is computed on the two moves. Thus, 

the payoff of each player depends both on its move and the move of the other player.  

 

A strategy for a player is method for choosing its move. The fundamental assumption 

of game theory is that each player is selfish and rational [13], i.e. its sole objective is to 

maximize its expected payoff.  

 

A pair of players’ strategies achieves an equilibrium when these strategies are self-

enforcing, i.e. each player’s strategy is an optimal response to the other player’s strategy. 

In other words, once a player has chosen a move and believes that the other player 

will follow its strategy, its expected payoff will not increase by changing this move. 

This notion of achieving an equilibrium was introduced in the classical work of John 

Nash [1]. In a Nash equilibrium, each player chooses its move independently of the other 

player. (Hence, the induced distribution over the pairs of moves is a product 

distribution.)  

 

2.2 Nash Equilibrium 

Informally, a set of strategies is a Nash equilibrium if no player can do better by 

unilaterally changing his or her strategy [1, 13]. To see what this means, imagine that 

each player is told the strategies of the others. Suppose then that each player asks 

himself or herself: "Knowing the strategies of the other players, and treating the 

strategies of the other players as set in stone, can I benefit by changing my strategy?" 
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If any player would answer "Yes", then that set of strategies is not a Nash equilibrium. 

But if every player prefers not to switch (or is indifferent between switching and not) 

then the set of strategies is a Nash equilibrium. Thus, each strategy in a Nash 

equilibrium is a best response to all other strategies in that equilibrium [13]. 

The Nash equilibrium may sometimes appear non-rational in a third-person 

perspective. This is because it may happen that a Nash equilibrium is not Pareto 

optimal [5]. 

The Nash equilibrium may also have non-rational consequences in sequential games 

because players may "threaten" each other with non-rational moves [5]. For such 

games the subgame perfect Nash equilibrium may be more meaningful as a tool of 

analysis. 

 

Formal definition [13] 

Let  be a game with  players, where  is the strategy set for player 

,  is the set of strategy 

profiles and  is the payoff function for . Let  be a 

strategy profile of player  and  be a strategy profile of all players except for 

player . When each player chooses strategy  resulting in strategy 

profile  then player  obtains payoff . Note that the payoff 

depends on the strategy profile chosen, i.e., on the strategy chosen by player  as 

well as the strategies chosen by all the other players. A strategy profile  is a 

Nash equilibrium if no unilateral deviation in strategy by any single player is 

profitable for that player, that is: 

 

When the inequality above holds strictly (with > instead of ≥) for all players and all 

feasible alternative strategies, then the equilibrium is classified as a strict Nash 

equilibrium. If instead, for some player, there is exact equality between and some 

other strategy in the set , then the equilibrium is classified as a weak Nash equilibrium. 
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A game can have either a pure-strategy or a mixed Nash Equilibrium. (In the latter a 

pure strategy is chosen stochastically with a fixed probability). 

 

2.3 Correlated Equilibrium 

While the Nash Equilibrium is a simple and intuitive means of achieving an 

equilibrium, it is not necessarily the most optimal or efficient in terms of overall utility 

or social welfare. Aumann [2] showed that in many games, the players can achieve 

much higher expected payoffs, while preserving the “self-enforcement” property, if 

their strategies are correlated (so the induced distribution over the pairs of moves is no 

longer a product distribution). To actually implement such a correlated equilibrium, the 

model of the game is modified and a “trusted third party”, called a mediator is 

introduced. This mediator chooses the pair of moves according to the right 

distributions and privately tells each player what its designated move is. Since the 

strategies are correlated, the move of one player typically carries some information on 

the move of the other player. In a Correlated equilibrium, no player has an incentive 

to deviate from its designated move, even knowing this extra information about the 

other player’s move. 

 

Informal definition 

In game theory, a correlated equilibrium is a solution concept that is more general 

than the well-known Nash equilibrium. It was first discussed by 

mathematician Robert Aumann (1974). The idea is that each player chooses his/her 

action according to his/her observation of the value of the same public signal. A 

strategy assigns an action to every possible observation a player can make. If no player 

would want to deviate from the recommended strategy (assuming the others don't 

deviate), the distribution is called a correlated equilibrium. 
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Formal definition [13] 

An -player strategic game  is characterized by an action set  and 

utility function  for each player . When player  chooses strategy  and the 

remaining players choose a strategy profile described by the -tuple , then 

player 's utility is . 

A strategy modification for player  is a function . That is,  tells 

player  to modify his behavior by playing action  when instructed to play . 

Let  be a countable probability space. For each player , let  be his 

information partition,  be 's posterior and let , assigning the same 

value to states in the same cell of 's information partition. Then  is a 

correlated equilibrium of the strategic game  if for every player  and for 

every strategy modification : 

 

In other words,  is a correlated equilibrium if no player can improve his 

or her expected utility via a strategy modification. 

 

 

 

 

 

 

 

 

 

http://en.wikipedia.org/wiki/Countable_set
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2.4 A Worked Example: Game of “Chicken” 

Let us consider a simple 2x2 game, the so called game of “Chicken” shown in the 

payoff matrix below: 

 

 Chicken 

Out (C) 

Dare 

(D) 

Chicken 

Out (C) 

 

4,4 

 

1,5 

 

Dare  

(D) 

 

5,1 

 

0, 0 

 

Here, each player can either “dare” (D) or “chicken out” (C). 

 If both players “Dare”, they collide and receive payoffs (0,0) 

 If player 1 “Dares” & player 2 “Chickens out”, then player 1 receives a payoff 

of 5 and player 2 receives only 1. 

 If player 1 “Chickens Out” & player 2 “Dares”, then player 1 receives a payoff 

of only 1 and player 2 receives 5. 

 If players 1 and 2 both “Chicken Out”. Then each receives a payoff of 4 and this 

is clearly the most socially optimal outcome! 

 

While the wisest pair of actions is (C, C), this is not a Nash Equilibrium, since both 

players are willing to deviate to D. The game is easily seen to have three Nash 

Equilibria: 

i. s1 = (D,C) with payoff [5, 1] 

ii. s2 = (C,D) with payoff [1, 5] 

iii. s3 = (0.5 D + 0.5 C, 0.5 D + 0.5 C) with payoff [2.5, 2.5] 

We see that the first two strategies s1 and s2 are pure strategy Nash Equilibria and 

both are “unfair” as one player gets a significantly smaller payoff relative to the other 

(1 vs 5).  

Figure 2.41: 

Pure Strategy Nash Equilibrium 

(D, C) and (C, D) are the two pure 

strategy Nash equilibria. 

 

Player 1 

Player 2 
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The third strategy s3, which is a mixed strategy Nash equilibrium has small payoffs, 

since the mutually desirable outcome (D, D) occurs with non-zero probability in the 

product distribution.  

 Chicken 

Out (C) 

Dare 

(D) 

Chicken 

Out (C) 

 

1/4 

 

1/4 

 

Dare  

(D) 

 

1/4 

 

1/4 

 

 

On the other hand, the profile sc = (1/3* (C, D) + 1/3* (D, C) + 1/3 *(C, C)) is a correlated 

equilibrium, yielding payoffs (3.33, 3.33) which is better than any convex combination 

of Nash equilibria. 

 

 Chicken 

Out (C) 

Dare 

(D) 

Chicken 

Out (C) 

 

1/3 

 

1/3 

 

Dare  

(D) 

 

1/3 

 

0 

 

To briefly see it, let us consider the “row player”, player 1 (Refer to figure 2.41 and 2.43). 

If it is recommended to play C its expected payoff is (0.5 * 4 + 0.5 * 1) = 2.5 since 

conditioned on a1 = C, player 2 is recommended to play C and D with probability 0.5 

each. If player 1 switched to D, its expected payoff is (0.5 * 5 + 0.5 * 0) = 2.5, making 

player 1 reluctant to switch. 

Figure 2.42: 

Mixed Nash Equilibrium 
Each strategy (pair of actions) has a 

probability of 0.25 of being played. 

Figure 2.43: 

Correlated Equilibrium 

Strategies (C, C), (C, D) and (D, C) 

each has a 1/3 probability of being 

played. (D, D) is never played in sc. 
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Similarly, if player 1 is recommended D, it knows that player 2 plays C (as (D, D) is 

never played in sc), so its payoff is 5. Since this is the maximum payoff of the game, 

player 1 would not benefit by switching to C in this case. Thus, we indeed have a 

Correlated equilibrium, where each player’s payoff is 1/3(1 + 5 + 4) = 3.33. 

We can clearly see how the inefficiency of Nash Equilibrium (both pure and mixed) 

can be overcome by the help of a third party that mediates and recommends actions 

to each player (correlated equilibrium). In the following two sections, we discuss 

how we achieve the same high payoffs offered by the correlated equilibrium after 

replacing the mediator with a cryptographic protocol. 
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3. Addressing the Inefficiency of Nash Equilibrium 

3.1 Eliminating the Mediator 

As mentioned earlier, we can achieve the same high payoffs offered by correlated 

equilibria (mediator assisted strategies) even after eliminating the mediator. We have 

to modify the game setting slightly in order to achieve this goal. In this section we 

show how to remove the mediator using cryptographic means. We assume the 

existence of generic secure two-party protocols and show how to achieve our goal by 

using such protocols in the game-theoretic (rather than its designated cryptographic) 

setting [5]. In other words, the players remain selfish and rational, even when running 

the cryptographic protocol. 

 

Extended Games 

 To remove the mediator, we assume that the players are (1) computationally bounded 

and (2) can communicate prior to playing the original game, which we believe are 

quite natural and minimalistic assumptions. To formally define the computational 

power of the players, we introduce an external security parameter into the game, and 

require that the strategies of both players can be computed in probabilistic polynomial 

time in the security parameter [5]. 

To incorporate communication into the game, we consider an extended game, which is 

composed of three parts:  

i. Initially, the players are given the security parameter and they freely exchange 

messages (i.e., execute any two-party protocol). 

ii. Then each player locally selects its move. 

iii. Finally both players execute their move simultaneously.  

The final payoffs ui of the extended game are just the corresponding payoffs of the 

original game applied to players’ simultaneous moves at the last step. The notions of 

a strategy and a strategy profile are trivially generalized from those of the basic game.  
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Similarly to the idea of a Nash equilibrium, we define a computational Nash equilibrium 

of the extended game, where the strategies of both players are restricted to 

probabilistic polynomial time. Also, since we are talking about a computational 

model, the definition must account for the fact that the players may break the 

underlying cryptographic scheme with negligible probability. e.g., by guessing the 

secret key, thus gaining some advantage in the game. 

Probabilistic Polynomial Time 

In complexity theory, PP is the class of decision problems solvable by a probabilistic 

Turing machine in polynomial time, with an error probability of less than 1/2 for all 

instances. The abbreviation PP refers to probabilistic polynomial time. The complexity 

class was defined by Gill in 1977 [24]. 

If a decision problem is in PP, then there is an algorithm for it that is allowed to flip 

coins and make random decisions. It is guaranteed to run in polynomial time. 

 

Computational Nash Equilibrium 

A computational Nash equilibrium [5] of an extended game G is an independent 

strategy profile (s1*, s2*) such that 

(a) Both s1*, s2* are PPT computable 

(b) For any other PPT computable strategies s1’, s2’ there exists a negligible function µ such 

that on security parameter k, we have: 

u1(s1’, s2*)<=u1(s1*, s2*)+ µ(k)  &  u2(s1*, s2’)<=u2(s1*, s2*)+ µ(k)   

 

The idea of getting rid of the mediator is now very simple. Consider a Correlated 

equilibrium of the original game G. Recall that the job of the mediator is to sample a 

pair of actions (a1, a2) according to the distribution s, and to recommend ai to player i. 

We can view the mediator as a trusted party who securely computes a probabilistic 

(polynomial-time) function s. Thus, to remove it we can have the two players execute 

a cryptographic protocol P that securely computes the function s. The strategy of each 

player would be to follow the protocol, and then play the action a that it got from the 

cryptographic protocol P.  
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Some Caveats 

Yet, several issues have to be addressed in order to make this idea work. First, the 

above description does not completely specify the strategies of the players. A full 

specification of a strategy must also indicate what a player should do if the other 

player deviates from its strategy (in our case, does not follow the protocol. While 

cryptography does not address this question, it is crucial to resolve it in our setting, 

since “the game must go on”: No matter what happens inside protocol P, both players 

eventually have to take simultaneous actions and receive the corresponding payoffs 

(which they wish to maximize). Therefore, we must explain how to implement a 

“punishment for deviation” within the game-theoretic framework. 

 

3.2 Punishment for Deviations 

We employ the standard game-theoretic solution, which is to punish the cheating 

player to his minimax level. This is the smallest payoff that one player can “force” the 

other player to have.  

The minimax level of player 2 is: v2 = mins1 maxs2 u2 (s1, s2). 

The minimax level of player 1 is v1 = mins2 maxs1 u1 (s1, s2). 

 

To complete the description of our proposed equilibrium, we let each player punish 

the other player to its minimax level, if the other player deviates from its 

recommended action. Basically, if player 2 cheats, player 1 will play in the last stage 

of the game the strategy s1 achieving the minimax payoff v2 for player 2and vice versa.  

 

Finally, if no player has cheated in P, the privacy of P implies that we achieved exactly 

the same effects as with the mediator: each player only learns its move, does not learn 

anything about the other player’s move except for what is implied by its move (and 

possibly except for a negligible additional advantage). Since s is a Correlated 

equilibrium, both players will indeed take the action they outputted in P. 
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Why would a player want to carry out a “minimax punishment” strategy? 

One question that may come to mind is why would a player want to carry out a 

“minimax punishment” when it catches the other player cheating. This is because this 

“punishment” may also hurt the “punishing player”. However, the notion of Nash 

equilibrium only requires player’s actions to be optimal provided the other player follows 

its strategy [13]. Thus, it is acceptable to carry out the punishment even if this results 

in a loss for both players. The cheating player should have been rational and should 

not have cheated in the first place.  
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4. Applying the Cryptographic Protocol 

4.1 Background in Cryptography 

In cryptography, plaintext is information a sender wishes to transmit to a receiver. 

Encryption is the process of encoding messages or information in such a way that only 

authorized parties can read it. Decryption is the reverse, in other words, moving from 

the unintelligible ciphertext back to plaintext ciphertext is the result of encryption 

performed on plaintext using an algorithm, called a cipher. 

A key is a piece of information (a parameter) that determines the functional output of 

a cryptographic algorithm or cipher. Without a key, the algorithm would produce no 

useful result.  

                        

 

 

 

Symmetric-key algorithms are a class of algorithms for cryptography that use the 

same cryptographic keys for both encryption of plaintext and decryption of ciphertext. 

The keys may be identical or there may be a simple transformation to go between the 

two keys. The keys, in practice, represent a shared secret between two or more parties 

that can be used to maintain a private information link. This requirement that both 

Figure 4.11: 

Symmetric-Key Cryptography 
A single key is used for both 

encryption and decryption. 

Figure 4.12: 

Public-Key Cryptography 
Different keys are used for both 

encryption and decryption. 
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parties have access to the secret key is one of the main drawbacks of symmetric key 

encryption, in comparison to public-key encryption 

Public-key cryptography, also known as asymmetric cryptography, is a class 

of cryptographic algorithms which requires two separate keys, one of which 

is secret (or private) and one of which is public. Although different, the two parts of this 

key pair are mathematically linked. The public key is used to encrypt plaintext or to 

verify a digital signature; whereas the private key is used to decrypt ciphertext or to 

create a digital signature. The term "asymmetric" stems from the use of different keys 

to perform these opposite functions, each the inverse of the other – as contrasted with 

conventional ("symmetric") cryptography which relies on the same key to perform 

both. The strength lies in the fact that it is "impossible" (computationally infeasible) 

for a properly generated private key to be determined from its corresponding public 

key. Thus the public key may be published without compromising security, whereas 

the private key must not be revealed to anyone not authorized to read messages or 

perform digital signatures. Public key algorithms, unlike symmetric key algorithms, 

do not require a secure initial exchange of one (or more) secret keys between the 

parties. 

 

A public key encryption scheme is blindable [5] if anyone can “randomly translate” 

the encryption of m into an encryption of m + m’, without knowledge of m or the secret 

key, and there is an efficient way of “combining” several blindings into one operation. 

 

A zero-knowledge proof or zero-knowledge protocol is a method by which one party 

(the prover) can prove to another party (the verifier) that a given statement is true, 

without conveying any information apart from the fact that the statement is indeed 

true. 
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4.2 The Cryptographic Protocol incorporated in the extended game 

Now that we have eliminated the mediator, we modify the existing game so that the 

players can run the cryptographic protocol. The cryptographic protocol is based on 

the work done on the Correlated Element Selection Problem [5]. 

 

 

 

 

 

 

 

 

 

 

Figure 4: 

Cryptographic Protocol 
The algorithm is based on work 

done on the Correlated Element 

Selection Problem. 
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4.3 How does the Protocol Work? 

Step 0: Initially, the Preparer chooses the keys for the blindable encryption scheme, 

sends the public key to the Chooser and proves in zero-knowledge that the encryption 

is committing and has the blinding property. As we said above, this proof must be 

tailored to the particular encryption scheme that is used. Also, this step can be carried 

out only once, and the resulting keys can be used for many instances of the protocol. 

 

Step 1: The Preparer encrypts the known list {(ai, bi)} from i = 1 to n in some “canonical” 

manner, blinds with zero the list of ciphertexts, and permutes it with a random 

permutation π. It sends the resulting lists {(ci, di)} from i = 1 to n to the Chooser, and 

uses the protocol to prove in zero-knowledge that it knows the permutation that was 

used [5]. 

 

Step 2: The Chooser blinds with zeros the list of ci’s, and re-permutes it with a random 

permutation p. It sends the resulting list {ei} from i = 1 to n the Prover, and again uses 

the protocol to prove that it knows the permutation that was used. Here we can 

optimize the proof somewhat, since we later only use ei and also because the proof 

only needs to be witness hiding. 

 

Step 3: The Preparer decrypts the first ciphertext e1 e1, and outputs the corresponding 

plaintext a. It also sends to the Chooser the list of the bi’s permuted according to π 

together with the randomness that was used to blind their “canonical encryption” to 

get the di’s in Step 1. 

 

Step 4: The Chooser C sets l = p-1(1) and lets b’s denote the l’th element and 

randomness, respectively, in the last list that it got from the Preparer. He checks that 

blinding with zero (and randomness s) of the “canonical encryption” of b indeed 

yields the ciphertext dl. If this is correct, C outputs b [5]. 
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5. Concluding Remarks 

Research at the interface between Game Theory and Cryptography is at its infancy 

and the research area of algorithmic game theory is only about fifteen years old. 

However, an interesting aspect of our work is the synergy achieved between 

cryptographic algorithms and game-theoretic problems: By implementing the 

cryptographic protocol in the game theoretic problem, we gain in the game-theoretic 

front by eliminating the need for the mediator; we also gain on the cryptography front: 

for instance, we eliminate the problem of early stopping [5]. 
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