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Abstract
In this fast-paced world, everyone relies on technology to get their work done quickly
and efficiently, since using technology greatly simplifies every task that needs to be
done. The majority of the publications are lengthy and packed with crucial data.
However, in many instances, extra words are also added to boost the word count,
which causes a number of difficulties when trying to get the desired information.
For the English language, numerous tools are available to summarize the text and
present it in tabular form. However, it is not the same for our mother tongue,
Bangla. Despite being the 5th most-spoken native language in the world, there is
no tool available to ease the workload in Bengali language. Our research will assist
in such circumstances by summarizing the given information in tabular form within
the shortest possible time. Since there is no dataset available that will be suitable
for our research, we have prepared the dataset ourselves. Then, we have used the
mBART-50-large, mT5-base, mT5-m2m-CrossSum and BanglaT5 models for the
implementation. Finding the appropriate table headers in light of the context and
order of the data is the most important task in this study. To sum up, our main
goal is to develop a benchmark dataset for a text-to-table model for the betterment
of the NLP research community.

Keywords: Bangla NLP; Text2Text; Summarizer; mBART; Transformer; Infor-
mation Extraction; T5; mT5
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Chapter 1

1.1 Introduction
Ever since mankind has become acquainted with the art of storing information in the
form of writing, the possibilities of forgetting crucial knowledge have been reduced.
Gradually, with the development of civilization and the discovery of technology, in-
stead of storing data by writing on paper, we started typing it into electronic devices.
This method is both eco-friendly and much more convenient than writing on paper.
Since there is no restriction on storage, most of the stored data becomes lengthy,
with excess words being added to enhance the quality of the writing. However,
when it is required to extract accurate information from the bulk of text data, it is
a troublesome task to go through each word. whereas a preferable way to present
the data is in a table, where it is arranged systematically in particular rows and
columns. So, it is easier to find the necessary information in the tabular format of
the text data.

We draw inspiration for our research from the widely researched “Table to Text”
conversion [1] [2], whose main task is to give a description as output of the input
table. However, the inverse of this problem, “Text to Table”, which is a new problem
setting of Information Extraction (IE), is not been much researched yet. [3] Tradi-
tionally, IE tasks include named entity recognition and relation extraction, among
others. [4][5] However, “Text to Table” is unique compared to the traditional IE
approaches.

Even though it is possible to find different tools for the English language with the
advancement of technology, there is hardly any tool that can convert the long Bangla
texts into precise tabular information. Despite being a widely spoken language in
the world, there are hardly any resources to help with the research. As a result, the
researchers and people working with Bangla need to go the extra mile to find out
the needed information.

2



Moreover, most of the paragraphs are stuffed with strong Bengali vocabulary and
proverbs that are difficult for the majority of the native people to figure out their
core meaning. This makes the information extraction process more difficult. So with
the help of our research methods, apart from the commonly used English texts, it
will take into account Bangla information and provide the labelled data in order
to identify the required data. This will make the work of Bengali researchers a lot
easier and more feasible, and so provide the world with a more precise collection of
data.

While “Table to Text” is required when the information provided in a table is needed
to be described in natural language, the data extracted by “Text to Table” is needed
for document summarization and text mining. Since the topic is still new and not
much researched, our main focus is to broaden the horizons on this and formulate
a model that will be able to analyse text documentation and produce the same
information in a tabular format. For the information extraction of Bengali language,
it is very difficult to look for required datasets to clarify the results. As a result,
preparing datasets from scratch had been needed and so we can verify our results.
The goal is to make Bangla information extraction as easier as the English language.
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1.2 Problem Statement
The amount of digitized data is increasing rapidly with each passing day. If we
searched for a particular piece of information, we would see several results found in
documents. However, extracting desirable information from such documents is very
time-consuming and requires too much effort. It is very challenging to go through
enormous documents and extract information while maintaining both accuracy and
robustness. This is where tabulation comes in handy.

There has been remarkable research for such tasks in other languages but not in
Bangla because it is yet considered as a low-resource language. Therefore, we
thought of proposing a system for our mother language. The system will be ex-
tremely helpful for reading any documents or texts as it will be extracting every
crucial piece of information from the documents or texts and sorting them in a table
format, grabbing and fetching key information from any document will be much
easier. In addition to saving time and effort, arranging the data in tables also makes
the data easily understandable. This process will make the unprocessed documents
or text data more classified as well. Eventually, the reader should be able to re-
trieve an entire document’s gist and crucial information within a very short time
and through an easy process.

Due to the unavailability of the appropriate dataset for our research, we had to
develop a benchmarking dataset by ourselves. This dataset will not only be helpful
for our research but also contribute greatly in the NLP research community of Bangla
language in the future.

Our intent is to reduce the hassle of creating the table and inserting data manually
through the implementation of various models and techniques. We want to find
a suitable method to analyse complex data with ease and process it to assemble
the ideal table. The proposed final system would be able to extract the significant
information from any text or document and arrange it in a table format. We will
build an efficient method using a summarizer [6], named entity recognition [7] and
transformer [8]. In order to test our model and compare its accuracy, we will use
the available datasets so that we can compare our results with the existing methods
and maintain a higher accuracy level than others.
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1.3 Research Objectives
The main goal is to develop a dataset which will be suitable for tasks related to Text
to Table generation in Bangla language. In addition to that, our proposed model
would be able to accomplish a few objectives. These are mentioned as follows:

1. There is scarcity of Bangla dataset. So we will prepare a benchmarking dataset
which will be useful for future NLP task in Bangla language.

2. It will be able to analyze the whole input text and produce the information in
a table.

3. The generated table will be free of redundant information and contain only
the necessary items.

4. The main motivation to find the best model for text to table conversion much
more efficiently.

With these proposed objectives, it would be possible to implement the model, mak-
ing it a useful tool for people who work with thousands and thousands of words of
Bangla every day. Not only will the valuable time of people be saved, but also the
higher efficiency of texts will play a significant role in different workings.
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Chapter 2

Literature Review

2.1 Background Study
The only study done on this exact topic was conducted by [9]. They developed a
new method employing the vanilla sequence-to-sequence model fine tuned from pre-
trained language model BART along with the techniques of table constraint and
table relation embeddings. The results showed that their customised method shows
significant improvement in accuracy of information extraction and is able to boost
the performance of the vanilla sequence-to-sequence model. They used four existing
datasets which are traditionally utilised for “Table to Text”. In the first dataset, their
method turned out to be the best performer with the vanilla sequence-to-sequence
being a close second in terms of most of the measures. Especially in case of the F1
score of the non-header cells the model scored 90.8 for the teams and 88.97 for the
players without any error rate. However, in the remaining three datasets, the results
of the customised method and vanilla sequence-to-sequence were comparable.

Furthermore, they conducted an additional study on their method. They accom-
plished it by excluding the pre-trained language model (BART), table constraint
(TC) and table relation embedding (TRE) from their newly created method. The
resultant method turned out to be similar to the vanilla sequence-to-sequence model.
Thus, the results of the last three datasets turned out to be the same for the vanilla
seq2seq method and their customised method. So it was concluded that the usage
of TC and TRE plays an important role in elevating the effectiveness of tables in
crucial tasks, such as – in case of tables which are huge and contain innumerable
rows and columns just like the first dataset that was used.

While substantial research has been done on the concept of “Table to Text”, there
has not been an extensive study on “Text to Table” till now. There has been
only one considerable study on our desired topic. Due to the insufficiency of prior
research, we have split our topic of interest into three parts and evaluated them
independently. The three distinct sectors of our interest are summarization, named
entity recognition, and sequence-to-sequence transformer.
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2.2 Transformer
In [10], the authors used TRANSEQ with the combined efficiency of a transformer
and a sequence-to-sequence model. They used an encode-decode paradigm where
they implemented two layers of encoders (Transformer Encoder & GRU-RNN En-
coder). For the pretraining module of the input sentence, the Transformer Encoder
with 6 stacked identical layers, helps to reach an adequately structured representa-
tion to achieve the desired output.

[11] proposed a model which employs an architecture that is predicated on a Stan-
dard Transformer, and it is made up of an auto-regressive decoder and a multi-
layer bidirectional encoder. The Standard Transformer serves as the foundation for
the architecture. Enhanced sequence-to-sequence Autoencoder using a Contrastive
Learning framework is used by them in order to increase the sequence-to-sequence
model’s potential for denoising and to extend the model’s flexibility by means of
fine-tuning. During the fine-tuning phase, ESACL will optimize the model. This
will result in a significant reduction in the total amount of time spent training and
will make better use of the computational resources that are available.

From [12], we can see that the authors implemented a sequence-to-sequence model
that consists of a left-to-right autoregressive decoder and a bidirectional encoder
over distorted text. Denoising autoencoders, BART uses the sequence-to-sequence
Transformer as the base architecture. The encoders and decoders for the small
model each have six layers, but in this case, the encoders and decoders for the large
model each have twelve layers. Backpropagating the cross-entropy loss that occurs
at the output of the BART model is the method that is used to train the source
encoder in two separate phases.

[13] proposed a new Seq2Seq model with a formation based on the encoder-decoder
architecture of the Transformer model. They introduced N-gram Prediction, a mul-
tilayer Transformer encoder, and for better self-attention prediction, they included
the N-stream self-attention mechanism. Rather than the one step ahead optimiza-
tion of the conventional Seq2Seq models, the ProphetNet is optimized by N-step
ahead prediction, which helps to predict the upcoming tokens continuously depend-
ing on the context tokens that were received before at different times.
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2.3 Reverse Problem
According to [14], text production from non-linguistic input can be done with the
help of data-to-text generation. The use of extensive datasets and neural network
models that are trained end-to-end without explicitly modelling what to say and in
what order has been made feasible by recent developments in data-to-text genera-
tion. This paper portrays a neural network architecture that combines planning and
content selection without jeopardising end-to-end training. The generation task is
split into two sections. Here, a content plan is created outlining what information
should be provided and in what sequence given an archive of data records (combined
with descriptive papers), and then we build the document taking the content plan
into account. On the recently released RotoWIRE dataset, studies demonstrating
automatic and human-based evaluation reveal that this model1 outperforms strong
baselines, advancing the forefront of the field.

[15] talked about neural pipelines. The goal was to use neural pipelines for data-to-
text generation that can help provide a natural language description of structured
data. Data-to-text (D2T) generation is affected by overloading in the data encod-
ing and recurring training data noise as a result of training on in-domain data. In
the paper, it looked at methods to make pretrained language models (PLMs) less
reliant on D2T generation datasets while still utilising their surface realisation abil-
ities. Therefore, creating text by modifying single-item descriptions using a series
of modules trained on three text-based operations from the general domain: order-
ing, aggregation, and paragraph compression, was suggested. On a synthetic corpus
called WikiFluent that was constructed from the English Wikipedia, we train PLMs
to do these tasks. The evaluations conducted on the WebNLG and E2E datasets,
two of the most important triple-to-text datasets, demonstrate that the method
enables D2T generation from RDF triples in zero-shot scenarios.

[16] portrayed the dual tasks of data-to-text and text-to-data. Transforming struc-
tured data, like graphs or tables, into conversational text and the reverse are known
as data-to-text (D2T) and text-to-data (T2D) activities. Typically, the aforemen-
tioned tasks are completed independently and with the use of data taken from one
repository. The present systems make use of computational models of language that
have already been trained and are optimised for D2T or T2D tasks. This strategy
has two key drawbacks: first, learning is constrained by the lack of available data;
second, every task and origin requires a different system that must be customised.
In this research, a more general situation where data are available from multiple
separate sources is considered. Each source provides an independent archive of text
and structured data, each with a distinct data format and semantic domain. A
variational auto-encoder model with separated style and content parameters that
enables us to capture the variety resulting from various text and data sources is
developed. The obligations of D2T and T2D are handled simultaneously by this
model. The model is tested on multiple datasets and illustrates that, by learning
from many sources, it can sometimes exceed its supervised single-source equivalent
in terms of performance.
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2.4 Bangla NLP
For the Bangla information extraction, different researchers had different ideas. Ac-
cording to [17], a Text-to-Text Transfer Transformer (T5) Language Model with the
small variant of BanglaT5 is used to detect grammatical faults in Bangla. The model
is fine-tuned using a dataset of 9385 sentences, where errors were bracketed by a
dedicated demarcation sign. The T5 model required significant post-processing to be
tailored to the error detection task because it was primarily intended for translation
and not for this particular use. According to our tests, the T5 model can iden-
tify grammatical faults in Bangla with a low Levenshtein Distance; nevertheless,
post-processing is necessary for best results. After post-processing the output of the
refined model, the final average Levenshtein Distance on a test set of 5000 sentences
was 1.0394. This paper highlights the difficulties in modifying a translation model
for grammar and provides a thorough examination of the mistakes identified by the
model. We show that T5 models can identify grammatical problems in a variety of
languages by expanding our method to different languages.

There is another Bangla paper that has the implementation of NER. [18] portrayed
the Bengali complex. According to them, one of the core tasks in natural language
processing is named entity recognition (NER), which is the act of identifying and
organising named things in text. Despite being the seventh most spoken language
in the world, not much work has been done on complicated named entity iden-
tification in Bangla. Since CNER requires the identification and classification of
complex and compound entities—which are uncommon in Bangla language—it is a
more difficult task than regular NER. The Bangla Complex Named Entity Recog-
nition Challenge winning solution is presented in this work. It addresses the CNER
task on the BanglaCoNER dataset by employing two distinct methods: fine-tuning
transformer-based Deep Learning models, like BanglaBERT, and using Conditional
Random Fields (CRF). The dataset included 800 sentences in the.conll format for
validation and 15300 sentences for training. The dataset’s seven distinct NER tags
and the noticeable frequency of English words in them, as shown by exploratory
data analysis (EDA) on the dataset, indicate that it is most likely synthetic and the
result of translation. In addition to optimising the BanglaBERT (big) model for
NER, we experimented with a range of feature combinations, including as Part of
Speech (POS) tags, word suffixes, Gazetteers, and cluster information from embed-
dings. We discovered that not all linguistic patterns are instantly clear to humans
or even intuitive. For this reason, deep learning-based models have shown to be
more successful in natural language processing (NLP), including the CNER exam-
ination. On the validation set, fine-tuned BanglaBERT (big) model obtains an F1
Score of 0.79. All things considered, our research underscores the significance of
Bangla Complex Named Entity Recognition, especially when dealing with artificial
datasets. Additionally, our results show how efficient Deep Learning models like
BanglaBERT are for NER in Bangla.
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Chapter 3

Dataset

3.1 Main Dataset
For our preliminary study, we have used a dataset of biographies extracted from
Wikipedia. From that, we have randomly sampled some of them to carry forward
our work. Then, we have converted the English biographies into Bangla in two
ways, translation and transliteration. These two are distinct ways of conveying the
meaning of words of one language to another.
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3.2 Work Flow

Figure 3.1: Processing the Dataset
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3.2.1 Translation
This means to convert the meaning of a word from one language to another. In this
process, the words are changed but the context remains the same.

Figure 3.2: Translation

3.2.2 Transliteration
This means to transfer each word of one language to another without changing the
meaning of it. This method of mapping also helps people to pronounce words which
are originally written in foreign languages.

Figure 3.3: Transliteration
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3.3 Annotation Guidelines
1. In the cases, where translation can provide the expected output we just literally

translated the data.

Figure 3.4: Guideline 1

2. In the cases, where translation does not provide any proper output we chose
to transliterate the data.

Figure 3.5: Guideline 2

3. To make the data more accurate we had to change some words and rearrange
in order to make the meaning of the sentence according to the original text.

Figure 3.6: Guideline 3
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4. To align with the exact meaning of the English translation, we had to restruc-
ture some of the sentences to make it more proper and meaningful.

Figure 3.7: Guideline 4

3.4 Cleaning of the Dataset
1. We found a lot of irrelevant signs and symbols while translating the data.

For example: “&”, “\n” etc.

These signs and symbols had to be removed for the dataset to be more precise.

Figure 3.8: Cleaning Process 1

2. There were some foreign words which were found in the dataset which were
not relevant and we had to remove those to avoid any difficulty.

Figure 3.9: Cleaning Process 2
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3. In the table header files we found dtype in almost every header file. We had
to remove them.

Figure 3.10: Cleaning Process 3

4. There were some some URLs found in the dataset, we had to remove them for
data relevance.

Figure 3.11: Cleaning Process 4
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3.5 Tokenization
These are the token counts we found before and after implementing the models:

Figure 3.12: Number of Tokens
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3.6 Limitations
Implementing the dataset into these two models proved to be a difficult task for us.
The initial dataset being the WikiBio dataset in English language could perform
pretty well in these models. But after the custom dataset which is the translation of
the WikiBio dataset was made, this did not perform very well compared to that of
the English dataset of WikiBio. The translated data being not having high accuracy
created a lot of issues with the implementation of the dataset. The implementation
of the Bangla dataset had less accuracy in terms of results also for a lot of factors.
The factors being the Translation and Transliteration difference. So, the translation
being the literal translated language of the other language and the transliteration
being kind of the phonetic translation of the other language.
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Chapter 4

Description of Models

4.1 Transformer

4.1.1 Definition
A transformer model is a deep learning architecture outlined for sequence-to-sequence
chores, such as natural language processing and machine translation. It makes use of
self-attention processes to examine input data simultaneously, effectively capturing
long-range relationships. Transformers allow concurrent computation across input
sequences, which improves scalability and training speed in contrast to standard
sequential models.

The key components of the model are feedforward layers and multi-head self-attention,
which enable the retention of intricate patterns. Transformers are an essential break-
through in the deep learning space because they are now standards in many applica-
tions and exhibit cutting-edge performance in tasks requiring contextual knowledge.

4.1.2 Working Principle
The transformer model’s ability to efficiently gather contextual links within input
sequences is contingent on its self-attention mechanism. To represent the sequence
order, relative encodings are added after the input sequence has been embedded into
vectors. The multi-head self-attention mechanism, which determines the attention
scores of each element in the sequence in relation to all others, is the central com-
ponent of the model. The model can assess contributions from different positions
owing to these scores, which establish the relative value of various sequence seg-
ments for each element. This is followed by feedforward neural network processing
and accumulating the attention-weighted values.
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Figure 4.1: Transformer Model

The model is able to learn a variety of interactions in parallel by repeating this
procedure across several attention heads. Training stability is boosted by residual
connections and layer normalisation. The transformer thrives at natural language
processing and other sequence-based tasks because of its architecture, which makes
parallelization a breeze and allows for faster training. It also encodes long-range
dependencies in sequential data effectively.

Both encoder and decoder modules usually have multiple layers. Depending on the
specific specifications of a job or dataset, the number of encoder and decoder layers
can be modified. To help the model properly capture complicated and hierarchical
patterns, it is typical to have plenty of stacked layers. A hyperparameter that can
be altered throughout the model-building and training stages is the precise number
of layers a Transformer model uses. Depending on the application and available
computational resources, different numbers of layers may be utilised.
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In a Transformer model, positional encoding serves as a guide for the model about
the relative placements of tokens inside a particular sequence. Positional encoding
is introduced to inject positional information because the Transformer architecture
fails to comprehend the order of tokens in a sequence by definition.

Typically, partial encoding is carried out on the tokens’ input embeddings. It gives
every token a distinctive positional signature according to where it is in the or-
dered sequence. This allows the model to take into account the logical progression
of the input data by allowing it to differentiate between tokens at various places.
For endeavours requiring sequential information, like language translation and text
production in natural language interpreting, positional encoding is necessary.

4.1.3 Implementation
Encoder and decoder components must be constructed in order to implement a
transformer model. Sequences entered are processed by the encoder, and sequences
exited are generated by the decoder. Each layer of the encoder and decoder is com-
prised of a feedforward neural network and a multi-head self-attention mechanism.
Sequence order is integrated into the model via positional encodings. Using reverse
propagation to update its parameters, the model minimises a suitable loss func-
tion during training. During training, attention masks can be used to stop paying
attention to upcoming tokens.

Transformers are frequently tuned for particular tasks and pre-trained on huge
datasets. Pre-built transformer layers are provided by well-known deep learning
frameworks like TensorFlow and PyTorch, which makes configuration easier. Tools
for attention visualisation make the model’s concentration easier to comprehend. Ef-
fective implementation ensures optimal performance on workloads such as machine
translation, picture captioning, and natural language comprehension, involving the
proper selection of optimizers, regularisation, and hyperparameter tuning.
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4.2 T5

4.2.1 Definition
The T5 or Text-To-Text Transfer Transformer model is a new addition to the wide
range of transfer learning techniques in NLP. As mentioned in the name, this has a
Transformer based architecture and a text to text framework, which means it takes
a text as input and produces another text as the output. This model was developed
by Google’s AI Team.

Figure 4.2: Structure of T5 Model

4.2.2 Working Principle
A number of NLP tasks such as text summarization, sentiment analysis, language
translation, text classification, question answering, text generation, etc. can be
accomplished using the T5 model. To differentiate between the tasks, a prefix is
used before the input to indicate which task the model is going to be used for. [19]

Figure 4.3: Working of T5 Model
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Apart from being applicable to multiple tasks, T5 is also available in different sizes,
such as - t5 small, t5 base, t5 large, etc. In our research, we have used the small
version of the model for text summarization only. T5 Small has almost 60 million
parameters, and for summarization, we will use the prefix “summarize” before the
input.

4.2.3 Implementation
At first, the dataset is prepared by making sure all the input text has “summarize” as
their prefix. This prefix will help the model locate which text to work on. Then the
pre-trained T5 small model is used. After the completion of the task, it is evaluated
on the basis of ROUGE score which checks the overlap between the produced text
and the given input text.
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4.3 mT5-base

4.3.1 Definition
The T5 model works on a wide variety of NLP tasks in English language. However,
a significant portion of the world population does not speak English. Thus, such
language models limit the usage of other languages in NLP tasks. So, [20] intro-
duces a multilingual variant of the T5 model which has been named mT5. This
abbreviation stands for Multilingual Text-To-Text Transfer Transformer.

4.3.2 Working Principle
This version of T5 was pre-trained on a new Common Crawl-based dataset which
covers 101 languages including Bengali. This multilingual variant has been trained
following a similar recipe as the original T5 language model.

mT5 is pre-trained on the mC4 corpus. Like the multilingual version of the T5
model, a multilingual variant of the C4 dataset was developed specifically and it is
called mC4. This contains natural text in 101 languages and it has been drawn from
the public Common Crawl web scrape. This variant model requires to be fine-tuned
first before using it on any task unlike the original T5 model. The reason for this is
that mT5 was pre-trained only unsupervised. Yet, mT5 is able to achieve state-of-
the-art performance on many cross-lingual NLP tasks such as– classification, named
entity recognition, question-answering, etc.

4.3.3 Implementation
Due to the lack of supervised training while pre-training on mC4, a prefix needs to
be used while multi-task fine-tuning. The available prefixes are base, small, large,
xl, xxl. mT5 has parameters from 300 million to 13 billion but for our work, we are
using the “base” prefix which has 580 million parameters. But such task prefix is
not needed during single-task fine-tuning. Lastly, the results found from mT5 are
almost similar to those found from T5. So, now NLP tasks can also be accomplished
in non-English languages as well.
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4.4 BERT

4.4.1 Definition
BERT, or bidirectional encoder representations from transformers is a new natural
language processing model that has changed the landscape of language. This model
was developed by Google. This model is a pre-trained neural network architecture
that is very efficient at capturing the contextual relationships among the words in a
sentence. This implies that this model was pre-trained on the raw text only, where
human interaction was absent while labeling the data.

NER, or named entity recognition, is a natural language processing technique with
the help of which we can extract information from text. Here, we used bert-base-
uncased to extract the named entities from the text of the datasets. Here, uncased
implies that it will not find the difference between “Python” and “python”. BERT
is a transformer model that is pre-trained on a large amount of English text data
in a self-supervised fashion. BERT has two variations, namely, base and large, for
both cased and uncased input text. Uncased models get rid of accent markers. This
model has almost 110 million English parameters.

Figure 4.4: Structure of BERT Models

4.4.2 Working Principle
The BERT model relies on the Transformer architecture. Transformer is a neural
network architecture where there are mechanisms, They are encoder and decoder,
respectively. Here, BERT is a language model, and that is why it uses the encoder
mechanism. [21] Here, the directional model reads the text in a directional way,
which is left-to-right or right-to-left.
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On the other hand, the transformer encoder reads the whole text input or whole
sequence at once. This is why it is considered a bidirectional model. These traits
of the transformer allow it to learn the whole context of the sentence or words
based on the whole thing. In this model, the input will have a sequence of tokens.
This sequence of tokens is embedded into vectors and then processed in the neural
network. The output of this model will have a vector of size H, where each vector
will represent an input token having the same index.

4.4.3 Implementation
Named Entity Recognition(NER), the application receives a sequence of text, and
then it will identify the named entities or types of entities that are present in the
text (person, date, organization). By using BERT, we can train an efficient NER
model that will predict the NER label by training the output vector of each token
on a classification layer.
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4.5 mBART-50-large

4.5.1 Definition
The pre-trained model mbart-large-50 is primarily intended to be adapted for trans-
lation workloads. Further multilingual sequence-to-sequence tasks can be used to
optimise it. By extending the encapsulation layers of the original mbart-large-cc25
checkpoint with randomly initiated vectors for an additional set of 25 language to-
kens and pretrained on 50 languages, MBart-50 is developed.

Figure 4.5: Structure of mBART50

4.5.2 Working Principle
Since the model is a transformer architecture variant of mBART, it most likely op-
erates on the same foundations. It is probably pre-trained with an noise elimination
autoencoder objective, which enables it to function well on a range of NLP tasks,
such as summarization and translation.

4.5.3 Implementation
After installing the transformers library, the input texts need to be tokenized. Then
the output is generated from the pre-trained model. The tokenizer’s decode function
is then taken to decode the output into human-readable text. Lastly, it is fine tuned
for specific tasks.
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4.6 Bangla T5 Transformer
BanglaT5[22] is a sequence-to-sequence transformer model. For more accurate anal-
ysis of data and insightful output, the pre-trained language model has been updated.
First, we installed the transformer library in preparation for the implementation pro-
cedure. Next, the Transformers library’s T5 model is implemented. Our data frame
was split into three sets: training, cross-validation, and testing. The three sets had
78, 9, and 4 samples, respectively. With cross-validation, hyperparameter tuning
and model evaluation are done after the model has been fine-tuned using the train-
ing data set. BanglaT5 is a text-to-text transformer that uses raw text as input.
The AutoTokenizer package of Transformers automatically tokenizes the content.
T5 can only receive 512 tokens at a time because of the token input limitation. A
list of the fine-tuning hyperparameters is provided. Additionally, it contains a list of
the fine tuning outcomes. To fine-tune BanglaT5, 50 epochs were executed in total.
The table includes the last five sets of epoch results alongside the first ten sets.
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4.7 mT5 m2m CrossSum
Cross-lingual summarizing is the process of employing a source text written in one
language to create a summary in another. 1.68 million article-summary samples in
more than 1,500 language pairs compose its dataset. Using a multilingual abstrac-
tive summary dataset, CrossSum[23] is constructed by cross-lingually extracting
parallel articles authored in multiple languages and validating its quality through
a controlled human evaluation. We suggest a multi-phase data sampling technique
that can effectively train a cross-lingual summarization model that can summarize a
piece of content in any language that the target audience communicates. LaSE, an
embedding-based metric for automatically assessing summaries generated by mod-
els, is also introduced. LaSE and ROUGE have a strong correlation, but LaSE can
be measured with accuracy even when there are no citations in the target language,
unlike ROUGE. The model we propose consistently performs better than initial
models on ROUGE and LaSE. As far as we are aware, CrossSum is the biggest
cross-lingual summarizing dataset available, in addition to the first one that isn’t
English-centric. To stimulate more study on cross-lingual summarization, we are
making the dataset, models, and scripts for training and evaluation accessible.
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Chapter 5

Analysis of Result

5.1 Current Result
For our translated dataset we chose two models to test and run. The models are the
mBART-large-50 and the mT5-base. Below is a comparative table of the results of
the models.

Model Precision Recall F1
mBART_large_50 0.56 0.57 0.53
mt5_m2m_crossSum 0.48 0.49 0.47
bangla_t5 0.43 0.42 0.45
mt5_base 0.45 0.44 0.43

Table 5.1: Model Performance Metrics

The results show that after implementing all the models, the mBART-large-50 is
slightly better than the other models. The mBART-large-50 model has a F1 score
of 0.53, whereas the mt5-base model has the F1 score of 0.43. Meanwhile, the
mt5-m2m-corssSum, bangla-t5 and the mt5-base have the F1 Score of 0.47, 0.45,
0.43 consecutively. The precision values for mBART-large-50, mt5-m2m-crossSum,
bangla-t5 and mt5-base are 0.56, 0.48, 0.43, and 0.45 consecutively. The precision
values for mBART-large-50, mt5-m2m-crossSum, bangla-t5 and mt5-base are 0.56,
0.48, 0.43, 0.45 consecutively. The recall values for mBART-large-50, mt5-m2m-
crossSum, bangla-t5 and mt5-base are 0.57, 0.49, 0.42, 0.44 consecutively.

The translated dataset labeling was an extremely difficult task to perform and the
labeling might not be very accurate. The labeling being the most important factor
caused a lot of reduction in the accuracy of the datasets. When the labeling is
not perfect, the headers, the contents, the contexts may not be very relevant to
the models. In the case of different language training, there is less precision in the
results.
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Keeping in mind all the factors, we used the mBART-large-50 and mt5-base model
considering the fact that these are used for translations tasks and multilingual text
related tasks. As these models are familiar to multilingual tasks, we decided to
choose to run these on our translated Bangla dataset. The mBART-large-50, has
an accuracy of 0.71, whereas the mt5-base model has an accuracy of 0.78.

5.2 Future Work
We have worked on the custom Bangla dataset, a translated dataset of the Wik-
iBio dataset. As translation of a well known dataset like the WikiBio dataset is a
troublesome work, we tried our best to make the dataset proper and run it with the
chosen models. But considering the fact that, it has a big margin of data and there
is a scope to work on it in the future, we can do a lot of work with it.

Firstly, the perfect adaptation and translation of the data will be a very good work
for the Bangla dataset. As there are not enough and robust Bangla datasets, this
WikiBio dataset of biography can be a very authentic source of information and can
be made into a very well built dataset of Bangla.

Besides, there were a lot of issues with the labeling of the data. It takes a lot of
time and effort to do the data labeling and still can not be highly precise. So, in
terms of data labeling, a lot of effort is needed to make the dataset more accurate
and robust.

In addition to that, there is a lot of scope to work on this data and give genera-
tive works through it. A major step of making a model were there inputs will be
given in English and then there will be outputs in different languages defining the
classifications of the data.
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Chapter 6

Conclusion

Even though writing on electronic media has been a blessing for the environment, it
has also increased our work to find the accurate information that people are looking
for. This text-to-table extraction will be a revolutionary innovation that will be
beneficial for the present world. Moreover, it was quite an impossible task few
years back to consider this research on Bengali language. As a result, it will be
a very useful one and one of the most demanding tool to use for the researchers.
While table-to-text is a common topic to talk about, its inverse problem will be
equally significant. Not only will it make our lives easier, but it will also prevent
duplicity and repetitive information from being used. Moreover, as it the very first
initiative for Bengali language, it will earn a huge popularity that will lead to using
this tool even out of curiosity. Afterwards, when people get to understand the
significance of it, this innovation will turn out into an extraordinary one. We have
formalised different pre-trained models for this information extraction, such as the
summarize model, the sequence-to-sequence model, and so on. Different experiments
have been conducted with different sets of datasets. The results were noteworthy
and outperformed our approaches. The frameworks used in this research have been
effective, and in most of the cases, they showed maximum accuracy. The challenges
faced by this process have also been taken into consideration for further study. As
a result, we are expecting a fruitful outcome from this research.
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