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Abstract
To uncover underlying patterns in large datasets, a procedure called data mining is
often utilized. By analyzing data gathered through Online Learning (OL) systems,
data mining can be used to unearth hidden relationships between topics and trends
in student performance. Here in this paper, we show how data mining techniques
such as clustering and association rule algorithms can be used on historical data
to develop a unique recommendation system module. In our implementation, we
utilize historical data to generate association rules specifically for student test marks
below a threshold of 60%. By focusing on marks below this threshold, we aim to
identify and establish associations based on the patterns of weakness observed in the
past data. Additionally, we leverage K-means clustering to provide instructors with
visual representations of the generated associations. This strategy aids teachers in
better comprehending the information and associations produced by the algorithms.
K-means clustering helps visualize and organize the data in a way that makes it
easier for instructors to analyze and gain insights, enabling them to support the
verification of the relationship between topics. This can be a useful tool to deliver
better feedback to students as well as provide better insights to instructors when
developing their pedagogy. This paper further shows a prototype implementation
of the above-mentioned concepts to gain opinions and insights about the usability
and viability of the proposed system.

Keywords: Threshold, Weaknesses, Unsupervised algorithms, Associative pattern,
E-learning sphere, Prototype implementation
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Chapter 1

Introduction

The spheres of education and technology have become intertwined in recent years.
The development of various e-learning systems over the past few decades has greatly
increased the usage of computers in learning and teaching. With covid-19 epidemic
driving the global education sector into an emergency shift to OL, we all saw the
scope and capabilities of this sector. Beyond this emergency shift, OL has been
trending upward in terms of participants for the past few years as technology has
become more accessible to the general populace. With over 150 million users par-
taking in OL, this field of education is also bound to produce massive amounts of
data. As students engage in learning, explore various subjects, complete tests, and
submit projects and assignments, they leave behind a sea of information. Hence
this prompts the question: How can we leverage these extensive data archives? This
brings us to the concept of Educational Data Mining (EDM). To explore data from
educational contexts, EDM emerges as a paradigm focused on designing models,
activities, methodologies, and algorithms. EDM seeks to identify trends and fore-
casts that represent learners’ actions and accomplishments, as well as assessments,
educational features, and applications [37]. In recent times we can identify several
trends in EDM. Some of these trends include the inclusion of EDM modules as a
standard component of computer-based educational systems. The use of EDM at
various stages of the teaching and learning process is another trend. EDM assists
in the initial stage’s customization of the learning environment based on the profile
of the student. EDM analyzes data as the student interacts with the system and
offers suggestions in real time. The success of the education delivered, including
services, results, user happiness, and resource usefulness, is assessed at the final step
by EDM.
This paper’s focus will be on developing an EDM module as a component of an
existing OL system. Our module takes the historical student test marks database
from an OL system. This database is filtered only to include marks below 60%.
For this research, 60% is being held as the minimum threshold for a pass. This fil-
tered data is then passed through an association algorithm. By analyzing historical
data on students’ performance in different topics, our system identifies associations
between topics in which students typically struggle. These associations are then
visualized using clustering graphs for the ease of understanding of the instructors.
The output (the association of topics in which students are not performing up to
standard) can then be used to reinforce and integrate into the revision system of
the OL platform upon which this module is to be integrated. This paper further
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shows a prototype demonstration of this module to instructors and teachers of var-
ious spheres of education to gather their valuable opinions regarding this proposed
system. Additionally, A/B testing has also been performed on a volunteer group of
students to obtain a quantitative evaluation of the effectiveness of our system.

1.1 Motivations
With the standards of education moving away from preparing students for the job
market and more towards critical thinking and adaptive learning [55], it is imperative
that we keep our tools for education up-to-date as well. To ensure that educators
are receiving more insightful data from students, which can result in significantly
better feedback [51] along with a better presence of the instructors [51], we must
continue to improve our tools in all areas of education, but especially in online learn-
ing. Previous research has shown these factors to be of huge importance when it
comes to user satisfaction with an OL learning environment and has consistently
been the issue that most students raise when asked about the challenges of OL[50].
As most OL learning models are variations on the mastery model [1] of learning and
teaching, it is high time we incorporate more modern algorithms to aid in further de-
veloping the models being applied to different OL platforms. It is indisputable that
educational data mining is a significant emerging field of research. Efforts should be
made in the creation of novel, intuitive, and simple-to-implement software solutions.
Such software can be essential in promoting online learning and encouraging effi-
cient teaching methods by utilizing the large data reservoirs and patterns generated
through EDM. Adopting this strategy has the potential to bring about fundamen-
tal changes in the educational landscape by equipping both educators and students
with insightful knowledge and effective tools for improved learning experiences. The
possibility of having a positive impact on education’s future is compelling.

1.2 Research Objective
OL has been a large part of the education sector since networking and computation
have been readily available[6]. Besides its myriad of features[9], it also provides
educators and learners with precisely calculated and curated data for further eval-
uation and subject recommendation. In recent years there has been a huge bloom
in OL[15], especially during the COVID-19 pandemic [58]. OL has several well-
researched benefits and drawbacks. Much research has come forth on how to better
the pedagogy of OL [46] and how implementing new technologies has led to better
user satisfaction with the system through iterative design [57], hence it remains a
priority to try and optimize and revamp designs and trends over time[15]. The paper
will be focused on specifically Apriori Algorithm [23], and F-P Growth Algorithms as
association algorithms for educational data mining alongside K-means clustering[2]
as a clustering algorithm. Based on the data mining results, we suggest creating a
recommendation system that makes use of the identified association rules to provide
students with pertinent learning resources based on previously discovered trends of
weakness. This kind of learning support aims to give students the tools they need
to address their areas of weakness and eventually enhance their academic perfor-
mance. We want to create a thorough revision module that combines the identified
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themes using historical data, allowing new students to learn from the mistakes of
their forebears. Secondly, these trends and patterns unearthed through EDM can be
useful intel for instructors. We also highlight a visual representation of our analyti-
cal results to aid instructors with their pedagogical decision-making using the EDM
results. In addition, the research paper also showcases a prototype implementation
of the above-stated module to a volunteer group of students and instructors to gain
insights into the viability, effectiveness, and usability of the proposed model. By
contributing to the broader field of educational data mining, our research seeks to
advance knowledge and understanding of the effective implementation of EDM in an
educational content provider module which can be applied to other OL platforms.

1.3 Research Contributions
Our paper makes three significant contributions to the sphere of OL and EDM. They
are as such :

• The methodological landscape of educational data mining and recommenda-
tion systems is improved by this study. Our novel use of the Apriori and
F-P growth algorithms to analyze educational data offers a fresh method for
identifying undiscovered correlations in student learning patterns. We found
complex topic association patterns using the algorithms on historical student
data. This not only improves our comprehension of how students’ mastery
of one topic affects their performance in adjacent topics, but it also offers
insightful information for educators and course planners. For the purpose of
creating more efficient and individualized learning experiences that would ul-
timately improve students’ academic progress, it is essential to identify topic
weaknesses and dependencies.

• The prototype and validation of a component or feature of a recommendation
system is another contribution. We developed a component of a recommen-
dation system that directs students toward specific remedial content and re-
sources based on their shortcomings by utilizing the insights we learned from
our association algorithm study. We outlined the viability of our prototype in
enhancing students’ learning outcomes through A/B testing. The success of
our recommendation system’s implementation highlights both its usefulness
in real-world settings and its capacity to improve learning outcomes in on-
line learning settings. Furthermore, instructors were interviewed to gain their
expert opinion on the developed prototype.

• Our study advances the use of relatively more tailored instruction in online
education. We create the foundation for a more individualized and adaptive
educational experience by utilizing data-driven insights to detect and address
topic shortcomings. This is especially important when it comes to online
learning, where a variety of student demographics need individualized help to
succeed. Thus, our research provides a framework for further study and the
creation of recommendation systems that might assist both instructors and
students in enhancing the online learning environment.
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1.4 Thesis Organisation
This thesis is organized into the following chapters, each of which contributes to the
overall understanding of the research topic and its implications.

• Introduction :

– Educational Data: A brief idea on the sphere of OL and EDM.
– Motivation: Discussion on why EDM is important and why a novel rec-

ommendation system is important.
– Research Objective: What are the overarching goals we wish to accom-

plish with this paper?
– Research Contribution: What are the different contributions our paper

has actually managed to make?

• Related Work: An exploration of previous relevant literature associated with
our thesis topic.

• Background: In-depth discussion on the architecture and technical aspects of
all utilized algorithms and methodology alongside comparing and contrasting
different association algorithms.

• Dataset: Details on how data was collected and description of the utilized
dataset.

• Methodology:

– Data Collection: How we have collected our data.
– Data Pre-Processing: What pre-processing methods were applied to the

dataset to be usable for our application.
– Experimental Test-Bed: Information about all software and hardware

utilized during our research.
– Applied Methodology: describes what methods were used during our

entire research paper, including details about our prototypes.

• Experimental Evaluation: Describes all results obtained from applied method-
ology and discusses the implications and findings from these results, including
the results from our validity tests.

• Conclusion: Summarizes the entire thesis along with future works to continue
and make the research more robust.
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Chapter 2

Related Work

The boom of technological advancement during the early 2000s [48], greatly fueled
the usage of computers and the Internet in learning environments. E-learning or On-
line Learning is described as the use of information and communication technology
in the education sector to enable the provision of services aimed at improving aca-
demic results [31]. When the issues and challenges of implementing OL [19] started
to be overcome as time passed, we began to see more and more users subscribing
to the idea of OL. As suggested by the Technology Acceptance Model (TAM) [33],
the younger generation initially looked through unofficial lectures on various topics
mainly on video-sharing platforms such as YouTube[44]. One of the biggest and
most popular channels on YouTube (in the context of OL) was known as “Khan
Academy” [17]. “Khan Academy” had recorded lectures explaining various topics
on a broad spectrum of difficulty levels, thus pioneering the ‘e-learning’(EL) model.
Khan Academy eventually grew into its website, adding the next most important
feature in the OL: testing. Testing allowed the advent of OL to venture into the mas-
tery model of learning [1]. The mastery model can be described as a learning model
which expects users to show a certain acceptable level of competence on a certain
topic/subject before they are allowed to delve further into the learning materials.
This was of course not just limited to Khan Academy but other learning models also
followed this formula for OL. The type of OL described so far can be categorized as
asynchronous learning [5]. Asynchronous learning has two main advantages [61] :

• Flexibility: Since this type of learning takes advantage of recorded lectures
and videos, students and learners can choose to view these lessons at their
convenience instead of in real time. This allows learners to absorb the materials
at their own pace, whenever they want.

• Deeper Learning: since asynchronous learning does not follow real-time lec-
tures or have hard and fast traditional deadlines, learners are encouraged to
research further into their materials and content. This can allow learners to
identify further context and literature about their concerned subjects.

The other type of learning that gained traction was synchronous learning. With
Voice Over Internet Protocol(VOIP) [16] technology advancing to enable low-latency
communication, voice, and video calls started to become prevalent [16]. This allowed
OL classes to be taken virtually and remotely, where learners and instructors could
communicate in real-time.
Hybrid classes [53], became a possibility and thus another sphere of OL was created.
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Synchronous OL has 2 significant advantages [61] :

• Interaction: Since lessons are being carried out in real-time, the instructor
and learner may talk to each other, ask questions and overall have a social
presence in the classroom

• Accountability: Since synchronous learning requires the learner to be online
and active during a certain time of day, it fosters the feeling of being part of
a regulated program which helps students with time management and main-
taining a routine.

Trends in OL [38] have since been constantly changing, growing, and being iterated.
One of the latest trends in OL is introducing game-based learning (GBL) [24]. GBL
uses many different gamification techniques to help facilitate and motivate learners
using a game-like environment and reward systems. Giving learners virtual points
or badges upon achieving certain goals, gives them immediate feedback and positive
reinforcement for their efforts, and previous research has shown this technique to
positively affect a student’s experience with OL and their learning rate [34].
With new technology and research bringing forth new ideas such as GBl, we must be
open-minded in assuming that constant iteration and testing are needed to always
try to reinforce OL.
One factor that we believe to be a disadvantage of the widely adopted mastery
learning model is that it does not promote revision of a topic [36], additionally,
some learners may face more difficulty achieving the level of merit required by the
model to move past a certain problem topic. The mastery model does not typically
have any tools to address these issues.
Ol typically also does not consider the Forgetting Curve (FC) [56], which states we
are prone to forgetting things when not looked at over time. This theory can be
applied to education as well [43]. FC was initially researched by Hermann Ebbing-
haus and does not seem to have seen much mention in OL pedagogy or applications.
Although, work has been done researching how students forget and learn [13][27],
some acknowledgments have been made on how we can mitigate the effects of the
forgetting curve in education.
One of the suggestions for mitigating the FC and OL pedagogy is making the content
more engaging. If we look at recent research into OL pedagogy [20], we can see that
more appropriate feedback alongside engaged and active instructor presence is a top
priority.
Previous work has been done to evaluate student satisfaction with online learning,
A survey at Deakin University in Australia [18] revealed that most students were
satisfied with the accessibility of information and the ease of submission of assign-
ments, but were not satisfied with the level of feedback that they received. In the
context of Bangladesh, [47] showed that the flexibility y and quality of information
and assessment had the greatest effect on user satisfaction (for public university
students). Another study [54], found that most students faced telecommunication
issues during online learning which had a heavy negative impact on their satisfaction
with online learning. The same study also concludes that students had issues such
as feedback, lack of interaction, and failure to understand materials during online
learning. Students also seem to prioritize the instructor’s capacity to operate the
tools for an online class and engage with students even in an online environment as
a big contributing factor to how effective online learning can be.
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The design of online learning has also evolved with the iteration and integration of
new pedagogy and student needs in mind [35], such as gamification is one of the
newer trends in online learning platforms
Bangladeshi students have now returned to in-person classes for the past year. With
their unique retrospective insight, we can generate new ideas with their unique
insights, as a good iterative design process [4].
One such idea is the use of machine learning with online learning [41] . Machine
learning has the potential to unlock many new and important features that can
improve online learning in ways we have already talked about and the solutions
that will be proposed below. One such algorithm that can be applied is clustering
algorithms[29]. Alongside that association algorithms can also be used to make
design new tools and create new trends in the online learning space[42], leading to
better pedagogy of online learning environments.
Most learning models employed in an online learning environment are variations on
the Mastery model but forget to take into account other learning requirements and
shortcomings, such as the forgetting curve [21].
Personalized recommendation systems are a prominent area of research in OL. Xiao
et al.[26] had a significant impact in pushing forward this idea. Since then several
innovative research and applications have been done for recommendation systems.
Wei Xu and Yuhan Zhou, [49] proposed using deep learning for recommending the
best courses based on a course’s metadata and user content filtering. Furthermore,
Hua Wang et al. [30] have given precedence to the use of association algorithms for
recommendation systems, which can also be seen in a 2016 paper by Fang Liu et al.
[39], which uses a variation of Apriori algorithm for university course recommenda-
tion.
Association Algorithms, specifically the Apriori [45] and F-P growth algorithm [10],
have been previously used in research for data mining of education data. These
algorithms find the frequent itemsets and generate association rules based on a
minimum support threshold. One potential use of these algorithms can be as follows
:
If we have a dataset that contains the marks of students divided into topics in each
column, we can filter out data based on which subjects each student is failing These
itemsets can be stored in a separate array structure. This array can be passed
through the algorithms to generate association rules based on which topics students
are struggling with. This would allow instructors to better understand the root
cause of the problems that learners are facing. This idea will be focused on later
in the paper. A similar ideology can be applied to generate personalized revision
routines for each student according to the association between subjects that they
are struggling with by the algorithms on a massive scale; such as an OL website
based on asynchronous learning or in a hybrid real-time classroom.
Additionally, clustering algorithms have also been deployed on educational data
[59], they can be used to find students who are struggling on similar subjects as
well. However, we should also be aware that parameters and metric settings matter
a lot for these algorithms to perform well.
Instead of guessing how many clusters we shall utilize, we can use the ‘Elbow
Method’ This method takes the dataset and applies the k-means algorithm to them.
For each value of K, we calculate the Within-Cluster Sum of Squares. This calcu-
lates the compactness of the clusters. Where the graph starts to flatten out, we call
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this the elbow of the graph, and is usually the optimal choice to find out the number
of clusters. In case this method is unclear we can also refer to the Silhouette score
for determining optimal clusters [60]. A summary comparing and contrasting our
proposed method with related research is shown below:

Research Dataset Size Method Validation
Our Proposed Sys-
tem

399 students with 16
topics

Apriori algorithm on
filtered data based
on threshold

A/B Testing and In-
structor’s Interview

Xu, W., and Zhou,
Y. (2020)

1853 learners of 5479
courses

Deep learning with
content and collabo-
rative filtering by ex-
tracting watch time
and video meta-data

AUC score (a metric
for binary classifica-
tion models)

Jun Xiao et al.(2018) - Combination of spar-
sity,content and col-
laborative filtering

-

Hua Wang et al.
(2014)

500 students Improved apriori al-
gorithm which pro-
cess dataset verti-
cally

Run-time compari-
son

Fang Liu et al.
(2016)

- Apriori Algorithm
combined with col-
laborative filtering

-

Table 2.1: Comparison with related work
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Chapter 3

Background

We are mainly focused on using an unsupervised association algorithm, specifically:
Apriori Algorithm and F-P Growth algorithm. Alongside that, we will also be ap-
plying K-means Clustering. Finally, we shall also look at A/B testing as a validation
technique.

3.1 Clustering
Clustering is a machine-learning technique that involves grouping similar data points
based on their characteristics or attributes. The goal of clustering is to find patterns
and relationships within the data, which can then be used to gain insights into the
underlying structure and organization of the information.
The fundamental idea of clustering is rather straightforward. The program analyzes
a set of data points and groups them based on similarities it finds between them.
Different criteria, such as distance metrics (such as the Euclidean distance), corre-
lation coefficients, or other measurements, can be used by the algorithm to identify
similarity.
The k-means algorithm is one typical method of grouping. The user selects the
number of clusters (k) they want to produce when using this approach. The method
then determines the centroids (the center point) of each cluster after randomly as-
signing each data point to one of the k clusters. After that, until the clusters take
on a stable configuration, iteratively reassigns data points to the nearest centroid
and recalculates the centroids.
The Euclidean distance is the distance metric that K-means clustering uses the most
frequently. In a d-dimensional space, it calculates the straight-line distance between
two data points. The Euclidean distance between two points, x, and y, is determined
as follows:
The Euclidean distance between two points x and y in a d-dimensional space is given
by:

d(x, y) =
√

(x1 − y1)2 + (x2 − y2)2 + . . .+ (xd − yd)2

Cluster centroid updates are necessary following data point assignment. The mean
vector of all data points in a cluster makes up the centroid. The average of the
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coordinates of all the data points in a cluster, C, is used to determine the updated
centroid coordinates:
The formula for calculating the new centroid in k-means clustering is given by:

new_centroid =
1

|C|
∑
i

xi

Here, |C| represents the number of data points in cluster C, and
∑

i xi denotes the
sum of the coordinates of all data points in the cluster.

To determine the optimal number of clusters in K-means clustering we can use the
“Elbow Method” and “Silhouette Score”. The Elbow Method is a heuristic method
for determining the K-means clustering’s ideal number of clusters (K). This is how
it goes:
You calculate the sum of squared distances (SSD) between each data point and its
designated cluster center for various values of K (often ranging from 1 to some upper
limit). The “within-cluster sum of squares” (WCSS) is another name for this. The
WCSS formula is:

WCSS(K) =
N∑
i=1

(
distance(data_pointi, cluster_centeri)2

)
in this equation: N represents the total number of data points. data_point_i rep-
resents each data point. cluster_center_i represents the cluster center to which
data_point_i is assigned. distance(data_point_i, cluster_center_i) represents the
distance between data_point_i and cluster_center_i. The summation symbol, Σ,
iterates over all data points, from 1 to N. The caret ( )̂ denotes exponentiation, so
we’re squaring the distance.
Plot the WCSS scores for various K values. The plot frequently resembles an “el-
bow,” with the WCSS declining quickly at first (with a rising K) before beginning
to level out. This is how the Elbow Method got its name.
In case it is still unclear on the optimal number of clusters, we can further refer to
the silhouette score method. The silhouette score is a measure to find the optimal
number of clusters in K-means clustering. It quantifies how well-defined and separate
the clusters are. Here’s how it works:

• For each data point, calculate:

– “a”: Average distance to other points in the same cluster.
– “b”: Average distance to points in the nearest different cluster.

• Compute the silhouette score for each point: b−a
max(a,b)

• Calculate the average silhouette score for all points in the dataset.

• Repeat this process for different cluster numbers (k) and choose the k with
the highest silhouette score as the optimal number of clusters.

Higher silhouette scores indicate better-defined clusters, helping us find the best
cluster count for our data.
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3.2 Apriori Association
The association is a type of unsupervised machine learning that takes transaction
data and sorts them according to the frequency of seeing items together. In other
words, it tries to find patterns of items occurring together. It is an iterative algo-
rithm, it parses through the data and looks for frequent individual items. then, it
parses the dataset again and looks for how often a pair of items from the frequent
individual items appear together. It accepts or declines these itemsets based on a
preset parameter such as “support”. The iterations continue until no more frequent
itemsets can be generated or all the generated itemsets no longer meet the minimum
support threshold. The resulting frequent itemsets represent the associations that
occur frequently in the dataset.
Association rules are also generated, which indicate exactly the conditional proba-
bility that has to occur to gain a certain frequent item set.
The ‘support’ is calculated using the following equations :
The equation for calculating the support of an itemset in association algorithms is
given by:

Support(A) = Number of transactions containing itemset A
Total number of transactions

In this equation, A represents the itemset for which we want to calculate the support.

Besides support, the ”strength” of the association is measured using conditional
probability using a parameter known as ‘confidence’. Confidence in association rule
is a measure of the accuracy of a rule. In simple terms, if items A and B are in the
association rule, their confidence will show how often B is seen together with item
A.
The formula for confidence is given by:

Confidence(A → B) =
Support(A ∪B)

Support(A)
Broadly, The Apriori algorithm functions like this :

• When a candidate itemset is created, it combines the item (k-1)-itemset that
was obtained in the previous iteration. The availability of candidate k-itemset
trimming with a subset comprising k-1 items but not in the high-frequency
pattern with a length of k-1 is one feature of the Apriori method.

• The evaluation of each candidate’s k-itemset’s support. The number of trans-
actions that contain all the items in each of our candidate candidates is de-
termined by scanning the database for each candidate candidate. This is a
characteristic of the Apriori algorithm as well, which necessitates calculation
by thoroughly searching the database, starting with the longest items.

• Set a pattern with a high frequency. The candidate kitet with support larger
than the minimal support is used to determine a high-frequency pattern with
k items or itemset.

• The process is terminated if no new high-frequency pattern is discovered. If
not, perform k plus 1 and go back to phase 1

11



3.3 Frequent Pattern Growth Algorithm (F-P Growth)
In the field of creating associations through item set mining, the Frequent Pattern
Growth (FP-growth) algorithm is one of the fastest and most popular algorithms.
[8] FP-growth algorithm is primarily based on FP-tree which is a prefix tree rep-
resentation of the given database of transactions. [11] The FP-tree represents the
dataset in the form of a tree where there is no need for candidate generation
In the preprocessing of the FP-growth algorithm, all individually infrequent items
are deleted from the transaction database before turning into an FP tree. This
selection can be done with the help of a threshold value. In the FP-tree, each path
represents a set of transactions that share the same prefix, each node corresponding
to one item where all nodes referring to the same item are linked together.

• Firstly, an FP-tree is generated where the FP-tree represents the frequency
and relationships of frequent itemsets from the input database

• The inputs are scanned from the database to find the frequency of each indi-
vidual item. This way headers are formed which contain tables that show the
links to all occurrences of all items

• Sub databases for each specific item are created this way from the database
which forms the conditional pattern base for each frequent item. Each sub-
database contains only the transactions of a specific frequent item.

• Using the sub-databases, the FP-Growth algorithm recursively constructs a
conditional FP-tree for each frequent item. Then, the conditional FP-trees
are linked to the main FP-tree based on the shared frequent item in their
paths

• The FP-growth algorithm avoids generating candidate itemsets with the help
of the main FP tree and conditional FP trees unlike the Apriori algorithm

• After fully completing the FP tree, the FP-growth algorithm recursively mines
frequent itemsets by exploring the tree structure. Then frequent itemsets are
generated by combining the suffix patterns (conditional FP trees) with the
prefix paths in the main FP tree.

• When there are no more frequent itemsets to be found, the algorithm finishes
the process.

3.4 A/B testing
A/B testing is a very highly used approach that is used by many modern-day web-
tech companies for development and data-driven approach.[32] The A/B testing
framework consists of two steps: sampling and estimation. In the sampling steps
who gets which treatment is determined and in estimation, a framework is provided
to compute the average treatment effect.

• The first objective of A/B testing is to determine the goal and specific hy-
potheses upon which we will evaluate.
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• The next step is to gather samples, by dividing the users into control and
experimental groups and selecting elements to test.

• After gathering the data fulfilling these criteria, appropriate statistical meth-
ods are applied to compare the control and experimental groups.

• By analyzing the test results and findings of the statistical tests, a decision is
made whether to accept or reject the initial hypotheses.

• Finally, proper changes are made based on the decision and again the same ap-
proach is used for similar or different hypotheses as A/B testing is an iterative
process.

3.5 Comparison of Different Association Algorithms
The Apriori algorithm is one of the simplest and most well-known association algo-
rithms which helps to determine co-relation and find frequent itemsets in scenarios
where k itemsets generate k+1 itemsets. [28] Finding common itemsets is one of
the most important factors in the field of data mining and apriori algorithm is very
well established in fulfilling this purpose. [14] When it comes to creating association
relationships between items in the field of data mining there are several associa-
tion algorithms that we can mention for comparison. For example, the F-P growth
algorithm, Eclat algorithm, Fuzzy association rule mining, RuleGrowth algorithm,
multi-level association rule mining, etc. The Apriori algorithm has its own strengths
and weaknesses compared to these other association algorithms.

• Apriori and F-P Growth: F-P growth algorithm is primarily based on a prefix
tree representation of the database it is given which forms an FP-tree of the
transactions. [11] FP-growth has a similar approach towards item set mining
to the Apriori algorithm. In the FP-growth algorithm, the frequencies of the
items (support of single element item) are determined first and then all item
sets that appear less times than the user set threshold are discarded.
The FP growth algorithm is generally faster than the Apriori algorithm in
most cases. [52] FP growth algorithm solves the problem of Apriori where
each iteration generates a large number of candidate frequent item sets and
requires a scan of the dataset which may become problematic if the data size
increases[52].
However, in our observation, the Apriori algorithm and FP growth algorithm
both produced similar associations for our dataset. With the help of a thresh-
old system and itemsets of different marks gained by the students in different
subjects, generating association by Apriori and FP growth algorithm produced
ideal outputs.

• Equivalence Class Transformation (Eclat) : For creating the association, the
Eclat algorithm represents a set of transactions as a bit matrix and intersects
rows to give the support of item sets following a depth-first traversal of a prefix
tree. [25] Eclat’s out might not be as interpretable as Apriori since it directly
mines frequent itemsets without generating candidate itemsets explicitly. For
closed itemsets with efficient filtering (in our case threshold filtering), the
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Apriori algorithm gains a clear edge over the Eclat algorithm[8]. In datasets
with a small number of transactions, Eclat will not offer a significant advantage
over the Apriori algorithm

• Fuzzy Association : The fuzzy association rule is also one of the known algo-
rithms in the field of data mining but is much used as Apriori or FP-growth
algorithm. In fuzzy association, determining the degree of membership that
each leaf attribute belongs to of its previous parent. [7] Then using these
membership degrees, we try to find frequent itemsets called frequent itemsets
using the summation of count values that are greater than min-support x |T|.
[7] Then the frequent itemsets are used to generate associations whose degrees
of confidence are greater than user-specified min-confidence.
Therefore, the fuzzy association rule deals with uncertain or fuzzy data where
items have degrees of membership to itemsets rather than being strictly present
or absent. However, in our case, we give every subject the same degree and
itemsets the same confidence initially as every subject can have the same
chance of being a weakness for weakness in another subject. Thus, association
algorithms such as Apriori and FP-growth will be more helpful compared to
fuzzy association in this regard

• RuleGrowth : The RuleGrowth algorithm depends on a pattern-growth ap-
proach instead of a candidate-and-test approach for sequential pattern mining
in datasets. [22] Firstly, it finds rules between two items and then grows them
recursively by scanning the database for single items that could expand left
(for processes) or right (for expansions).[22]
However, the RuleGrowth algorithm will not be suitable for determining weak-
nesses for a specific subject. Sequential patterns often have temporal depen-
dencies, where the order of items matters and sometimes makes it difficult to
distinguish meaningful patterns from random occurrences. RuleGrowth takes
as parameters a sequence database and the min-sup and minconf thresholds.
[22] Therefore, Apriori and FP-growth algorithms will not face this problem
and would be more applicable in this scenario.

• Maximal sequential algorithms : Maximal sequential algorithms are primarily
used for solving problems where patterns are too long which may generate an
exponential number of results. [12] Maximal sequential algorithms (MSA) fo-
cus on finding the longest sequential patterns that appear in a set of sequences.
However, for our scenario where we are required to find the co-relations be-
tween subjects and find their weaknesses, finding the longest sequential pat-
terns will not contribute much compared to other algorithms. On the other
hand, FP-Growth is an algorithm used for mining frequent itemsets from
databases which is ideal for determining the weakness and co-relations be-
tween subjects that students encounter.
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Chapter 4

Dataset

We have created a totally new data set. Since we wish to test the algorithms and
their effectiveness with real-world data, it was imperative to generate a dataset from
online and hybrid learning classes.

4.1 Ethical Considerations
Since this paper deals with OL, we set out to find student data from OL spheres.
During the Covid-19 pandemic, almost all schools and educational institutions shifted
to OL. Hence, there should be an abundance of data from the years 2019 to 2021.
It is also important to understand that information about an institution’s students
is considered sensitive and confidential data is not usually publicly available. In-
structors and learners may also feel uncomfortable sharing personal data such as
their names and emails with others.
Keeping these obstacles in mind, we approached instructors with letters from our
supervisor to ensure that both learners and instructors were presented with the
assurance of the fact this information would not be revealed to the public and
would strictly be used for research purposes. The letter also clearly stated that no
personal information of the learners or instructors would be recorded or used during
the research.
This letter was then submitted to various educational institutes. Two after-school
coaching centers responded positively and agreed to provide data from their time
teaching online and during hybrid classes.

4.2 Description
The data was presented in an Excel format, with each column representing a specific
topic and each row representing a specific student.
In both cases, the data was obtained from physics instructors and learners from
grade 10.
16 topics of physics are present alongside 4 mock exams. Each student was assigned
a unique ID to be able to identify them without the need for their names.
In total, there are 399 unique students whose data we have collected. All of the marks
in the dataset have been converted to be out of 100 for the sake of consistency by
the centers and missing data (as in students who had not appeared for the majority
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of the test) was not collected and hence, not sent from the centers themselves. The
dataset showed students with mean marks of 69.547 and a standard deviation of
20.5. This indicates a limitation of the dataset, where most students did not receive
very high marks, and the data itself is quite spread out.

Figure 4.1: Dataset snippet
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Chapter 5

Methodology

5.1 Data Collection
As mentioned previously we are to be working with OL data and hence could not
collect data from traditional in-person classes.
Hence, we determined the most effective method for obtaining data was through
purposive sampling.
2 after school coaching institutions agreed to provide their data from when they had
shifted to OL during the pandemic period.
The data was presented in 45 and 75 student batches. The batches were combined
into one single dataset containing a total of 399 entries. The data was collected in
two phases. Once during January 17th, 2023, and again on 12th February 2023.

5.2 Data Pre-Processing
Within the data set 20 columns were present. The first column represented a unique
student ID as a “key” identifier, to maintain the learner’s privacy.
The rest of the columns’ headers were the specific topics on which they were tested.
Hence, each row represented a unique student.
Any row with missing data was dropped and no imputation was done. We believed
that there was no way to accurately predict a student’s performance on a specific
topic without introducing some form of bias.
We have also opted to drop the columns containing marks for their mock exam of
paper 6. According to Cambridge IGCSE, paper 6 is testing the candidates on a
different set of skills, quite different from the theoretical concepts on papers 4 and
2. Beyond these, no other pre-processing was deemed necessary.

5.3 Exipermental Test-Bed
Initial testing of the association algorithm, specifically the Apriori algorithm, was
done using the cloud-based development environment “Google Colaboratory”. The
environment was given 0.8 gigabytes of RAM and 26.3 gigabytes of solid-state drive
space.
Since this is based on cloud technology and is based around the Python language,
it was chosen. Python has a vast amount of libraries and resources, dedicated to
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unsupervised algorithms and working with datasets and data frames.
To ensure the algorithm was producing the expected output a snippet of the original
collected data was used for testing. We only utilized 7 students and 7 subjects to
apply the algorithm. The code was iterated until the expected output of frequent
itemsets was produced.
Afterward, Jupyter Notebook running the Python kernel on our personal computers
was utilized to run the algorithm that we have just tested online. This time, the
entire dataset was utilized. The local machine had the following hardware specifi-
cations :

• 16 Gigabytes of Random Access Memory.

• AMD Ryzen5 5600G Graphical Processing Unit.

• 500 Gigabytes Solid-State Drive Memory.

The clustering algorithm was applied using the same methods.

5.4 Applied Methodology
We have utilized the pandas and sk. learn libraries in Python 3.10.8. The dataset
was stored locally as a .CSV file and turned into a Python data frame using the
pd.read_csv function.
The next step was to take the data frame and convert it into transaction data, so
that we may apply the algorithm to them.
All the column headings were stored in a list, alongside an empty list of transaction
data. We took the unique identifier, (in this case the student ids) and iterated over
every column for each unique student.
While iterating, we only chose students who had marks below 60 (This was taken
as the threshold for passing a topic) These chosen marks were then appended to
the initially empty transaction data list. Then the transactions are fitted onto the
transaction encoder essentially takes the transactions and assigns a unique binary
value to each unique transaction. It is placed into a binary matrix, where each row
is a transaction and each column is an item. This binary matrix is then transformed
and stored as a data frame. Visual Studio Code was used to compile and run
the algorithms, taking up 984 megabytes of memory with 5% Central Processing
unit usage. This new data frame containing the transactions is then passed as the
parameter onto the Apriori Algorithm, which produces frequent item sets. These
item sets are generated based on conditional probability, with a minimum support
threshold of 50%. This method was repeated to apply the F-P Growth algorithm
as well.
A similar approach was utilized when applying the K-means clustering algorithm, by
loading the. CSV dataset into a Python data frame. Then, we took two subjects that
our association algorithm had provided to be frequent itemsets and selected those
columns only. So that we can gather some useful information from the clustering,
we selected only the passing values from one subject and failing marks from another.
This new filtered data was fitted onto the K-Means method and plotted to give us
a clustering graph. Each point on the clustering graph represents a unique student.
The number of clusters was determined by the “Elbow Method” where the within-
cluster sum of squares (WCSS) was plotted against the number of clusters. Since

18



Figure 5.1: Content provider flow diagram
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the graph did not have a clear “elbow”, we also applied the “Silhouette” score graph
to uncover the optimal number of clusters. A higher score is optimal, hence the
number of clusters that produce the global maxima (in our it is 6) is to be chosen.
We selected the value where the Silhouette score value seems to be at a global
maximum, in our case this being 6.

Figure 5.2: Elbow method graph

20



Figure 5.3: Silhouette score vs. optimal cluster graph

Additionally, Using relevant generated output two high-fidelity, horizontal web ap-
plication prototypes were generated [3]. These are categorized as such :

• Instructor Side: The instructor’s portal allowed for the upload of a . CSV file
database as showcased in this paper beforehand. The web application would
take the dataset and generate a frequent itemset using the properties and con-
straints already described in this paper. This item is presented visually as
a table, along with the support of each association. Furthermore, the clus-
tering graphs from the associations are also shown. Two K-means clustering
graphs are used to graphically depict the association analysis. We can bet-
ter grasp the correlation between students’ performance across several topics
thanks to these graphs. In the first graph, we compare students who have
scored over the cutoff in one subject to those who have fallen short in a differ-
ent topic(as shown in figure 5.5 captioned “Visualisation for instructors 1”).
This enables us to determine whether the performance in these two subjects is
related. We can more easily spot trends and patterns thanks to the clustering
algorithm, which pairs up students with similar performance patterns. The
students whose scores fell short of the cutoff in both subjects are the topic
of the second graph (As shown in the figure captioned 5.6 “Visualisation for
instructors 2”). We can identify the pupils who struggle in both disciplines
by grouping this subset of individuals. We can also visually see the number
of cluster points on the second graph to be far larger, supporting our gen-
erated association. Instructors need this information to understand whether
the number of students who are having difficulties in both topics is greater or
smaller. These visualizations give teachers insightful information about how
their pupils are performing on certain topics. They can modify their teaching
methods based on this knowledge and offer more assistance to individuals who

21



need it the most.

Figure 5.4: Instructor portal 1

Figure 5.5: Visualization for instructors 1
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Figure 5.6: Visualisation for instructors 2

• Student Side : Based on the output of our algorithm, it can be seen that
there’s an association between Measurements Homework and Measurements -
Cambridge Grade 9 exam, Moments – Worksheet and Measurements - Cam-
bridge Grade 9 exam, Moments – Worksheet and Measurements Homework,
and lastly between Moments – Worksheet and Static Electricity - Grade 10
Cambridge exam, all of these will be discussed further into this paper. We are
utilizing our database of videos and are not presenting any new algorithms.
So, if a student does well (marks greater than 60) in all subjects, there is
no suggestion for him as he did well in all subjects. Our algorithm only tar-
gets the students who got lower than 60 in any subject Secondly, if a student’s
marks are below 60% in a topic that has a known association with another, the
system suggests a video for each of the associated topics. These recommended
videos can be taken in from 2 sources.

– Platform’s own database : in this method, if the recommendation system
has already been applied to a OL platform , they can suggest the relevant
videos from their own video bank

– Key-word search : Alternatively, we can search the keyword of a specific
topic on publically available video sharing sites such as www.youtube.com.
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Figure 5.7: Student portal example 1

24



Figure 5.8: Student portal example 2

Finally, to evaluate the effectiveness of our proposed content provider module 2
different methods were used

• Qualitative Analysis: 10 Instructors were shown the instructor side prototype
and asked a series of questions. Their answers were further analyzed to gain
insight into their opinions and concerns regarding the proposed module. The
Questions asked during their interview are summarised below. Please be noted
that the Linkert scale used was a 5-point scale, namely :
Strongly Agree, Agree, Neutral, Disagree, and Strongly Disagree

25



Open-ended Questions:
* How could the e-learning module improve your ability to
deliver course content effectively?
* In what aspects of your pedagogy would you find the e-
learning module most beneficial?

Linkert Scale Questions:
* The E-Learning Module has Provided Opportunities for New
Instruction.
* The e-learning module can influence my assessment and feed-
back strategies.
* The e-learning module can improve my ability to provide
timely and constructive feedback to students.
(Follow up: If you have answered above a 3 in the previous
question, can you explain a bit how?)

Table 5.1: Instructor Feedback Questions

• Quantitative Analysis: 70 volunteer students from high school were recruited
and A/B testing was performed. In this case, Version A was defined as our
novel module, whereas Version B is the more traditional approach. The test
was separated into two phases:

– In the first phase of the test, all 70 students were given a test. The
syllabus of the test was one of the subjects our module had found associ-
ations with, namely: “Moment of a Force”. The students who had gotten
below the 60% threshold were then further requested to participate in
Phase 2.

– In Phase 2, 40 students had been filtered as per the threshold. 10 students
were asked to revise using Version A, the rest using Version B. After
revisions, another test on the same topic was given to all 40 students.
The results along with conversion ratios are discussed further in this
paper.

– conversion rate:

Conversion Rate = Number of Conversions
Number of Visitors

× 100%

was also calculated for each version, where the Number of Conversions
was set to be the number of students who scored above the threshold,
and the Number of Visitors was set to be the total number of students
per version, to better understand the comparison.
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Chapter 6

Experimental Evaluation

6.1 Experimental Findings
The Apriori algorithm gave an output of frequent itemsets, based on the following
metrics (as discussed before) :

• Transaction data only contained marks below 60

• Minimum support was set at 50%

• Minimum confidence was set at 65%

The F-P Growth algorithm was run with the same parameters and produced the
same results. Confidence measures how often a specific association rule is true.
It quantifies the likelihood that when one set of items is purchased, another set
of items is also purchased. Whereas Support in association rule mining measures
how often an itemset (a combination of items) appears in the dataset. It quantifies
the frequency of occurrence of that itemset among all transactions. High support
indicates that the itemset is common in the dataset, while low support suggests it
is infrequent
There was a significant run-time difference between the two association algorithms
with the F-P growth algorithm having a 3.7 times faster runtime, as portrayed
below.

Algorithm Runtime (seconds)
Apriori 0.06801557

F-P Growth 0.018004179

Table 6.1: Comparison of Algorithm Runtimes

The association rules generated from the algorithms are also listed in the table
below.
if we analyze the results, we can decipher some interesting results. To be noted, items
are separated using a comma (,) and not a hyphen (-). Firstly, single transaction
itemsets are the majority of the output, meaning the poor results in these topics
were usually not associated with or dependent on other topics. If we look at this
result in terms of pedagogy, we can see [40] that reasons for poor performance in
standardized testing can be multi-faceted and multi-factored and not always directly
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Figure 6.1: All generated associations from our dataset

linked to other topics of the same subject. Of the association with multiple items,
there does seem to be a relation between the topics, which can be seen as valuable
information extracted from the data set, so that instructors are better aware of this
link and can focus on ensuring learners also see this connection. The association
rules with multiple items are shown in the table below :
We can see that ‘Measurements Homework’ and ‘Measurements - Cambridge Grade
9’ are frequent items in terms of below-par marks. If a learner is not performing
well on their homework, they are unlikely to perform well on their class test.
‘Moments - Worksheet’ seems to be associated with ‘Measurements Homework’ and
‘Measurements - Cambridge Grade 9’. Instructors can look deeper into the syllabus
of both these topics to find out further correlations and how to instruct learners
better. As for the learners, they can know to focus on these topics to do well in all
three or vice-versa.
‘Static Electricity - Grade 10 Cambridge’ seems to have low marks associated with
‘Moments - Worksheet’, which we have not been able to find out as to how they are
related, in terms of actual syllabus content, beyond the fact that both topics require
some mathematical calculation and application of formulae.
When applying clustering, a unique problem emerged. As mentioned earlier we
chose subjects according to the frequent itemsets that the Apriori Algorithm had
provided. If we were to just apply clustering on all 399 rows of marks from the two
columns, there are too many data points to provide a meaningful graph to extract
any meaningful information
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Support Confidence

Moments - Worksheet => Mea-
surements Homework

0.566553 0.783019

Measurements Homework =>
Moments - Worksheet

0.566553 0.798077

Moments - Worksheet => Mea-
surements - Cambridge Grade 9

0.518771 0.716981

Measurements - Cambridge
Grade 9 => Moments - Work-
sheet

0.518771 0.760000

Measurements Homework =>
Measurements - Cambridge
Grade 9

0.501706 0.706731

Measurements - Cambridge
Grade 9 => Measurements
Homework

0.501706 0.735000

Static Electricity - Grade 10
Cambridge => Moments - Work-
sheet

0.515358 0.712264

Moments - Worksheet => Static
Electricity - Grade 10 Cambridge

0.515358 0.762626

Table 6.2: Association rules

Hence, to combat this issue we plotted clustering according to only the failing marks
from the two particular columns. This again did not reveal too much useful infor-
mation, as it just showed students who had failed in both topics and thus we could
not draw any meaningful conclusions or information. However, if we plotted the
clustering where we take the marks of one subject where students had failed against
the other subject where students had passed, we could draw some useful informa-
tion. Here we can see clusters 0 and 2 have the most number of students, meaning
that students who are barely above the passing grades for ‘Measurements Home-
work’ are doing very poorly in the ‘Measurements - Cambridge Grade 9’ test. This
information was not picked up by the association algorithm and may be very useful
information during the pedagogy design or design of content providers. We can also
compare this graph with the K means Clustering graph where we take filtered marks
where students had failed both subjects. This gives us more visual confirmation of
the association.
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Association Rules Support Confidence
Measurements Homework and Measurements Grade 9 Test 0.50 0.79
Moments Worksheet and Measurements Grade 9 Test 0.51 0.76
Moments Worksheet and Measurements Homework 0.56 0.74
Moments Worksheet and Static Electricity 0.52 0.76

Table 6.3: Association rules with multiple items, support values, and confidence
values

Figure 6.2: All 399 points for 2 subjects

6.2 Results from A/B testing
Our proposed module needed to be reviewed by actual students so that we could
analyze the fruitfulness of our research and website. Hence, to quantitatively analyze
the proposed module we opted for A/B testing. As mentioned before, the test was
divided into 2 phases. During phase 1, 70 volunteer high-school students (From
grades 10-11) were asked to sit for a Physics test on the topic “Moment of a Force”.
This specific topic was chosen as our historical data suggested an association between
the “Moment of a Force” and “Measurements”. 55% of the students failed to meet
the threshold in the quiz considering a pass was above 60% marks.
In phase 2, 20 students were shown 1 video (This can be considered Version A),
whereas 20 students were shown 2 videos (This can be considered Version B). Version
A showed a conversion rate of 20% whereas Version B showed a conversion rate
of 70%. This shows a big difference in student performance using version B and
points to it being the superior method of revision for students. These results are
summarised in the figure below:

Total Students = 40 Number of Students
Passed Failed

Traditional Method (One video) 4 16
Our Proposed Method (Two videos) 14 6

Table 6.4: Comparison of pass and fail statistics
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Figure 6.3: Filtered data clustering 1

Figure 6.4: Filtered data clustering 2

6.3 Analysis of Interview
15 instructors were interviewed to ascertain their views and opinions on the module
and specifically the instructor portal. Most instructors requested to keep personal
information anonymous, hence their names are not presented in this paper. They
revealed having the correlations of topics that pertain to student performance can
shift how they approach those topics from the beginning. Shifting their pedagogy
to address any overlap of syllabus content to aid students. 8 of the 15 participants
also revealed that they would give extra emphasis on related topics so that students
have a stronger foundation moving forward. Dr. Navid Rahman(MBBS and PGT),
an instructor of high-school chemistry for 14 years said,

“I can get the data from beforehand about the link of topics and be ready
to give feedback when they do bad.”

Additionally, Dr.Dewan Chowdhury a high-school physics instructor for over 10
years commented,
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“I would make plans in my lesson plans knowing these links exist, so I
can show them what the overlaps are in topic content.”

Almost all instructors agreed that knowing links between topics can help them
prepare their pedagogy to know which topics lay a good foundation of understanding
for students.
3 open-ended questions and 3 Linkert scale questions were presented to them. As
mentioned before, the Linkert scale used was a 5-point scale, namely :
Strongly Agree, Agree, Neutral, Disagree, and Strongly Disagree Here we can see a
general trend of positive responses deeming the module to be helpful in pedagogical
decision-making. The responses to the Linkert scale questions are given below :

Figure 6.5: Responses to the e-learning module has provided opportunities new
instructions

Figure 6.6: Responses to the e-learning module can influence my assessment and
feedback strategies.
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Figure 6.7: Responses to The e-learning module can improve my ability to provide
timely and constructive feedback to students.
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Chapter 7

Conclusion

Through the provision of individualized feedback and improved learning resources,
the use of machine learning algorithms has the potential to completely transform on-
line learning. During the Covid-19 epidemic, real-world data from physics professors
and students in grade 10 were collected for this project to establish a new dataset.
The dataset included data in Excel format for 16 physics topics and 4 practice ex-
aminations. To ensure student anonymity, each student was given their own ID. By
obtaining permission from educational institutions and ensuring that both students
and instructors were given the reassurance that their personal information would
not be presented to the public and would strictly be used for research purposes, the
study was able to successfully address ethical considerations related to sensitive and
confidential data. Data pre-processing included removing any rows with incomplete
information and eliminating columns with mock test paper 6 marks. The applied
methodology includes transforming the data frame into transaction data and em-
ploying the Apriori and F-P Growth algorithm with a minimum threshold of 60% to
produce frequent item sets. The experimental results revealed that although single-
item transactions made up the majority of the output, there were some intriguing
correlations between themes that could be helpful to teachers and students. Exam-
ples of items that frequently received subpar grades are “Measurements Homework”
and “Measurements - Cambridge Grade 9,” showing that if a student is struggling
with their homework, they are unlikely to succeed on their test in class. To discover
more connections and understand how to train students more effectively, instruc-
tors might delve further into the syllabuses for both of these subjects. Additionally,
‘Moments - Worksheet’ appears to be connected to ‘Measurements Homework’ and
’Measurements - Cambridge Grade 9’, suggesting that students should concentrate
on these subjects to succeed in all three. The fact that ‘Static Electricity - Grade
10 Cambridge’ appears to have poor marks related to ‘Moments - Worksheet’ may
also shed light on the syllabus’s content and suggest ways to teach these subjects
more effectively. The study provided insights into correlations between themes and
potential causes for subpar performance on standardized tests, proving the efficacy
of applying machine learning algorithms like the Apriori algorithm to enhance online
learning. According to the results, learners could receive tailored feedback and im-
proved learning materials based on their particular needs and learning preferences,
enhancing the general standard of online education.
The study’s findings emphasize the value of gathering real-world data when assessing
association and clustering algorithms for online learning. Additionally, it shows that
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machine learning algorithms may be able to shed light on the relationships between
various subject areas and possible causes of subpar performance on standardized
tests. To further enhance the pedagogy of online learning models, future studies
might investigate the usage of additional unsupervised algorithms such as hierar-
chical clustering and CNN architecture. Overall, the study offers a solid framework
for future research on the application of machine learning algorithms to transform
online education and raise educational standards generally.
These generated data were then utilized to create a prototype implementation for
both instructors and students. These prototypes were evaluated using qualitative
and quantitative (A/B testing) respectively.
For our approach to be useful, this must be applied to a curriculum in which subjects
have at least some correlations with each other. Otherwise, without interdepen-
dence, a student will not be able to improve by a significant margin as finding the
root cause and improving on the detected subject will not be able to improve their
performance in other subjects. Furthermore, it will be helpful to be able to group
individuals by clustering which will also help us detect similar behaviors among
them. [2] Moreover, by using clustering methods we will be able to achieve more
useful visualization of our results. [3]

7.1 Future Works
While the methodology presented in this study for using data mining techniques
to create a recommendation system module for Online Learning (OL) platforms is
promising, there are still a number of areas that may use additional research and
development to make the system more workable and scalable.

• Integration with Online Learning Platforms: The smooth integration of the
suggested recommendation system module into fully functional online learning
platforms is the following research agenda phase. For a variety of pupils, this
connection would make it easier to analyze data in real time and provide indi-
vidualized recommendations. To achieve a seamless and successful integration
process, partnerships with educational technology companies and institutions
are required.

• Extensive Testing and Evaluation: Thorough testing and evaluation on larger
datasets are crucial to proving the usefulness and dependability of the rec-
ommendation system. It will be possible to learn more about the system’s
flexibility and generalizability by conducting experiments with a wide student
population and a range of courses. To evaluate the effect of tailored recommen-
dations on student engagement and performance, long-term research should
be carried out.

• Pedagogical Impact Studies : Future work will focus heavily on integrating the
recommendation system into institutions’ and instructors’ educational proce-
dures. Studies should look into how teachers might use the system’s findings
to improve their instruction and modify their course materials to better suit
the needs of certain students.

In conclusion, the upcoming projects listed above serve as a thorough roadmap for
integrating and improving the suggested recommendation system for online learning
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platforms. By focusing on these crucial areas, we can open the door for more
efficient and individualized online learning experiences, which will ultimately be
advantageous for both students and teachers.
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