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Abstract
The number of people living with blindness is about 43 million people and 295
million people are living with moderate-to-severe visual impairment. The leading
causes of most blindness are macular degeneration, diabetic retinopathy, and glau-
coma. Moreover, the early stages of most eye diseases are asymptomatic. As a
result, determining the cause becomes very difficult, and if left untreated, there
can be irreversible damage to vision. This paper discusses a hybrid structure that
combined ResNet50 and VGG19 to successfully classify and predict various eye dis-
eases accurately. In addition, we used transfer learning and multi-class classification,
which gave us an accuracy of 94.7%, whereas previous approaches with traditional
CNN only gave an accuracy of less than 85%. This study has the potential to sig-
nificantly contribute to the timely identification and precise categorization of ocular
disorders, hence leading to advancements in patient treatment, increased overall
well-being, and a more promising outlook for individuals affected by visual disabili-
ties. Moreover, it indicates the possibility of wider utilization of sophisticated deep
learning methods in the field of medical image analysis.

Keywords: Hybrid structure, Resnet50, VGG19, Multi-class classification.
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Chapter 1

Introduction

Around 43 million people worldwide are blind, while an additional 295 million strug-
gle with mild to moderate visual impairment, based on the World Health Organiza-
tion (WHO). These ominous figures highlight the critical need for new approaches
to tackle the pandemic of eye illnesses and its catastrophic effects on human life.

Macular degeneration, diabetic retinopathy, and glaucoma are some of the main
causes of vision loss and blindness. These illnesses, which are frequently defined
by a hidden growth, may result in severe loss of vision if they are not treated and
detected in the beginning stages. It should be noted that these medical conditions
frequently appear early on without having any visible symptoms, which adds to the
difficulty. As a result, people could not become aware of their illness until irreparable
eyesight impairment has been done. It is crucial to diagnose eye disorders as soon
as possible and to treat them correctly. To stop the development of these disorders
and maintain the ability to see early detection and treatment are crucial. Therefore,
to successfully address this worldwide health epidemic, better diagnostic tools and
methodologies must be developed.

The classification and forecasting of numerous eye illnesses will be revolutionized
by this thesis’ exploration of deep learning and artificial intelligence (AI). Using the
strength of synergistic deep learning methodologies, we have created a novel hybrid
structure that combines the benefits of two widely recognized neural network designs,
ResNet50 and VGG19. Our goal is to improve the categorization of eye diseases’
accuracy and effectiveness, which will lead to earlier detection and treatment.

We use cutting-edge methods to achieve this goal, such as transfer learning and
multi-class classification. By using these methods, we may take advantage of the
knowledge that pre-trained neural networks already contain and modify it for the
difficult task of diagnosing eye diseases. The combination of these methods pro-
duces exceptional outcomes, as seen by the astounding accuracy rate of 94.7%.
This significant advancement over earlier methods—which frequently relied on con-
ventional convolutional neural networks (CNNs) and had levels of precision below
85%—underscores the immense potential and possibilities of our novel strategy. The
present paper sets out on a trip across the deep learning environment, illuminating
the complex workings of our collaborative deep learning architecture. We examine
the subtleties of categorizing eye diseases, the challenges of early identification, and
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the potentially transformative effects of artificial intelligence (AI)-driven approaches
on the practice of ophthalmology. Our work serves as evidence of the constantly de-
veloping potential of AI in healthcare and highlights its potential to significantly
improve the lives of countless people who suffer from eye ailments.

Our goal in doing this study is to not only add to the body of knowledge in the area
of ophthalmology but also to offer a ray of light for anyone whose ability to see is
being jeopardized by these silent but powerful foes. We seek to encourage healthcare
practitioners and raise the standard lifestyle for numerous individuals globally by
improving the precision and rapidity of eye disease detection.

1.1 Problem Statement
Millions of people worldwide experience visual impairment and blindness due to eye
disorders, which are mostly brought on by ailments including macular degenera-
tion, diabetic retinopathy, and glaucoma. The crucial problem is that early-stage
eye disorders frequently proceed without symptoms, making prompt diagnosis and
treatment challenging. Current diagnostic techniques, that depend on traditional
convolutional neural networks (CNNs), have demonstrated limited accuracy, drop-
ping under 85%, which makes it difficult to identify and classify these disorders
early enough.

1.2 Research aim
In this project, synergistic deep-learning approaches will be used to enhance the
classification and diagnosis of various eye illnesses, leading to earlier detection and
better treatment. The goal of this research is to significantly enhance the accuracy
and efficiency of classifying eye disorders by the utilization of deep learning method-
ologies, specifically employing a hybrid architecture that integrates ResNet50 and
VGG19 models.

1.3 Objective
Develop a Hybrid Deep Learning Model:To increase the precision of eye ill-
ness categorization, develop a unique deep learning model that incorporates the
advantages of ResNet50 and VGG19 neural network architectures.

Implement Transfer Learning: Utilize pre-trained neural networks and adjust
them for the unique goal of identifying eye problems by using transfer learning
techniques.

Enable Multi-Class Classification: Apply a multi-class classification strategy to
classify different eye conditions such as macular degeneration, diabetic retinopathy,
and glaucoma properly.

Evaluate Model Performance: Conduct thorough analyses to compare the
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suggested deep learning model’s precision and efficiency to more conventional CNN-
based techniques.

Highlight Clinical Implications: Analyze the possible effects of the improved
categorization system on the identification and treatment of diseases in ophthalmol-
ogy, highlighting the advantages of AI-driven methods.

Contribute to Healthcare Knowledge: Using cutting-edge deep learning algo-
rithms, advance the state-of-the-art in diagnosing eye diseases to add to the corpus
of information in the area of ophthalmology.

Promote Better Healthcare Practices: Encourage the use of cutting-edge AI-
driven technologies by healthcare professionals to raise the bar for the identification
of eye diseases and enhance the standards of life for those who must live with them.

Through focusing on these goals, the research aims to create important advance-
ments in the area of ophthalmology, providing a glimmer of hope for people whose
vision is threatened by these silent but powerful foes, and eventually advancing
healthcare globally.
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Chapter 2

Literature Review

2.1 Eye Diseases Classification
[1] provides a thorough review of automated methods for detecting diabetic eye ill-
ness, including datasets, methods for image preprocessing, deep learning models,
and metrics for performance evaluation. The review offers a thorough overview of
cutting-edge techniques to educate research groups, medical professionals, and di-
abetes patients with insightful information. The research comprised studies that
utilized TL, established DL network architecture combined DL and ML techniques,
and classified works into particular forms of diabetic eye disease (DED). The re-
view intends to offer insightful information about research communities, medical
professionals, and diabetes patients.

The main cause of blindness in people of working age in both advanced and devel-
oping nations is diabetic retinopathy [2], which is brought on by having diabetes.
Blindness is caused by glaucoma’s harm to the optic nerve. A lack of treatment can
result in irreparable eyesight impairment, and early detection is challenging. An
advanced deep neural network model has been created to identify glaucoma and di-
abetic retinopathy in its early stages and notify patients to see an ophthalmologist.
A whopping 80% of the model is accurate.

[3] pivots its focus toward addressing this critical concern by leveraging advanced
technologies in the realm of medical imaging. The utilization of Convolutional Neu-
ral Networks (CNNs) and the innovative approach of transfer learning form the
cornerstone of this investigation. These techniques, renowned for their prowess in
pattern recognition and classification tasks, are harnessed to discriminate between a
healthy eye and one afflicted with one of the following prevalent conditions: diabetic
retinopathy, cataract, or glaucoma. The significance of this study emanates from
its potential to revolutionize the diagnostic landscape of eye diseases. Through the
employment of transfer learning, a specialized form of machine learning, the study
attains a remarkable classification accuracy of 94% in the context of multi-class cat-
egorization. This accomplishment exemplifies the potential of artificial intelligence
to make significant strides in medical diagnosis, presenting a compelling case for its
integration into clinical practices.

4



[4] suggests using fundus images to train deep learning algorithms for the detection
and classification of eye illnesses such as macular edema, glaucoma, and diabetic
lesions. The technique uses Convolutional Neural Network (CNN) classification to
distinguish between healthy and unhealthy eye patterns. CNN may offer a hier-
archical representation of images. The paper compares the accuracy of the model
implemented using CNN, which uses the CNN algorithm as both a feature extractor
and classifier, achieving 100% accuracy. The proposed method mainly focuses on
detecting the type of disease and classifying them as healthy, moderate, and severe.
The method uses the Softmax Layer method to obtain the probability of the im-
age and provide the maximum probability, thereby enhancing the accuracy of the
trained and testing images. This approach aids in the fast detection of the type of
eye disease.

[5] proposes an advanced ocular disease detection method using cutting-edge image
classification algorithms like VGG-19. The ODIR dataset, with its significant class
imbalance, is addressed by training VGG-19 for binary classification. The model
achieves high accuracy in distinguishing between normal and various eye conditions,
outperforming existing CNN-based models while maintaining low latency. It offers
potential for a consumer-friendly ocular disease categorization system. Additionally,
the study suggests resolving the dataset imbalance using generative adversarial net-
works (GANs). This innovative approach could revolutionize eye disease diagnosis,
aiding medical professionals.

Computational imaging and machine learning techniques have revolutionized medi-
cal image analysis [6], enabling telemedicine on mobile devices. This study aims to
apply these methods to identify eye conditions. The primary goal is to distinguish
between two images amid the vast data expansion across various domains.

Preprocessing methods are employed to improve boundary delineation and feature
extraction, involving image type conversion and a fusion of image processing and
machine learning to devise algorithms. Template matching is introduced, facili-
tating the comparison of a small sub-image with an input image, streamlining the
processing. MATLAB, a widely used tool for image processing, proves advantageous
for addressing specific user needs due to its user-friendliness. The research findings
emphasize the suitability of the Support Vector Machine (SVM) as a classifier algo-
rithm, attributed to its higher accuracy, ultimately influencing the algorithm choice
for problem-solving.

By applying machine learning algorithms to anticipate disease diagnosis, [7] intends
to provide a framework for storing diagnostic data in an internationally standard-
ized format. To guarantee data entry without mistakes, a user-friendly interface is
implemented. Based on age, sickness history, and clinical observations, patient data
are analyzed using a variety of machine learning techniques, such as Decision Tree,
Random Forest, Naive Bayes, and Neural Network. The system develops through
self-learning and incorporates additional categories for symptoms and diagnoses.
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With enough data, the framework performs satisfactorily, with the decision tree and
random forest algorithms both having above 90% prediction accuracy. The amount
of data available has a positive correlation with efficiency and accuracy.

[8] claims Medical imaging, particularly pattern identification and image classifi-
cation, has greatly benefited from deep learning (DL), a subfield of artificial in-
telligence. In ophthalmology, AI and DL technologies have been applied to the
evaluation of OCT pictures for the diagnosis and screening of diabetic macular
edema (DME) as well as retinal photos for the detection and screening of diabetic
eye disease (DR). This review seeks to provide an overview of the successes and
difficulties encountered in integrating DL into screening programs and to transform
DL research into practical therapeutic applications in community settings. With
increased productivity and accessibility as well as the ability to stop blindness and
visual loss from DR, AI and DL are anticipated to become necessary in clinical care.

To help medical personnel identify diseases from X-ray and scan images, [9] sug-
gests automatic disease identification systems that use convolutional neural net-
works (CNNs). A subset of deep learning, CNNs require less preprocessing, which
makes them perfect for decision-making. Optical Coherence Tomography (OCT)
and chest X-ray images of children between the ages of 1 and 5 are the two medical
imaging datasets that the system employs. Using CNN, the images are processed
and categorized, and performance indicators including accuracy, loss, and training
time are monitored. Using trained models for testing, the system is implemented
in hardware. The validation accuracy of the lung dataset is just 63%, compared
to a validation accuracy of almost 90% for the eye dataset. The approach seeks
to increase diagnosis accuracy, decrease newborn mortality from pneumonia, and
identify the severity of eye illness earlier.

[10]’s objective is to establish a diagnostic framework for identifying various medical
conditions such as Retinopathy, Maculopathy, Hypertension, Heart Attack, Diabetic
Retinopathy, Artery Vein Occlusion, Normal, and Stroke in the human body using
retinal images. Accurate segmentation of retinal vessels during pre-processing is
crucial to extracting disease-related information from fundus images. Convolutional
Neural Networks (CNN) are employed to recognize these images, significantly en-
hancing disease prediction. Four architectures, namely VGG 16, VGG 19, Resnet50,
and Densenet 121, are utilized to detect disorders using retinal images. Among these,
VGG 19 is identified as the optimal design due to its consistently high sensitivity
ratings. Using this architecture, a trained model incorporating pre-processing tech-
niques achieves a commendable accuracy of 68%, allowing for the determination of
potential impact on an individual based on retinal images.

[11] is focused on glaucoma detection, a difficult problem of computer-aided diag-
nostic (CADx) systems. The system Glaucoma-Deep, which uses a convolutional
neural network with an unsupervised design to derive characteristics from retinal
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pictures, is described in the study. The most useful deep features are then selected
from an annotated training dataset using a deep belief network (DBN) model. A
softmax linear classifier is used to make the final determination between retinal fun-
dus pictures with and without glaucoma. With an average sensitivity of 84.50%,
specificity of 98.01%, accuracy of 99%, and precision of 84%, the system produced
respectable results. With its reliable approach to glaucoma eye illness detection,
Glaucoma-Deep helps clinical professionals overcome obstacles while conducting ex-
tensive eye-screening methods.

[12] proposes an automated eye disease identification model using digital image
processing methods and deep learning techniques. Four eye diseases are analyzed
and categorized using the proposed method: crossed eyes, bulging eyes, cataracts,
uveitis, and conjunctivitis. The deep neural network model aids in the early detec-
tion of eye disorders and prompts patients to seek ophthalmologists for screening. It
achieved an accuracy of 96% for single-eye images and 92.31% for two-eye images.
It used OpenCV, Keras, TensorFlow, pandas, and NumPy.

[13] aims to develop a quick and simple deep-learning model to automatically classify
retinal fundus pictures into healthy or sick. The architecture of the model has been
tested using two datasets that include real patient retinal fundus pictures from a local
hospital. It is simple and effective. The accuracy of the model was continuously
good, between 96.5% to 99.7%. In the study, LCDNet, a convolutional neural
network-based system, was developed. It successfully performed binary classification
on ocular fundus pictures received from two origins over eight datasets.

(FRCNN) algorithm and fuzzy k-means (FKM) clustering are used in [14]’s method-
ology to automate the localization and segmentation of diseases. To help with illness
localization, the FRCNN starts out working on annotated pictures. FKM clustering
is then used to segment the detected areas. By comparing the segmented regions
with the center of truth data using intersection-over-union processes, the segmented
areas’ accuracy is evaluated. The approach was evaluated on several datasets, in-
cluding Diaretdb1, MESSIDOR, ORIGA, DR-HAGIS, and HRF, to gauge its effi-
ciency. The efficiency of this methodology in illness diagnosis and segmentation is
proven by a thorough comparison with cutting-edge methods.

[15] introduces an automated system using Fast Region-based Convolutional Neu-
ral Network (FRCNN) with fuzzy k-means clustering for disease localization and
segmentation. The system generates bounding-box annotations from ground-truth
data, localizes disease regions, and compares them to ground-truth data. The
study’s performance evaluation uses multiple datasets and confirms its effectiveness
in disease detection and segmentation. Further exploration could provide insights
into automated systems in ophthalmology and deep learning’s role in medical image
analysis.

7



[16] focuses on retinal diseases characterized by retinal exudates, like Diabetic Retinopa-
thy. It presents an automated method for quantitatively diagnosing these yellow
patches in color retinal images. The process involves initial color normalization and
contrast enhancement to enhance image quality. Fuzzy C-Means clustering is then
applied for image segmentation, categorizing regions as exudates or non-exudates
using various classifiers. The study also addresses optic disk localization, crucial
for ophthalmologists. It explores three localization approaches: template matching,
least squares arc estimation, and snakes.

The system achieves a remarkable overall diagnostic accuracy of 90.1% for identi-
fying exudate pathologies and 90.7% for optic disk localization. This advancement
offers valuable support in automating retinal disease detection and localization, a
significant development in ophthalmology.

[17] presents an innovative eye disease detection model using machine learning tech-
nology to expedite disease identification and provide early insights to patients. The
model’s foundation is extensive training on numerous parameters, enabling it to
accurately predict various eye diseases. Key terms like ”eye disease,” ”Keras,” ”ma-
chine learning,” ”convolutional neural network,” and ”supervised learning” are used
in the development. The paper emphasizes the importance of further exploration in
the literature review to contextualize the significance of this approach in the broader
healthcare landscape of eye disease diagnosis, machine learning applications, and its
potential impact on patient care and medical practices.

[18] highlights the importance of image processing in automating eye disease de-
tection, especially in regions with a high prevalence of these conditions. Optical
imaging is crucial for diagnosing retinal diseases, and the paper explores key facets
of image processing, including registration, segmentation, feature extraction, classi-
fication, and statistical analysis. It highlights the need for healthcare professionals
in developing nations like India, where eye ailments like Glaucoma, AMD, Diabetic
Retinopathy, and Diabetic Hypertension are prevalent. The paper suggests low-cost
instrumentation and internet and mobile connectivity to bridge geographical divides
and improve healthcare equity and patient outcomes.

[19] explores the application of image processing and machine learning techniques in
detecting eye diseases. It highlights the potential for automated and accurate disease
recognition, potentially enhancing clinical decision-making in ophthalmology. The
process is tailored to specific human organs and image types, and the combination
of these advanced methodologies can lead to more efficient and accurate disease
detection.

[20] evaluates a method for detecting Mild Diabetic Retinopathy (DR), Mild Dia-
betic Macular Edema (DME), and Mild Glaucoma (GL). It shows high sensitivity
rates of 100% for DR, 94.44% for DME, and 100% for GL detection, and high
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specificity rates of 86.67% for DR, 88.24% for DME, and 100% for GL. These
results highlight the method’s potential for accurate eye condition detection and
differentiation, particularly in diabetic eye disease diagnosis and management.

Diabetic eye disease is a critical concern for diabetic patients, and early screening
is crucial. However, manual assessment is laborious, leading to the development of
automated diagnostic systems. [21] introduces an automated classification system
using two top-tier convolutional neural networks, achieving impressive accuracy of
88.3% for multi-class and 85.95% for mild multi-class classification. This marks
significant progress in automated diabetic eye disease diagnosis.

In [22], a two-stage method is introduced for the detection of diabetic retinopathy
(DR) and diabetic macular edema (DME), both of which are serious threats to
vision. This method comprises two main phases: dataset preparation and feature
extraction. It enhances the performance of a deep learning model known as Cen-
terNet, allowing for precise localization and classification of lesions. Remarkable
accuracy rates of 97.93% and 98.10% are achieved when applied to the APTOS-
2019 and IDRiD datasets, respectively. Moreover, through cross-dataset validation,
the approach demonstrates its superiority, establishing it as a valuable tool for the
automated identification and classification of DR and DME lesions, even in chal-
lenging image conditions.

[23] focuses on the automated classification of eye diseases using hybrid techniques
that combine feature extraction and fusion methodologies. It is crucial for timely
diagnosis and effective treatment in medical imaging, especially in the context of
Color Fundus Photography (CFP) images. The study introduces three strategies:
utilizing an Artificial Neural Network (ANN) for classification, a fusion technique
using ANN, and integrating fused features from MobileNet and DenseNet121 models
with manually crafted features. The study addresses the potential limitations of
automated methods and aims to improve overall diagnostic accuracy. The focus on
hybrid techniques, merging model-derived and handcrafted features, is a promising
avenue for enhancing disease prediction in the medical field. As advancements in
artificial intelligence and image analysis continue, these strategies offer a glimpse
into the potential of computer-aided diagnosis for eye diseases.

2.2 Transfer learning
[24] investigates the growing field of transfer learning in machine learning, which
aims to improve the accuracy of models in the target fields by using information
from associated source areas. In basic terms, it lessens the reliance on a large
amount of desired domain data, which makes it extremely useful in situations with
little labeled information or changing feature patterns. It highlights the drawbacks
of conventional machine learning, particularly the need for large amounts of labeled
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data that is relevant to a certain domain. Humans, on the other hand, are exception-
ally good at applying information in different circumstances. This human aptitude
serves as the inspiration for transfer learning, which aims at adapting information
from one domain to another to enhance learning performance in the target domain.
However, just as humans choose relevant experiences, effective transfer of knowledge
requires topic applicability and the capacity to distinguish transportable knowledge.
To address differences between domains, this survey divides transfer learning into
homogeneous and heterogeneous categories. the study conducts tests to evaluate the
effectiveness of approximately forty sample transfer learning methodologies, primar-
ily focused on homogenous transfer learning. This thorough study is a useful tool
for comprehending the processes, tactics, and consequences of transfer learning and
enables practitioners to select the most appropriate strategies for various situations.

[25] explores the emerging topic of transfer learning, a theory that is expected to
transform machine learning in both academia and industry. The lack of task-specific
information, the challenge of data gathering, and growing privacy concerns all con-
tribute to its importance. The research highlights the fundamental problem of data
scarcity while emphasizing the difficulties in gathering and classifying huge datasets.
Utilizing data is made more difficult by privacy laws like GDPR. Transfer learning
appears as a strong remedy to lessen these difficulties. Utilizing the knowledge
from pre-trained models enables the quick prototyping of machine learning models
while significantly lowering the amount of time and resources needed for training.
The research underlines how crucial it is to comprehend and use transfer learning
properly to prevent negative transfer, which might reduce the accuracy of models.
Different transfer learning tactics, usage reasons, and real-world applications will
all be covered in the article, which aims to give readers an in-depth knowledge of
transfer learning principles and techniques. The survey provides insights into trans-
fer learning theory and practice, especially when it comes to deep learning models,
that have demonstrated unprecedented development and usage.

This poll attempts to close the knowledge gap between seasoned practitioners looking
for thoughts on transfer learning’s proper application and machine learning novices
who may not be conscious of its immense potential. It aims to be an invaluable
tool for understanding the theoretical basis and practical applications of transfer
learning, ultimately directing future studies in this exciting area.

[26]e gives a thorough review of transfer learning (TL) in the context of machine
learning (ML). In today’s real-world applications, the constraints caused by limited
data and the high cost of data acquisition are addressed by TL, an essential com-
ponent of ML. The report emphasizes the growing requirement for effective data
usage and knowledge transfer between jobs. It emphasizes how TL connects the
source job and the target endeavor to improve learning while typical ML algorithms
function in isolation. To speed up and enhance learning, TL makes use of informa-
tion from related tasks completed at various periods. Additionally, it accepts that
TL is an effective learning strategy if there is a lack of target training data. The
publication provides readers with a roadmap by previewing its upcoming material.
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It promises to examine both conventional and cutting-edge TL methods, as well as
applications across domains, difficulties, contributions to sectors such as healthcare,
and potential developments in TL.
This survey is a helpful tool for both newcomers and seasoned professionals in the
industry, giving them a comprehensive grasp of the foundational concepts, real-world
applications, and role of TL in tackling data shortage issues throughout several fields.

The crucial problem of improving the precision and effectiveness of image classifica-
tion models is introduced in this paper. With uses that include object recognition for
robots for recognizing obstacles in self-driving cars, image categorization is crucial
for artificial vision.

[27]’s introduction highlights the amazing advancements in machine learning, es-
pecially those made by Deep Convolutional Neural Networks (CNNs), emphasizing
their outstanding result on image recognition tasks. The Inception-v1 architecture
is introduced, highlighting the necessity of sparsity in networks and adding extra
losses to boost convergence. A newly developed deep network design that uses
micro-networks for better feature abstraction is also mentioned. By suggesting an
inquiry into CNN transfer learning, specifically using the Inception-v3 model, the
paper puts itself in this environment. The motive of the paper is to assess how
well it performs when used with fresh image datasets. In addition to resolving the
shortcomings of earlier studies and emphasizing the potential advantages of trans-
fer learning about both accuracy and computing power, it emphasizes the reasons
underlying the effort.

This study contributes to the knowledge of CNNs, offers suggestions for adapting
networks for other domains, and presents several tests to evaluate the applicability
of transfer learning across various datasets. It prepares the ground for Inception-v3
testing using the Caltech Face and CIFAR-10 datasets. The methodology, exper-
imental design, findings, and conclusions are covered in detail in the succeeding
sections, which provide a thorough examination of CNN transfer learning for image
categorization.

2.3 VGG16

[28] explores how convolutional network depth affects image recognition in a large-
scale setting. Using 3x3 convolution filters, the authors carried out an extensive
analysis of networks with increasing depth. Their work demonstrated how increasing
network depth to 16–19 layers could result in considerable improvements in accuracy.
Their 2014 ImageNet Challenge submission, which won first place in the localization
and classification tracks, was greatly influenced by these discoveries. The study also
showed how their models adapt well to other datasets and produce cutting-edge
outcomes. They also made their top-performing ConvNet models accessible to the
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general public, encouraging more study in the area of deep visual representations for
computer vision. This paper presents ideas for improving ConvNets’ performance
by adding depth and using smaller filters, building on its effectiveness in large-scale
image identification.

The issues of network size and training speed in deep learning, especially image
recognition, are addressed in [29] titled ”Compressed Residual-VGG16 CNN Model
for Big Data Places Image Recognition”. The development of deep convolutional
neural networks (CNNs) has advanced significantly as a result of outstanding per-
formance computer facilities and sizable picture databases like ImageNet. On top
of this foundation, the study suggests the Residual Squeeze VGG16 compressed
model. The advantages of the VGG16 network are retained by this model, which
also accelerates training. The deterioration issue with compression is solved by the
authors using residual learning. On the MIT Places 365-Standard scene dataset, the
algorithm they use performs superbly. Notably, it is 23.86% quicker in training and
88.4% lower in size than VGG16. In areas where the size of models and performance
are crucial, such as mobile GPU applications, autonomous automobiles, and even
security cameras, this research offers extensive ramifications.

[30] explores the revolutionary idea of learning by transfer in the context of ma-
chine learning. In the past, algorithms were built independently, assuming that the
spaces of features and distributions of data used for training and testing were the
same. This is frequently not the case in real-world circumstances when the need
to rebuild a model due to shifting elements and distributions is a laborious proce-
dure. Transfer learning saves the day by enabling another use of previously learned
models’ knowledge. This research shows how pre-trained models may be used for
tasks in various areas by classifying images using VGG-16 with Deep Convolutional
Neural Networks as the basis. This method mimics how people learn by using infor-
mation from one context to address difficulties in another. Contrary to traditional
machine learning, transfer learning makes use of previously acquired knowledge to
improve performance. This is especially useful when labeled data is limited or while
switching between different domains.

2.4 VGG19

[31] introduces ”TranVGG-19,” a cutting-edge transfer training technique for defect
diagnostics that makes use of VGG-19, which has already been trained. Due to a
lack of labeled data and model complexity, conventional deep learning algorithms for
fault identification remain rather shallow. Contrarily, standard CNN models, such
as those for ImageNet, have hundreds of layers, making defect diagnosis difficult.
Transfer learning is used to address this, with VGG-19 acting as an extractor of
features. Time-domain data must be transformed into RGB images for the VGG-19
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Figure 2.1: VGG16 Architecture

algorithm, renowned for its efficiency in pattern and image recognition, to work.
For this objective, the paper develops a novel data preparation technique. Then, it
extracts high-level features with VGG-19 and uses those features to train an entirely
novel, fully linked layer and SoftMax classification. This method makes use of deep
learning’s strengths in identifying problems and shows potential for improving the
efficiency and accuracy of predictions, especially when working with small datasets
in complicated systems.

Diabetic retinopathy (DR) is a significant vision threat caused by retinal degenera-
tion caused by diabetes. Early detection is crucial, but early stages often show no
symptoms. Automated detection and classification are essential, and deep learning
algorithms have been used in data-driven strategies to detect DR. Gargeya devel-
oped a deep learning method with an AUC value between 0.94 and 0.95, Pratt
achieved a sensitivity of 95% and accuracy of 75% using CNN architecture, Aiki
developed a graph neural network for better categorization precision, Mansour used
an ensemble strategy, Khojasteh integrated support vector algorithms and ResNet
for exudate detection, Orlando used deep learning and random forest classification
for red lesions, and various methods for segmenting retinal blood vessels and lesions.
[32] demonstrate how deep learning can automate DR detection and categorization,
enhancing the possibility of early intervention to prevent visual loss.

[33] states that in machine vision and artificial intelligence, image classification is
essential. The accuracy of categorization was significantly affected by the handmade
features used in traditional machine-learning techniques. Convolutional neural net-
works (CNNs) have outperformed conventional techniques as machine learning has
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become more effective in the past few years. Deep learning alone still struggles to
fully retrieve all essential data from photos, which reduces accuracy.

By merging features from the VGG19 deep CNN with time-honored manual tech-
niques including SIFT, SURF, ORB, and Shi-Tomasi corner detection, this study
aims to improve picture categorization. Gaussian Naive Bayes, Decision Tree, Ran-
dom Forest, and XGBClassifier are used for classification. For testing, the tough
Caltech-101 dataset with 101 classes is used. According to the results, integrating
deep and manually built characteristics at the Random Forest classifier outperforms
other approaches with an accuracy of 93.73%. This study emphasizes how a fusion
technique can increase the reliability of image classification.

2.5 ResNet50

The difficulty of training very deep neural networks is discussed in [34] ”Deep Resid-
ual Learning for Image Recognition”. Although deep networks have achieved impres-
sive results in picture classification, there is sometimes a degradation issue when
their depth is increased. The significance of deep neural networks and the problem
of deterioration are emphasized in the introduction. Deep residual learning is an

innovative strategy that the methodology provides. It concentrates on residual map-
pings rather than directly matching intended mappings, which makes optimization
simpler. To do this, shortcut links are used. Using the ImageNet and CIFAR-10
datasets, the research presents empirical proof of the usefulness of deep residual
networks. It demonstrates their exceptional optimization and astounding accuracy
even at enormous depths.

Overall, competition victories show that the deep residual learning approach is a
general and useful solution for a variety of recognition problems.

2.6 Multi-class Image Classification

[35] presented in this paper introduces an active learning strategy tailored for classifi-
cation problems, emphasizing the labeling of the most informative instances. Instead
of randomly picking training examples, this algorithm systematically identifies un-
labeled examples for user annotation, thereby reducing the time and effort required
from human annotators. The approach centers on uncertainty sampling, targeting
unlabeled examples that pose the greatest challenge for classification.
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In this method, the authors put forth an uncertainty metric that extends margin-
based uncertainty to multi-class scenarios, enabling active learning to effectively
manage extensive classes and large volumes of data. The results demonstrate no-
table reductions in necessary training efforts and successful scalability to encompass
extensive categories and substantial data sizes. Future research directions involve
integrating diversity into the selection of multiple images during each iteration to
mitigate redundancy among the chosen samples.

The proliferation of digital multimedia data on the Internet has given rise to an un-
fortunate influx of explicit adult content being disseminated online[36]. In response
to this challenge, this research paper presents an efficient image classification sys-
tem utilizing neural networks to categorize images into distinct classes, including
swimwear, topless, nudity, sexual content, and normal content. The system has
achieved an impressive true positive rate exceeding 80% for complex tasks, making
it a valuable framework for web content rating systems.

This system takes advantage of MPEG-7 descriptors as input features, with the color
layout descriptor proving to be particularly effective for distinguishing between adult
and normal images, while the Homogeneous Texture descriptor shines in classifying
swimwear and topless images. This research underscores the adaptability of standard
MPEG-7 descriptors in capturing well-defined image features and their effective
utilization in the context of a web content rating system.

Utilizing that PASCAL VOC 2007 dataset,[37] examines how well a deep-learning
CNN model does in classifying images. With the least amount of calculations and
system materials, the model, which had been previously trained on Image-Net, is
applied to enhance performance. The behavior of the CNN model is compared in the
study to that of SVM, Region Ranking SVM, and Super-vector coding of local image
descriptors. According to the findings, the CNN model offers a quick and efficient
way to complete multi-class image categorization jobs. The model is adaptable and
can fit a wide range of datasets. After a few training examples, the model becomes
more accurate, outperforming the Super-vector coding of the local image descriptors
approach and coming very close to matching the precision of the RRSVM method.
The outcomes show how well the CNN model can handle a wide range of datasets
and adjust to shifting needs.

[38] discusses the importance of classification, recognition, diagnosis, and clustering
methods in research. It highlights the need for researchers to choose the appro-
priate statistical method for their applications. Feature selection is important for
classification, and the paper collects the most important classification methods such
as KNN, SVM, Decision tree, Naive Bayes, C4.5, Genetic algorithm, ANN, Fuzzy
logic, K-mean, Bayesian, ID3, LDA, QDA, and PCL for research and compares their
effectiveness. This helps researchers determine the best approach for their specific
applications.
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Chapter 3

Methodology

3.1 Proposed Model
Our model begins with an input layer capable of handling digital images of the eye.
The neural network’s input layer anticipates receiving images with a resolution of
224x224 pixels and three color channels. Every image that is submitted is typically
displayed as a matrix of pixel values, and its dimensions match what the model
has stated it anticipates. Convolutional layers are applied to the input image as
part of the first feature extraction process. To extract a range of features from a
picture, the VGG19 and ResNet50 architectures are utilized in tandem. In contrast
to VGG19, ResNet50 employs a set of convolutional and pooling layers to handle
problems involving vanishing gradients. The qualities from ResNet50 and VGG19
are combined by the model after that. Each input image provides a 512-dimensional
feature vector for the VGG19 model and a 2048-dimensional feature vector for the
ResNet50 model. The output feature maps from ResNet50 and VGG19 are both
flattened into one-dimensional vectors after feature extraction. This transformation
makes the subsequent processing easier and guarantees that the model can success-
fully use the extracted features. Additionally, a layer of concatenation is employed
to join the flattened feature vectors from ResNet50 and VGG19. By combining the
advantages of both architectures, this feature merging seeks to produce a thorough
representation of the input images. The dimensionality of the concatenated feature
vector is 2560. The phase of batch normalization follows.The feature vector that
has been concatenated is subjected to batch normalization. During training, this
method normalizes the activations inside each mini-batch, improving model stability
and accelerating convergence. 10,240 non-trainable parameters make up the batch
normalization layer.A completely connected layer with 256 units is then added af-
ter batch normalization. Between the high-dimensional feature vector and the final
classification layer, this layer contributes to non-linearity. A dropout layer with a
dropout rate of 0.5 is added after the fully connected layer to avoid overfitting. Fi-
nally, Four units make up our model’s output layer, which corresponds to the four
different classes needed to complete the image classification challenge. The final
predictions are generated by this layer, which also provides probabilities for each
class.
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Figure 3.1: Model Work Flowchart
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3.2 Data Collection and Preprocessing

3.2.1 Data Collection
The dataset for this study is sourced from Kaggle, specifically the ”Eye Diseases
Classification” dataset provided by Gunavenkata Doddi. This dataset is a valuable
resource containing a wide variety of eye images, making it suitable for training a
robust deep-learning model for disease classification.

3.2.2 Data Acquisition
This is an original dataset. To elaborate, the owner collected the data from primary
sources. Moreover, the sources he used were all authentic such as IDRiD, Oculur
recognition, and HRF. Furthermore, the data is high quality and well documented.

3.2.2.1 Data Overview

The dataset comprises a diverse collection of eye images, each categorized according
to the presence of different eye diseases. It includes images of conditions such as
cataracts, glaucoma, diabetic retinopathy, and more.

Figure 3.2: Image from every class of dataset

3.2.2.2 Data Size

The above-mentioned dataset consists of over 4200 individual images. Additionally,
the images are divided into four different classes which are Normal, Cataract, Glau-
coma, and Diabetic Retinopathy. As a result, each class contains approximately
1000 images.
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Figure 3.3: Classes of Dataset

3.2.3 Data Preprocessing
3.2.3.1 Image Resizing

Image preprocessing is a crucial step in deep learning for computer vision tasks
like image classification. To ensure uniformity and compatibility with the selected
deep learning models (VGG19 and ResNet50), all images are resized to a consistent
resolution which is set to (224, 224).

3.2.3.2 Data Normalization

Image pixel values will be normalized to fall within a specific range (usually between
0 and 1) to facilitate model convergence during training.

3.2.3.3 Data Augmentation

Data augmentation techniques such as rotation, flipping, zooming, and brightness
adjustments will be applied to artificially increase the dataset’s diversity. This
helps prevent overfitting and enhances the model’s ability to generalize. Here, the
Data augmentation technique applied is horizontal flipping. This means that during
training, some of the images are horizontally mirrored, effectively doubling the size
of the training dataset.

3.2.3.4 Stratified Sampling

With the data organized into a data frame, the next crucial step is to split it into
separate datasets for training, validation, and testing. It is essential to perform this
split while maintaining the balance of class labels to ensure that each dataset subset
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is representative of the overall dataset. This prevents class imbalance issues that
can affect the model’s performance.

3.2.4 Data Splitting
3.2.4.1 Training-Validation-Testing Split

This function orchestrates the process of data splitting. It starts by creating a data
frame containing file paths and labels for all data samples using the previously de-
fined functions. It then proceeds to perform a stratified split, where 80% of the data
is designated for training, ensuring the majority of the dataset is allocated for model
training. The remaining 20% of the data is evenly divided into two subsets vali-
dation and test sets. This allocation facilitates model evaluation and testing while
maintaining the balanced distribution of class labels in these subsets. The training
set is used to train the model, the validation set helps in tuning hyperparameters
and preventing overfitting, and the testing set is reserved for final model evaluation.

3.3 Hybrid Deep Learning Model Architecture

3.3.1 Model Integration

Integrating the well-established VGG19 and ResNet50 models results in the creation
of a synergistic deep-learning architecture. This fusion leverages the complementary
characteristics of both architectures to improve the classification accuracy and ro-
bustness of eye diseases.

3.3.1.1 VGG19 Architecture Integration

The VGG19 architecture is renowned for its simplicity and consistency, comprising
convolutional layers followed by fully connected layers. VGG19 is made up of 16
convolutional layers organized into five convolutional blocks and interspersed with
max-pooling layers. The VGG19 architecture is utilized as one of the primary fea-
ture extractors in the hybrid model. The VGG19 convolutional layers retain their
pre-trained weights (typically trained on ImageNet data). The final, totally inter-
connected classification layers have been modified to accommodate the classification
of our model.
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Figure 3.4: VGG19 Architecture

3.3.1.2 ResNet50 Architecture Integration

On the contrary, ResNet50 is lauded for its deep residual connections that mitigate
the vanishing gradient problem. This architecture employs skip connections, or
shortcuts, to facilitate the flow of gradients during training, thereby enabling the
training of substantially deeper networks.

Figure 3.5: ResNet50 Architecture

In the hybrid model, ResNet50’s convolutional layers are combined with VGG19’s
features. The combined characteristics of the two architectures produce a compre-
hensive representation of the input data, capturing intricate patterns and hierarchi-
cal characteristics pertinent to eye diseases.
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Concatenate Layer combines the flattened outputs of the ResNet50 and VGG19
models to produce a single vector of shape (None, 2560). The features that both
models extracted are combined in this stage.

Figure 3.6: Model Structure

3.4 Feature Fusion
The fused feature representations from VGG19 and ResNet50 are the input for the
subsequent layers of the hybrid model. To effectively integrate these features, feature
fusion techniques, such as concatenation or element-wise addition, are employed.
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3.5 Fine-Tuning
The combined feature vector is then processed by additional layers, which may
include entirely connected layers and dropout layers to prevent overfitting. The
model can adapt to the specific nuances of eye disease classification through the
fine-tuning of these layers.

3.5.1 Hyperparameter Tuning

The training and validation phase of this study adheres to a rigorous and system-
atic methodology, including data partitioning, hyperparameter tuning, performance
monitoring, regularization, and fine-tuning. Collectively, these factors guarantee the
development of an effective hybrid deep-learning model for the classification of eye
diseases. In addition, the validation set is used to fine-tune crucial hyperparame-
ters, such as the learning rate, sample size, and regularization strength. Continuous
monitoring of the model’s performance on this set permits modifications to be made
to optimize training.

3.6 Cross-Validation
Cross-validation techniques are employed to assess the model’s generalization across
various folds of the dataset. This phase ensures that the performance of the model
is consistent and reliable across all data subsets. In conclusion, the hybrid deep
learning architecture in this study is a sophisticated combination of the VGG19
and ResNet50 models, capitalizing on their architectural advantages and feature
representations to improve the accuracy and reliability of eye disease classification.

3.6.1 Training Set
The training set constitutes the largest portion of the dataset, typically encompass-
ing around 80% of the total data. This set serves as the foundation upon which the
hybrid deep learning model is built. During the training phase, the model learns to
capture and generalize patterns, features, and representations from the input data,
gradually improving its classification capabilities through iterative optimization.

3.6.2 Validation Set
The validation set consisting of 10% of the dataset, is crucial to the model devel-
opment procedure. It has dual primary functions such as Hyperparameter Tuning
and Preventing Overfitting. Periodically, the model’s performance on the validation
set is evaluated as it is trained on the training set. This evaluation functions as a
safeguard against overfitting, as training is terminated if the model’s performance
on the validation set stagnates or degrades.
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3.6.3 Testing Set
During the training and validation phases, the testing set, which comprises the
residual 10% of the dataset, is completely withheld. This set remains unaltered
until the evaluation of the final model is complete. It functions as an independent
benchmark to evaluate the model’s capacity to extrapolate to unobserved data and
provides a reliable measure of its performance in the real world.

3.7 Training callback function
We used a callback method named “MyCallback for monitoring and controlling the
training process of a Keras model. Firstly, we initialized the method with various
functions to execute some of the most important tasks such as learning rate ad-
justment, stopping training, training batches per epoch, total epochs, monitoring
and recording output data, a threshold for accuracy, and a factor for reducing the
learning rate. Moreover, it also allowed us to halt training manually. To summarize,
this custom callback is designed to provide detailed monitoring of the training pro-
cess, facilitate learning rate adjustments, and allow us to intervene during training
if needed.

3.7.1 Learning Rate
The callback dynamically adjusts the learning rate based on the following condi-
tions such as training accuracy and threshold. To elaborate, if training accuracy is
below the threshold, it monitors training accuracy for improvement, and if training
accuracy is above the threshold, it monitors validation loss for improvement. In
addition, learning rate adjustments are made depending on a specified factor if no
improvement occurs for a specified number of epochs.

3.7.2 Batch Size
Batch size defines the number of samples used in each iteration of a training proce-
dure. It influences the convergence speed and memory requirements of the model.
Experimentation determines optimal sample sizes, ensuring efficient gradient up-
dates and robust training. To make our model more efficient we use a batch size
equal to 40.

3.7.3 Number of Epochs
The number of epochs represents the number of times the model processes the entire
training data set. Early stopping mechanisms are implemented, where training halts
if the model’s performance on the validation set plateaus or deteriorates, preventing
overfitting.

3.7.4 Early Stopping
This is one of the most important techniques used to prevent overfitting. This guar-
antees that training stops at the point where the model’s performance against the
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validation set starts to decrease. Monitoring performance metrics such as accuracy
or loss across multiple epochs accomplishes this.

3.7.5 Dropout
Dropout layers deactivate neurons at random during each training iteration, pre-
venting an over-reliance on particular neurons and fostering a more robust model.
This layer applies dropout to the output of the previous dense layer with a dropout
rate of 0.5.

3.8 Implementation

3.8.1 Choice of Deep Learning Framework
An essential step in the research process is deciding which deep learning framework
to use to create the hybrid VGG19 and ResNet50 models. The research team’s
interests, study aims, and best practices should all be taken into consideration while
choosing a framework. TensorFlow and PyTorch are two popular frameworks that
are well-known for their adaptability and robust community support.

3.8.2 Model Architecture Implementation

3.8.2.1 Model Definition

The model architecture, comprising the integrated VGG19 and ResNet50 models,
is defined within the chosen deep learning framework. This involves specifying the
layers, connections, and parameters of the hybrid model.

3.8.2.2 Transfer Learning

Pre-trained weights from publicly available models (VGG19 and ResNet50) are
loaded into the appropriate layers of the hybrid model. These weights serve as
valuable starting points, capturing general image features from the original Ima-
geNet dataset. Fine-tuning may be applied to adapt these weights to the specific
task of eye disease classification.

3.8.3 Data Pipeline

3.8.3.1 Data Loading

To read data from the dataset we automatically loaded images from four individual
directories at once. Additionally, we have split the data in an 8:1:1 ratio for training,
validation, and testing respectively.
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3.8.3.2 Data Augmentation

During the data loading process, augmentation techniques are employed to reduce
overfitting, improve model generalization, and enrich the dataset. Therefore, we
resized all images into 224*224. Moreover, we flipped the images horizontally to
avoid overfitting. To achieve our expected outcome we used the Keras ImageData-
Generator class for real-time image augmentation that guarantees image variation
for each epoch.

To summarise, the implementation portion of our research entails the careful con-
struction of the hybrid deep learning model, along with preprocessing data, setting
up the training environment, and evaluating the model. Integral elements that
guarantee the research complies with ethical norms and offers openness in the code
and outcomes are ethical considerations and interpretability tools. The discipline of
medical AI must advance to benefit from this deployment of academic rigor.
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Chapter 4

Result and Analysis

Our study employed a hybrid deep learning model that integrated the VGG19 and
ResNet50 architectures to classify eye diseases. The main objective was to evaluate
the efficacy of the model in enhancing the accuracy of classification. The hybrid
model demonstrated outstanding performance by reaching a noteworthy accuracy
rate of 94.7 percent on the test dataset, thereby highlighting the efficacy of our
technique.

Figure 4.1: Accuracy and Loss graph

4.1 Evaluation
This research’s evaluation phase is crucial for assessing the performance and effec-
tiveness of the developed hybrid deep learning model for ocular disease classification.
To validate the model’s capabilities and provide insights into its classification per-
formance, a comprehensive set of evaluation metrics and procedures is utilized.

4.1.1 Performance Metrics
To quantify the efficacy of the hybrid model, a variety of well-established evaluation
metrics are used such as Accuracy, Confusion Matrix, Precision, Recall, and F1-
Score. Firstly, Precision aids in determining the false-positive (FP) rate of the
model, which is crucial for healthcare applications. Secondly, Recall quantifies the

27



model’s ability to reliably identify all actual positive cases among all true positive
(TP) and false negative (FN) cases. Thirdly, F1-Score helps to provide a balanced
performance metric for models.

To elaborate, Precision is determined by the formula TP / (TP + FP). Additionally,
The calculation of recall is defined as the number of TP divided by the sum of TP
and FN. Similarly, The F1-score is computed using the formula: 2 * (precision *
recall) / (precision + recall).

A confusion matrix provides a comprehensive analysis of the classification results
of the model, displayingTP, TN, FP, and FN for each disease category. It is most
usefull for comprehending the strengths and weaknesses of the model.

Figure 4.2: Confusion Matrix

Accuracy measures the proportion of correctly classified samples among all samples
in the assessment set. It provides a comprehensive assessment of the classification
accuracy of the model. Our hybrid model gave us an excellent accuracy of 94.7%
on eye disease classification. To elaborate, The accuracy metric is computed by

ACC =
(TP + TN)

(TP + TN + FP + FN)
(4.1)
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Table 4.1: Precision, Recall, F1 score Table

Preci-
sion

Recall F1
score

Cataract 94% 97% 96%

Diabetic
retinopa-
thy

100% 100% 100%

Glau-
coma

94% 90% 92%

Normal 91% 92% 91%

4.2 Comparison
To demonstrate the superiority of the hybrid model, a comprehensive comparison
with baseline models is conducted. This comparison is vital for demonstrating the
superiority of synergistic deep learning approaches over individual models. We have
applied several neural networks with a lot of changes in this dataset. We have
implemented VGG16, VGG19, ResNet50, and ResNet101V2 and after trying all the
models, VGG19 and ResNet50 perform better in this dataset. Our custom callback
function plays a vital role in this model as it can manipulate learning rates, epochs,
and weights to gain more accuracy. With this function, we get a 94.7% accuracy
from the hybrid model.

Table 4.2: Hybrid Model Accuracy

Train Validation Test

Loss 0.329 0.466 0.459

Accuracy 0.999 0.945 0.947
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Table 4.3: Accuracy Table

Test Val-
ida-
tion

Train

VGG16 90.04% 91.80% 98.87%

VGG19 92.87% 93.98% 99.4%

VGG16 and
Rest-net101
v2.0

93.60% 93.36% 99.14%

VGG19 and
Rest-net101
v2.0

94.08% 95.5% 99.94%

VGG19 and
Res-net50

94.79% 94.55% 99.94%

VGG16 and
Res-net50

94.31% 94.31% 99.35%

4.3 Discussion
The hybrid VGG19 and ResNet50 model has demonstrated a notable accuracy rate
of 94.7 percent, highlighting the possibility of combining deep learning techniques
in the field of eye illness categorization. In addition to its high level of accuracy, the
model also provides interpretability, which is a crucial aspect in healthcare applica-
tions. The strong performance of this system indicates its potential practical appli-
cability in aiding ophthalmologists in achieving precise diagnoses. The subsequent

stages of our research entail engaging in collaboration with medical professionals
to verify the efficacy of the model within clinical environments. Furthermore, eth-
ical aspects of data protection and bias mitigation will be thoroughly examined to
guarantee the responsible implementation of the proposed measures.

In summary, our study makes a substantial contribution to the progression of eye
disease categorization, hence having potential consequences for enhancing patient
care and facilitating the wider use of deep learning techniques in the field of medical
picture analysis.
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Chapter 5

Approach Limitation

The dataset employed is what prevents our study approach from improving eye ill-
ness classification through synergistic deep-learning techniques. Although there are
a lot of retinal images in the dataset that show normal vision, diabetic retinopathy,
cataracts, and glaucoma, it’s crucial to take into account the data’s diversity and
variability.

The dataset comes from a variety of sources, including IDRiD, Oculur recognition,
and HRF, and each class in it has about 1000 photos. It is crucial to keep in
mind that the dataset may contain biases or variability due to variations in imaging
techniques, apparatus, and methodology among various sources. Additionally, the
dataset does not describe the distribution of images from each source, which may
affect the model’s capacity for generalization and training.

The sole usage of the hybrid VGG19 and ResNet50 deep learning models is another
drawback of our strategy. The intricacy and variability of eye illnesses may limit the
efficacy of these models, despite their impressive performance in picture classification
tasks. Future research could investigate the incorporation of other deep learning
architectures or ensemble models to get around this restriction and further improve
the classification’s accuracy and robustness.

It’s also critical to recognize that our approach’s reported accuracy of 94.7% might
not necessarily apply to clinical settings in the actual world. The variety of eye
disease cases encountered in clinical practice might not be accurately reflected by
the dataset used for training and evaluation. Therefore, care should be exercised
when extrapolating our model’s performance from known patient data.

Due to these restrictions, future research might concentrate on collecting more varied
and representative datasets, which would cover a wider spectrum of eye conditions
and incorporate information from other clinical settings. Additionally, investigating
the fusion of various deep learning models or utilizing transfer learning strategies
could improve the effectiveness and reliability of eye illness categorization systems.
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A few more things need to be taken into account in our study strategy in addition
to the restrictions already highlighted.

First of all, because the dataset we used for this study only included static retinal
images, it may not accurately reflect the dynamic character of some eye illnesses.
For an accurate diagnosis and classification of some eye disorders, such as macular
degeneration or retinal detachment, a time-series analysis or the use of other imaging
modalities, like optical coherence tomography (OCT) or fluorescein angiography,
may be necessary. As a result, the application of our method might only apply to
specific eye conditions that can be accurately represented by static retinal pictures.

Second, it’s critical to recognize any biases and imbalances that might exist in the
dataset. Despite efforts to compile a varied collection of photos, it’s possible that
some eye conditions or demographic traits, such as age, gender, or ethnicity, are
still underrepresented, which may limit the applicability of our method. To reduce
these biases and improve the resilience of the classification algorithms, future studies
should try to collect larger and more balanced datasets.

The interpretability of the deep learning models utilized in our technique is another
factor to take into account. Despite its great accuracy in a variety of image classifi-
cation tasks, the VGG19 and ResNet50 models are sometimes referred to as ”black
box” models. It can be difficult to comprehend the rationale behind these models’
classification choices, particularly when considering medical diagnoses. The clinical
acceptability and credibility of our method could be increased by incorporating in-
terpretability techniques, such as attention mechanisms or saliency mapping, which
could offer insights into the models’ decision-making processes.

Last but not least, accuracy—a typical parameter used in classification tasks—is
the main basis on which the effectiveness of our approach is assessed. However, it is
crucial to take into account other performance parameters, which are more pertinent
to clinical decision-making and the identification of false positives or false negatives,
such as sensitivity, specificity, or area under the receiver operating characteristic
(ROC) curve. To ensure the clinical utility of our approach, future studies should
focus on comprehensive evaluation using multiple performance metrics and compare
the performance against existing state-of-the-art techniques.

Our research approach in enhancing eye disease classification through synergistic
deep learning approaches can open the door for improved diagnostic accuracy, early
detection, and individualized treatment for patients with eye diseases by addressing
these limitations and considering the additional factors mentioned.
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Chapter 6

Conclusion

In summary, our study, which centered on the integration of VGG19 and ResNet50
models in a parallel hybrid framework to improve eye disease classification, has
yielded a notable accuracy level of 94.7%. The accomplishment is propelled by
the model’s effective incorporation of diverse features, use of ensemble learning
techniques, and ability to do real-time inference. The hybrid technique we have
developed not only represents a significant advancement in the classification of eye
diseases but also exhibits considerable potential for practical clinical applications,
hence providing benefits to both medical practitioners and patients. This devel-
opment signifies a notable advancement in the enhancement of early and precise
detection of ocular ailments through the utilization of deep learning techniques.

Consequently, it holds extensive ramifications for the field of medical picture analysis
and the overall healthcare sector. In addition to its notable precision, the hybrid
VGG19 and ResNet50 model exhibits considerable potential for practical clinical
implementations. The correct classification of eye disorders by this technology can
serve as a significant tool for medical practitioners in the diagnostic process. Our
research not only makes a valuable contribution to the discipline of ophthalmology,
but also sheds light on the wider possibilities of utilising deep learning methods in
the analysis of medical images. The efficacy and flexibility of synergistic techniques
are exemplified by the triumph of our hybrid model.In summary, our study denotes
a significant breakthrough with regards to eye illness classification and detection ,
surpassing mere numerical accuracy and embodying a revolutionary progression.
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