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Abstract
In today’s world, where science and technology are constantly evolving day by day,
people are drawn to tangible experiences and visual representations. There’s a grow-
ing effort to teach machines about human movements and postures to enable smart
decision-making. This has led to increased interest in the field of human action
recognition (HAR) among researchers globally. Our research focuses on implement-
ing advanced technologies to address criminal activities, specifically emphasizing
Human Activity Recognition (HAR). Moreover, our dataset includes 1275 videos,
covering 20 different actions involving both violent and non-violent behaviors. In ad-
dition, we have developed a pipeline that utilizes YOLO-v8 to extract background,
followed by models for accurate video classification. two models,conv-lstm and lrcn,
were incorporated into our deep learning pipeline. Through our observations, we
found that the LRCN model outperformed the other model, achieving an accuracy
of 62% and an F1 score of 60% for the 20 classes, for 17 classs an accuracy of
63% and an F1 score of 66%. for binary classifcation LRCN got accuracy of 88%
and an F1 score of 87%Our research focusses the potential of advanced technologies
to significantly improve Human Activity Recognition (HAR) in addressing various
aspects of criminal activities in real-time scenario. This marks a substantial step
forward in intelligent decision-making and public safety.

Keywords: Human Action Recognition; Machine Learning; Convolutional Long
Short-Term Memory; Human Motions; Intelligent Decision-making; YOLO-v8; Long-
term recurrent convolutional network; Visual Representations
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Chapter 1

Introduction

Human action recognition or HAR is a very interesting field for research. In many
countries specially in Bangladesh we can see that there can be many suspicious
activities can be found such as- snatching, stealing, hitting etc. And there can be
many violent acts we can find in our society. So, it is necessary for us to have a
system which will be able to detect the suspicious acts or criminal acts. In many
advanced counry or technologically advanced country has some automated system
which can detects human activity. For example, USA has that system where if a
man try to do some criminal activity , the act will directly be generated and will
be sent to their police office. So, we can assume that how the human act detection
is important in the modern era. In some mid level country like Bangladesh where
crime acts are maximum here it is necessary to deploy the system. We know that
our country is technologically not that advanced so this recognition system must
have to be usable for the controller. Also, there is another major point which is
this human action detection can also play a vital role in monitoring a patient. For
example, a patient is in life support here we can deploy the system in order to
monitor the patient acts.[2] So, we already have major two ponts of this reasearch
one is to detect the violent acts and the other one is to monitor patient acts. In this
paper, we deal with some video data due to detection of human action where we
not only detected actions but also detected violent and non -violent acts using some
models using deep learning. In computer vision, this system is very necessary to
deploy in order to detect violoent acts as well as detecting patient acts. Therefore,
HAR or human action recognition is very important to deploy in modern era.

1.1 Research Problem
This research is all about making the computers better at figuring out what people
are doing in videos. The main aim is to improve accuracy by using deep learning,
which is like teaching computers to learn on their own. The focus is on by making
the computer understand different actions even when things like appearances, back-
grounds, and viewpoints change. The main goal is to do this in real-time, meaning
really quickly, while using data efficiently. All of these improvements are very im-
portant to help make computers better at understanding human actions, especially
in areas like computer vision and human-computer interaction.
By detecting what people are doing in videos is important and necessary for some
sectors such as- security systems, how we interact with computers, summarizing
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videos, and analyzing sports. But it’s tricky because people look different, back-
grounds change, and sometimes things block the view or get in the way. This paper
is trying to build a reliable system using deep learning to recognize various human
actions from videos. The main focus will be on spotting violent actions accurately
in real-life situations.
Traditional methods for spotting human actions usually rely on manually created
rules, which might not capture all the details in videos. This research main target is
to solve this problem by using deep learning to automatically by finding important
features directly from the raw video data, making action recognition more accurate.
Identification of human movements correctly is tough because people can look very
different, and the way things are recorded can change how actions appear. This
research is all about creating deep learning models that can handle these variations
well, making action recognition more precise and useful for us.
Real-world situations add challenges such as- blocking the view or actions happening
quickly, making it hard for computers to understand. The main goal of this project
is to create deep learning models that can deal with these challenges, improving the
ability to detect actions.
By creating deep learning models for recognition of actions usually needs a lot of
labeled data, which means videos that are already marked with what actions are
happening. Getting this data can be time-consuming and expensive. This study
is exploring ways like data augmentation and semi-supervised learning to overcome
this problem and make deep learning models better even with limited labeled data.
Faster and real-time identification of human actions is crucial for things like security
systems in fast-changing environments. This research wants to create smart systems
that can recognize actions in real-time while still being accurate. So, this includes
due to figuring out ways to make models smaller and less complex.
In simple terms, this research asks, ”How can we use deep learning to make
computers better at understanding different human activities in videos,
making it more accurate, faster, and improving computer vision?”
The primary goal of our is to recognize human actions from videos or real time
data using deep learning models and solve related challenges. The hope is that
the findings will contribute to areas like artificial intelligence, computer vision, and
how we interact with computers. This contribution aims to create a system that
can quickly and accurately understand human activities in different and complex
situations.

1.2 Research Objectives
The aim of our research is to introduces a human activity recognition system that
can accurately recognise a wide range of actions in different movies. This objective
will be accomplished by using many models specifically designed for certain condi-
tions. We propose using Convolutional Neural Networks (CNN) which is used for
extracting visual insights and Long Short-Term Memory (LSTM) which is used to
learn temporal information, with the option of further including Recurrent Neural
Networks (RNN) and Gated Recurrent Units (GRU). The main motive is to iden-
tify human acts from video dataset. The system uses established models to identify
and categorize these movements which is either normal or abnormal, based on the
specific circumstances of the person.
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The research objectives are outlined as follows:
1. We need to gain a comprehensive understanding of the methodologies used for
identifying human activities (HAR) and their functioning.
2. We need to develop a human action recognition system using cnn and lstm. 3.
We must obtain a comprehensive comprehension of the fundamental ideas behind
cnn along with lstm models.
4. We must conduct a thorough evaluation of the implemented model.
5. And proposing architectures to enhance the model’s efficiency..
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Chapter 2

Related Work

The Research conducted by the authors Liu et al. in which their methodology
consisted of two different segments. One corresponds to VMHI, while the other per-
tains to FRGB. The VGG-16 CNN model architecture was used to analyze motion
pictures in historical context for VMHI, whereas the Faster CNN was applied for
FRGB. The latter included VGG-16, Kalman filter, RPN, pooling of ROI, and a
layers of classification. The integration of this architecture resulted in the produc-
tion of class labels and enhanced the ability to identify activities. The study used
the Weizmann, Kth, and Utinteraction databases. The reference is from Liu et al.
(2021). [13].
Jaouedi et al. conducted a study on motion tracking using the GRNN architecture.
The video data was entered and the movements or activities were monitored using
the Kalman filter and Gaussian mixture model (GMM). Subsequently, the tensor
was fed into the GRNN model, which is structured with layers for input, hidden
components (employing GRU), and output. The Kth and Ucf101 datasets were
used to train this video classification model. The reference is from Jaouedi et al.
(2020). [5]
Tsai et al. conducted a study on multi-person activity detection, originally using
YOLO for object recognition in the input movies. The YOLO outputs were further
analysed using the Deep Sort model, which uses sliding windows and a 3D conversion
model to identify face features and actions. Optimised bounding boxes with nonmax
suppression. The datasets included UCF101, kinetics, Kth, and TRECVID 2008.
The reference is Tsai et al. (2020). [8].
The authors Kumar et al. used a model name the Gaussian Mixture (GMM) in
conjunction with Kalman of probabilistic model features for feature identification,
rather than relying on the Kalman filter. The Gated Recurrent Neural Network
(GRNN) had been subsequently utilized to distinguish and classify specific actions
or labels. This study used the Kth, Ucf, and Ucf101 databases. The source cited is
Kumar et al. (2021). [12].
Zhang et al. used the VGG-16 Convolutional Neural Network (CNN) structure to
first analyse visual inputs. This splited the video frames into two groups. High-
level convolutional features and mid-level convolutional features. In order to un-
derstand time based information, the sequential attributes were then fed into short-
term memory models, namely FC-LSTM and Conv-LSTM. Subsequently, the output
from the model that extracted the features was sent to an another module named
attention, which is dedicated for detecting and highlighting important character-
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istics.This research firstly one attention module was ussed namely the Temporal
Attention Module (TAM) and another attention module helped it that they called
the Joint Spatial-Temporal Attention Module or JSTAM. The output of Convo-
lutional LSTM or Conv-LSTM was inputted into JSTAM, whereas the result of
FC-LSTM was allocated to TAM. The attention modules, obtained from the analy-
sis of the primary component, were incorporated into a fusion module that produced
an output with labels defined by softmax. This experimentation used the Hmdb51
and Ucf101 datasets.[9].
The project done by Muhammad et al. began by using input frames from the
dataset. These photages went through Convolutional Neural Network (CNN), then
max-pooling layer, batch normalisation, and an activation function of ReLU. Further
refinement of the outcome involved processing through residual dilated CNN blocks
and the integration of skip connections. Within the residual block were feature
learning components that incorporated D-CNN, batch normalisation, and ReLU
activation. The skip connection consisted of two deep convolutional neural networks
(D-CNNs) with filter sizes of 33 and 11, including batch normalisation and ReLU
activation. The use of D-CNN resulted in improved performance via the process of
semantic segmentation and the capturing of implicit information.The Fusion module
collects the outputs from the remaining blocks and skip connections, and directs
the combined output to an attention module to generate a context vector. The
use of a two directional Long Short-Term Memory (Bi-LSTM) architecture was
implemented to extract sequential patterns from the attention module. The patterns
were subjected to further processing using completely linked layers and Softmax
activation, which led to the production of actions [15].
In this study, Dai et al. used a basic architecture that included a stream attention-
based Long Short-Term Memory (LSTM) model. Each video input from the dataset
was processed. There are two streams: one focusing on spatial-temporal features
and the other on temporal features. The temporal attention module autonomously
identifies salient regions throughout the frames of the videos in the temporal system.
After the pooling layers of the spatial-temporal system, an LSTM is used to reveal
concealed temporal linkages within the deep spatial map. The spatial system assigns
various weights to items at different levels. After that the combination of the spatial-
temporal features and temporal feature occures. Next a Fully connected layers were
utilized to generate labels or outputs by aggregating the collective outcome. The
research used the Ucf11, and Ucf sports as data sources. They also used the Jhmdb
dataset. [4].
Khan et al. first acquire input videos from the dataset throughout their investiga-
tion. The main structure consists of 26 layers of Convolutional Neural Networks
(CNNs), including conv layers, Max pool layers, activation layers. The inputted
frames traverse all 26 levels of the model, with characteristics extracted in the FC.
Subsequently, a method that combines characteristics using high entropy is used to
identify and prioritise features. The PDaUM module effectively discovers the most
robust traits by combining the Poisson distribution with Univariate Measures. The
PDaUM algorithm prioritises the most prominent characteristic and then inputs it
into the ELM to ascertain the ideal labels. The study conducted by Khan et al. in
2021 made use of datasets like Ucf sports, Kth, Weizzman, and Hmdb51. [11].
Luvizon and his colleagues use a multi-task framework in their research, aiming to
accurately ascertain the placements of humans in static photographs and identify
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their actions in video sequences. The architectural design incorporates Convolu-
tional Neural Networks (CNNs), which consist of a downsampling unit, an upsam-
pling unit, and blocks of prediction. The crucial element, the prediction blocks,
extract pictures or features from the previous pyramid, producing multitask char-
acteristics that are used for predicting both posture and movement. Nevertheless,
the significant computational expense linked to this design presents a constraint,
impeding its practicality in real-time applications. [6].
Mazzia and his colleagues did a research where they introduced an attention-focused
architecture called Action Transformer for the purpose of live action identification.
The The Transformer architecture efficiently processes sequences of pose matrices by
using a linear projection map, which converts the poses into a model with a higher
number of dimensions. The researchers created three separate sets of the model,
with each set consisting of 2, 5, and 10 samples, respectively. The present technique
fails to effectively use the understanding of how different components of posture are
interrelated, despite its positive qualities [23].
Gao and colleagues provide a novel paradigm in their work, using insights from
nature to distinguish human activities from different perspectives. The model si-
multaneously learns adjustable weights for each camera, integrating fusion at both
the score and feature levels. In order to facilitate the acquisition of vocabulary at
the category level, the model produces a collection of instances pertaining to cer-
tain action classes. Nevertheless, an intrinsic constraint exists in its vulnerability
to variations in input characteristics and the efficacy of dictionary learning, which
directly affects the accuracy of classification [2].
The study conducted by Chakraborty et al. suggests the use of transfer learning
on a convolutional neural network (CNN) that had pre-trained weights to recognise
human activities using a small number of static pictures. Essential elements consist
of data augmentation to overcome the dataset’s constraints and transfer learning
based on convolutional neural networks (CNN). Although the model outperforms
existing cutting-edge techniques, its performance deteriorates in same contextual
environments [10].
The research conducted by Yuan et al. focuses on identifying group activities using
the Dynamic Inference Network. The Dynamic Relation and Walk modules are
used on a spatiotemporal graph to forecast a relation matrix and dynamic walk
offsets. This method produces a personalised and dynamic graph that outperforms
the most advanced techniques, even when using limited computational resources.
Nevertheless, the article would be enhanced by taking into account contextual signals
derived from the visual realm (Yuan et al., 2021).
The work conducted by authors, Perrett et al. presents an approach to action clas-
sification, which combines a few-shot methodology with a CrossTransformer module
of attention. This idea takes into account the resemblance between frames in a
video and frames in a set of supports. A convolutional network is used to compute
the D-dimensional representation of the input frame. The examination of results
demonstrates that data augmentation has a good impact on convolutional neural
network designs. Further investigation might examine spatiotemporal variations of
TRX that are consistent with individual frames, perhaps revealing marginal im-
provements when using tuples in the suggested paradigm (Perrett, 2021).
The research conducted by Ray et al. rigorously examines a wide array of publica-
tions published in the last 10 years, up to 2022, with the objective of understanding
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human behaviour using computer vision techniques. The main objective is to classify
activity identification into generative, discriminative, and graph-based methodolo-
gies. The study determines that the effectiveness of transfer learning in human
activity recognition (HAR) models relies on both, firstly the efficiency of this model
in computational performance. and the match between the train and test datasets.
Nevertheless, the research indicates a negative link between this association with
the number or variety of courses. [32].
Zhang et al. did a research on action recognition using a Graph Convolutional
Network (GCN) that relies on skeletal data. The suggested system functions by
analysing and processing skeletal data. The system employs a Self-Attention Tem-
poral Dependency Graph Convolutional Network (SATD-GCN). With that we had
a Self-Attention Pooling (SAP) module. This technique utilizes attention to it self
to remove unimportant vertices in the network after selecting the relevant ones. The
temporal graph module adapts the pace of joint movement depending on activities,
discerning between slight and substantial changes [30].
The work conducted by Hu et al. use the 2s-AGCN approach to analyse the move-
ment patterns of skeletal data at different scales, focusing on their spatiotemporal
properties. The deep spatiotemporal extraction module, in conjunction with the
scalers time specimen module, improves the extraction of spatial and temporal data,
hence increasing the field of the feature mask. The research investigates the efficacy
of three feature fusion techniques—Module for extracting spatial features, meth-
ods for selecting feature fusion, and module for extracting temporal features —in
capturing hierarchical deep spatial-temporal information.[21].
The work conducted by Khan et al. introduces a hybrid deep learning model de-
signed for the purpose of identifying human activities. The LSTM network uses
CNN layers to extract spatial data and capture temporal information by combining
Convolutional with Long Short-Term Memory (LSTM) models. Here the CNN-
LSTM architecture surpasses other models, attaining the highest level of accuracy
[22].
Extracting distinct information from combined joint skeletons is a significant obsta-
cle in action recognition, particularly in the domain of skeleton-based approaches.
The study conducted by Song et al. presents a model called the Graph Convolu-
tional Network (GCN), which aims to enhance performance by reducing unnecessary
parameters. The research emphasises the significance of enhancing the efficiency of
skeleton-based recognition. [26].
The study conducted by Wu et al. explores the use of LSTM with CNN, and
GCMP for crowd action detection. It presents the use of GCMP (Group Context
Motion Patterns) for classifying basketball movements. This method successfully
captures motion information by analysing patterns of two groups of players. The
dataset of NCAA categorises actions in three separate phases: Occurrence of the
event, subsequent to the event, and preceding the event, in accordance with the
GCMP paradigm. This method is first used, then CNN-based feature extraction is
performed, and finally, LSTM is utilised to predict events [3].
The work conducted by Pang et al. suggests the use of skeletal data to identify
human interactions. The research seeks to use graph topologies to represent the
relationships between various anatomical elements. This is accomplished by using
the Interaction Graph Transformer network. The IGFormer system integrates a
Graph-based Inertial-Motion Sequence Alignment (GI-MSA) module, which repre-
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sents human movement using a graph structure. The research introduces a Semantic
Partition module. This module utilizes spatially and temporally extracted data. It
then converts each human skeleton ino a sequence of Body Part Time.. The objective
is to improve graph learning [25].
Plizzari et al. provide a research that demonstrates the use of the self-attention in the
Transformer, specifically in (ST-TR) models. The objective is to efficiently collect
and analyse mutual interdependencies. The study introduces the ST-TR method,
which incorporates with TSA to understand the relationships between images and
examine the spatial temporal linkages among human limbs inside a single image.
In addition, it includes the SSA module for spatial temporal self-attention. The
citation for this work may be found in [16].
Basak et al. tackle an issue in recognising human activity by using D-swarm net,
which integrates four parameters: distance, velocity, angle, and angular velocity.
The pairings are arranged on a stack and combined using a modified inception
Resnet. The consolidated data is then sent to Automated Learning and Optimisation
(ALO) for the final process of selecting relevant features [17].
Duan et al. explore the basics of Human Activity Recognition in relation to the
skeletal system, using Graph Convolutional Networks (GCN). The authors provide
PoseConvo3D, an innovative approach that employs a 3D CNN to address the con-
straints of GCN. The posture estimator produces a three-dimensional heatmap,
which is then analysed using an approach that uses a layered configuration of
heatmaps over five layers to achieve accurate pose analysis [19].
The work conducted by Yadav et al. focuses on a system that extracts geometrical
and kinematic properties and combines them with the original skeleton coordinates.
Significantly, the system places user privacy as a top priority by abstaining from
using authentic images and instead depending only on coordinates [29].
In this work, Xiao et al. provide the temporal gradient as a novel modality to
enhance the contingency of RGB feature extraction. This notion is considered in-
novative. Conventional methods such as fix match or mix match typically fail to
consider the time-dependent changes and many modes of data, which may lead to
less than ideal results in extracting features. Replacing RGB input frames with
temporal gradient leads to dramatically improved outcomes, with a notable 25%
rise in accuracy as reported in their study [28].
The reseach conducted by Muhamad et al. suggests a method to improve the effi-
cacy of feature extraction in GRU, LSTM, and RNN layers using an augmentation
technique. The proposal entails including four LSTM layers and two GRU layers
into the approach, hence enhancing its capacity to detect and categorise behaviours
seen in video streams. The sophisticated LSTM structure consists of four layers and
utilises the input gate to regulate data transfer, the Forget gate to preserve data, and
the output gate to determine the value of memory. GRU, which is equipped with
two gates, employs the update gate to regulate the pace of information processing
and the reset gate to govern the retention or disregard of information [24].
Guo et al. have introduced comprehensive methods to enhance a system’s feature-
learning efficiency.To improve the logical part of the learning the introduced a brand
new model named AimCLR. The input undergoes three augmentations, with the
most extreme augmentation being processed by an EADM system and stored in a
memory bank. This architecture generates a new pattern of movement which again
enhances the application of such features [20].
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The research by Chen et al., tries to utilize all the possible information hidden within
the frames to recognize human activities and classify them. The MMVIT adheres
to VIT’s fundamental concepts while expanding its scope to include a space-time
modality within a four-dimensional volume. The model possesses the capability
to leverage various visual modalities. These modalities include motion vectors,
I-frames, residuals, and more.They contribute to the model’s comprehensive un-
derstanding of visual information. This method provides a comprehensive video
demonstration of the dissection process, isolating specific elements for further anal-
ysis [18].
Sun et al. examined the use of several individual data modalities in algorithms for
Human Activity Recognition (HAR). The applied methodologies in the study were
diverse. They included a Two-stream 2D Convolutional Neural Network (CNN),
which focused on spatial and temporal information. Additionally, a Recurrent Neu-
ral Network (RNN) was employed to capture sequential patterns, and a 3D CNN pro-
vided insights into three-dimensional structures. Furthermore, Transformer-based
methods were utilized for their attention mechanism and capacity to handle long-
range dependencies in the data. The basic models included 2D CNNs, which were
augmented with LSTM networks to capture sequential dependencies. Additionally,
Graph Neural Networks (GNN) were incorporated into the models. Nevertheless, a
significant constraint is the need for a heterogeneous dataset; supplementary data,
comprising varied methods of gathering, is essential. Volunteers participate in ac-
tivities that highlight the need of collecting data from several modes to build com-
prehensive standards for increasing the detection of human actions across multiple
modes [27].
Muhammad and his colleagues used a Convolutional Neural Network (CNN) struc-
ture to extract unique characteristics from a variety of video material. The UFLBs
and a dilated CNN with skip connection inclusion were used to further improve these
capabilities. The inclusion of an attention layer significantly enhanced the perfor-
mance of the LSTM model in every step. The features were then inputted into the
BiLSTM network to capture temporal information. The main benefit of the article
is its sophisticated motion features and convolutional technique, which allows for
a smooth transition from 2D to 3D, resulting in highly accurate and dependable
information. [14].
In this investigation, Singh et al. used the Temporal Shift Module (TSM) in ad-
ditionwith ResNet-18. Their achievement includes creating a two path temporal
contrastive model (TCL) that use unlabeled videos at different speeds also main-
taining a consistent representation of activity regardless of the speed. The ultimate
goal was to introduce a solution to the problem of semi supervised action learning
from the videos. To solve this they utilized a huge dataset of unlabeled data and a
small labeled data.

The study conducted by Shiranthika et al. introduced the use of CNN (Convolu-
tional Neural Networks) and LSTM (Long Short-Term Memory). One of the most
note worthy task was to include Conv-2D layers with in the CNN model. They also
optimized the who method to increase its speed and improve the accuracy. Here the
LSTM solved the vanishing gradient problem of RNN. [7].
In a separate research endeavor, Ahmad et al. explored an innovative approach. This
involved the integration of a multi-head convolutional neural network (CNN), de-
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signed to extract diverse features. Additionally, a long short-term memory (LSTM)
component was incorporated, enhancing the model’s ability to capture and analyze
sequential patterns in the data. This architecture worked best for identifying human
activities video photages. Although many machine learning model uses techiques
such as support vector machines (SVM) and K-nearest neighbours (KNN) to achieve
better accuracy, but the use of such models requires the collection of data from wear-
able sensors. Here the multi-head Convolutional Neural Network (CNN) model is
made of three CNNs extracted information better from data obtained from differ-
ent sources. Further more, All three convolutional neural networks (CNNs) goes
through compression, to increase its speed and usability in weaker devices. This
novel approach generates better accuracy when compared to a single CNN model
[1].
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Chapter 3

Data Collection and Analysis

3.1 Data collection
Dataset created by the authors Borges, J., Queirós, S., Oliveira, B. et al. (2021)
[29] had been utilized in this research for classifying 20 different violent and non
violent actions. There are many video frames of two persons in this dataset and
those persons are doing some action. So, this dataset mostly contains frames from
videos that show different actions between two people in the video.[29] dataset is
quite large and it is 25GB. Each video in the dataset, obtained from reference [29],
lasts approximately 18 to 19 seconds. The dataset comprises a total of 668,992
frames, and each frame has dimensions of width 2048 and height 1536 pixels.

Figure 3.1: Sample Video Frames

3.2 Data Preprocessing
Our research employed YOLOv8 segmentation model developed by Ultralytics for
the purpose of data preprocessing [31] At first, we utilized the YOLOv8 segmenta-
tion technique on the video frames to locate persons and segment their territories
within the frames. Afterwards, we selected and kept only the segmented areas that
corresponded to individuals, disregarding any other irrelevant information from the
frames. The fragmented sections of individuals were kept as arrays including pixel
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Figure 3.2: The phases of preprocessing

values. Subsequently, the procedure was applied on every frame in the video collec-
tion, guaranteeing the preservation of solely the segmented individuals while elimi-
nating other frame particulars. Figure 3.4 exhibits a partitioned frame from which
superfluous information has been eliminated. Figure 3.2 offers a complete overview
of every stage of the preprocessing operation.
Figure 3.4 exhibits a partitioned frame from which superfluous information has been
eliminated. Figure 3.2 offers a complete overview of every stage of the preprocessing
operation.

Figure 3.3: A frame from one video

Figure 3.4: Human Segmentation and Background Removal
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3.3 Data Analysis
This dataset is classified into twenty different lebels , with each class representing a
single or a series of actions. The dataset consists of 16 individuals, with 9 classified
as male and 7 as female. Table 3.1 presents a comprehensive summary of the 20
classes, with each class encompassing many activities. Notably, classes 1 to 12 are
associated with violent behaviors, while classes 13 to 20 involve non-violent actions
3.1.
Our analysis suggests a total of 1,275 films and 668,992 frames in the dataset [3.8].
It’s remarkable that each class comprises approximately 60 movies, and within the
dataset, two individuals are observed executing various tasks in the videos. In each
class, all 16 individuals participate, shifting their positions. For instance, in class
1, an action like pushing and punching involves person 1 pushing and punching
person 2, and the same action is witnessed with exchanged roles in other class 1
movies, leading in combinatorial role combinations. This results in an average of
62 videos every class due to the varied combinations of the 16 participants in two
positions. Additionally, in section 3.8, we find that violent classes (class 1 to class
12) have around 35,000 frames each class, while non-violent classes (class 13 to class
20) average around 28,000 frames per class [3.8]. Figure 3.8 further indicates that
each video in violent classrooms comprises roughly 575 frames, while non-violent
classes have frame count of 450 for each video.

Figure 3.5: Videos per classe

From the given pie-graph in Figure 3.5, it indicates that each class constitutes same
percentage of all of the classes. Our finding from the dataset reveals violent courses
(class 1 to class 12) exhibit more activities compared to non-violent classes (class
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13 to class 20). Specifically, practically every violent class has 4 actions, with class
2 having the highest at 5 actions. In contrast, non-violent classes (class 13 to class
20) normally have 3 actions, except for classes 19 and 20 which have 2 actions,
and class 16 which has 4 acts [3.7]. Furthermore, the dataset encompasses sixty
percentage of violent or aggressive activities and fourty percentage of non-violent or
casual activities, as represented in Figure 3.6.

Figure 3.6: Non-violent and Violent classes

Figure 3.7: Multiple actions in each classes
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Figure 3.8: Classes and Frames
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Table 3.1: Classes and Actions

Class 1 Exchange of words (P1, P2) – Pushing (P1) – Strik-
ing (P1).

Class 2 Dance/song (P1) – Asking for a kiss (P1) – Reject-
ing a kiss (P2) – Slapping (P1) – Pulling/Pushing
(P1).

Class 3 Arguing (P1, P2) – showing middle finger(P2) –
Employing physical force (P1) through kicking –
Applying force to the neck (P1).

Class 4 Discussion (P1, P2) – Intimidating with the pos-
sibility of striking (P2) – Slapping (P1) – Inciting
(P1).

Class 5 Sexual Harassment: Approaching or intruding
upon the other person (P1) – Caressing the hair
(P1) – Physical contact with the body (P1) - At-
tacking with a backpack or purse (P2) .

Class 6 Greeting/Appreciating (P1, P2) – Showing some-
thing on a cellphone (P1) – Threatening with scis-
sors (P1) – Requesting/Stealing a wallet (P1).

Class 7 Arguing (P1, P2) – Drawing a gun from a
purse/clothing/backpack (P1) – Pointing a gun
(P1) – Using a gun to hit or assault (P1).

Class 8 Arguing (P1, P2) – Taking out a knife from
purse/clothing/backpack (P1) – Pointing the knife
(P1) – Stabbing (P1).

Class 9 Approaching the other person (P1) – Threatening
with a knife (P1) – Physical contact (P1).

Class 10 Engaging with phone (P1) – Engaging with phone
(P2) – Slapping (P1) – Grabbing and striking (P2).

Class 11 Relaxing (P2) – Drinking (P1) – Throwing a bottle
(P1) – Pushing (P2).

Class 12 Using phone (P2) – Checking or looking at the cell-
phone (P1) – Moving away (P2) – Pulling/Shoving
(P1).

Class 13 Talking/engaging in conversation (P1, P2) - P2 be-
gins to cry - Embracing (P1, P2).

Class 14 P1 requests P2 to take photos - P2 captures images
- P2 shows P1 the resulting pictures.

Class 15 Applying lipstick - Styling hair (P1) - P2 taking a
break.

Class 16 Sneezing once or more (P1) - Getting a tissue and
using it to wipe the nose (P2) - Reading a book
(P1).

Class 17 Yawning (P1) - Turning neck (P2) - Putting on
headphones, enjoying music, singing/dancing (P2).

Class 18 Having a drink and meal (P1) - Taking photos with
a smartphone (P2).

Class 19 Having a conversation or chatting (P1) - Coughing
while using a laptop (P2).

Class 20 Taking notes on the notepad (P1), Applying hand
sanitizer (P2).
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Chapter 4

Model Architecture

4.1 Methodology
We utilized three particular models to classify our dataset of violent and non violent
video dataset. Multiple human action detection was achieved by utilising the YOLO-
v8, CNN, and LSTM model architectures. For our work, we utilised the INCAR
Dataset, which consists of 1275 videos including 20 classes of videos. The classes
covers different kind of violent and casual activities. We initially inputted the videos
which transformed into different frames. After the conversion of video into individual
picture frames, the study worked with various model architectures for educational
purposes.

4.2 You Only Look Once v-8
YOLO v-8 is an fast and well performed computer vision model designed to effi-
ciently detect and recognise objects in real-time. It’s a lightweight and user-friendly
programme, perfect for easily and efficiently identifying objects. We incorporated
YOLO-v8 into our system after converting the video Dataset into individual frames.
This model architecture performed the segmentation. We utilised the YOLO-v8
model’s architecture on the frames. This model was used during the preprocessing
part to segment the human with a padding of 30pixel near the palm area to cover
any violent object hold by the persons. In total we had over 600k frames to go over.
Our primary objective was to use this model architecture to identify humans and
oder necessary objects and remove the background from frames to include impor-
tant things to teach. Segmentation was performed based on the coordinate points
of the human body, resulting in the removal of all other information except for the
humans.

4.3 Convolutional Long Short-Term Memory
The Convolutional Long Short-Term Memory (ConvLSTM) is a unique neural net-
work structure. It seamlessly integrates the benefits of Convolutional Neural Net-
works (CNNs) with the strengths of Long Short-Term Memory (LSTM) networks.
This combination allows the model to effectively process spatial information using
CNNs while retaining the capability to capture and learn temporal dependencies
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Figure 4.1: Pipeline with ConvLSTM
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through LSTM architecture. Due to its capacity to effectively handle sequential or
time-series data, LSTM is particularly well-suited for tasks involving videos, where
pictures are linked together over time. ConvLSTM enhances the applicability of
LSTM in such scenarios.
ConvLSTM is a very efficient model which mainly capture both spatial connections
(object positions) along with temporal interactions (changes over time). ConvLSTM
mainly combines the strengths of convolutional layers which excel at analysing spa-
tial characteristics in data which are- pictures, with LSTM layers and these are
adept at processing sequential information. This unique mix enables it to analyse
sequences of data and acquire knowledge about the structure and characteristics of
that data using convolutional techniques. ConvLSTM has shown remarkable use
across several domains. For example, it functions as a flexible instrument in video
analysis, aiding in the identification of activities and the monitoring of objects in
films. I
As previously discussed, ConvLSTM is a concept that has been shown to be very
successful in achieving its intended purpose. In our study, we used ConvLSTM, a
blend of CNN and LSTM, to successfully identify films. Following the conversion of
the films into individual frames, we used YOLO-v8 to only extract the human sub-
jects and eliminate the backdrops.By decomposing the movie into individual frames,
we are considering all the films as a collection of pictures. We are using the CNN
component to extract the characteristics from the photos that have been manually
selected by humans. Given that all the photos are interconnected in a consecutive
arrangement, we use the LSTM model. When these two models are integrated and
collaborate to address both geographical and temporal issues, they become very
successful for achieving the objectives of our research. The CNN layer identifies and
separates the patterns, edges, forms, and colours present in each of the input frames.
It provides comprehensive spatial information that aids in understanding the events
occurring inside a certain frame. Subsequently, we extract the visual characteristics
from it. Subsequently, we input it into an LSTM model to get the precise prediction,
which is accountable for capturing the temporal information. It measures the tem-
poral variation of characteristics. Sequential processing determines the sequence of
frames in a video and analyses the motion, movement, direction, tempo, and tran-
sitions within it. This is aiding in the prediction of actions and behaviours. The
gates function as a unified entity that determines which information to retain and
which to delete based on the previous frames. This feature enables the system to
effectively preserve the contextual information extracted from videos.
As shown in Fig.4.4 the In this instance, ConvLSTM has four 2-dimensional convolu-
tional LSTM layers. Following each layer, there is a three-dimensional max pooling
layer. Subsequently, we had a time-distributed dropout. The model consists of four-
teen differnt layers, with twelve of them being hidden levels. These hidden layers
include a total of 193020 trainable parameters. The input layer transmits twenty
frames each video, each having a resolution of 100 × 100 pixels and including 3
channels for the RGB colours. The first ConvLSTM2D layer consists of four filters,
with a kernel size of three by three. The activation function used for this layer is the
hyperbolic tangent (tanh). The recurrent dropout rate is set to 0.2, and this layer
produces sequences of outputs. The input tensor with dimensions 20 x 100 x 100 x
3 is transformed to an output tensor with dimensions 20 x 98 x 98 x 4 by this layer.
In the subsequent layer, we included a max pooling layer with a 3-dimensional size
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Figure 4.2: Model Architecture ConvLSTM

of one by two by two since we are working with time series data that includes an
additional dimension. The max pooling operation decreases the dimensionality to
20x49x49x4. In the subsequent layer, a time distributed dropout with a dropout
rate of 0.2 is used.
Next, we have an additional ConvLSTM2D layer with 8 filters, resulting in an output
of 20 x 47 x 47 x 8. All the remaining hyperparameters were identical. Next,
apply another 3D max pooling operation to further decrease the dimensions to 20
x 24 x 24 x 8. Additionally, apply temporally distributed dropout with the same
dropout rate. The subsequent ConvLSTM2D layer consists of 14 filters of identical
dimensions, which is then followed by 3D Max pooling and time distributed drop
out. This finally results in a reduction to a size of 20 x 9 x 9 x 16. The subsequent
layer consisted of 16 filters, along with the same max pooling and time distributed
dropout, resulting in a dimension of 20 x 5 x 5 x 16. In the subsequent layer, we
compressed all the elements and obtained a vector with a dimensionality of 8000.
The final layer consists of a thick layer with a softmax activation function that maps
to 20 distinct classes.

4.4 LRCN
The Long Short-Term Memory with Recurrent Convolutional Networks (LRCN)
model utilises a ConvLSTM, which substitutes the fully linked layers of LSTM with
a convolutional layer. This model incorporates both a CNN and an LSTM. CNN
gathers characteristics from each frame and converts them into data points. These
data points are then sent to the subsequent LSTM layer, which considers them as
a temporal model. This model is more intricate than the ConvLSTM since it often
has a greater number of parameters due to its use of two separate models. In our
situation, the input consists of sequential data, namely frames. After being processed
by the YOLO v8 model, the frames are then sent to the LRCN model. Subsequently,
each frame undergoes convolutional neural network (CNN) processing, resulting in
the extraction of all the characteristics. Then these characteristics are sent to the
LSTM model. Which is responsible for recording the temporal order of the frames.
The model network consists of four time-distributed convolutional layers, each fol-
lowed by 2D max pooling and dropout. Following this process, the data under-
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Figure 4.3: Pipeline of LRCN

Figure 4.4: Model Architecture of LRCN
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goes flattening, moving from the Convolutional Neural Network (CNN) to the Long
Short-Term Memory (LSTM) layer, and then to a dense layer. The input layer main-
tains a stable configuration, providing twenty frames each video with a resolution
of one hundred by one hundred pixels in three channels for RGB colours.
The input is transformed into dimensions of 20x100x100x16 in the time-distributed
2D convolutional layer. Every layer is equipped with sixteen filters, each having di-
mensions of three by three, and employs the Rectified Linear Unit (ReLU) activation
function. The following time-distributed max pooling layer, with dimensions of 4x4,
produces an output of 20x25x25x16. Subsequently, a dropout layer is implemented
with a dropout rate of 0.25.
The subsequent convolutional layer, consisting of thirty-two filters, transforms the
input into dimensions of twenty by six by six by thirty-two. After applying another
round of max pooling and dropout, the tensor is compressed to a size of 20x3x3x32.
By applying another convolutional layer with sixty-four filters, which replicates the
previous parameters, and then adding a final max pooling layer, the outcome is a
tensor with dimensions twenty by two by two by sixty-four. Following an additional
convolutional layer, the data is reshaped into a matrix of dimensions twenty by
two hundred fifty-six and then proceeds through the LSTM layer, which consists
of thirty-two units. Ultimately, it passes through a compact layer that utilises
a softmax activation function, which then maps the output to the corresponding
classes.
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Chapter 5

Result Analysis

5.1 ConvLSTM
We took three different approaches to evaluate the model. First, we looked at all
the classes together and found an accuracy of 59%. Then, since a few classes had
issues, we excluded three of them and worked with the remaining 17, resulting in
an accuracy of 66%.

Figure 5.1: Training accuracy vs Validation accuracy (ConvLSTM)

Finally, we delved into binary classification based on the dataset’s violent and non-
violent actions, achieving an accuracy of 72%. Throughout these evaluations, we
split the dataset into 75% for training and 25% for testing. Moreover, within the
training data, we further divided it into 80% for training and 20% for validation.
As illustrated by Fig. 5.2 in the confusion matrix with the size of 20X20 including
all classes, class 7 has performed extremely well with the prediction rate of 92% over
true class. We can also see that class 19 has also performed well with the prediction
rate of 89% over the true class. But there is a major point to notice that few of
classes over all classes performed worstly. In the matrix we can see that, class 3 has
lowest prediction rate with 0% and this class is misclassifying with class 1. Since
both these classes have same actions which are- debating, hitting, pushing, trying to
hit etc these actions are common for this reason class 3 is misclassifying with class
1. Moreover , class 3 has major data corruption for that reason class 3 has very bad
prediction rate which is 0%. In the matrix, we can also notice that class 2 has also
very worst prediction rate which are 5% . This has occurred because class 2 carries
some actions such as- conversation,shoving,hitting staring at each other etc these
actions are common with class 1 for that reason class 2 is misclassifying with class
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Figure 5.2: Confusion Matrix (ConvLSTM) for 20 classes

1. In addition, if we see the matrix all the classes slightly misclassifying with class
1 and the main reason is that class 1 has a common action which is conversation or
debate and this action is common in all of the class. For that reason, the classes are
misclassifying with class 1 by using this model.
From the classification report shown in Fig. 5.3 we can see that class 7 and class 19
has performed better comparing to other classes. We can see that class 7 obtained
precision of 86%, recall of 92 % and f1-score of 89% whereas class 19 obtained
precision of 76%, recall of 89 % and f1-score of 82% On the other hand we can see
class 2 and class 3 obtained very worst scores. As we can see, class 3 obtained 0
% in precision, recall and f1-score and class 2 obaitend precision of 100%, recall of
5% and f1-score of 9%. So, we can conclude that these two classes, class 2 and 3
performed worst comparing to the other classes. In this report the accuracy is 59%,
the macro average precision is 68%,macro average recall is 51% and macro average
f1-score is 54%.
After finding major problems with classes 1, 2, and 3, we decided to remove these
three classes and see how the model performs. If we look at the confusion matrix
now, we can see that before, when all classes were included, all of them were get-
ting misclassifying with class 1. But now, after taking out these three classes, the
diagonal line in the matrix as illustrated by Fig. 5.4 looks better compared to the
previous confusion matrix that had all classes. Even though a few classes are still
getting mixed up with class 4, the model (conv-lstm) is doing better after getting
rid of these three classes.
From the classification report shown in Fig. 5.5 we can see at the classification
report with 17 class of conv-lstm, here class 15 and class 19 has performed better
comparing to other classes. We can see that class 15 has 93% of precision, recall
and f1-score and class 19 has 88% of precision, recall and f1-score . Moreover, we
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Figure 5.3: Classification Report (ConvLSTM) for 20 classes

can see that some classes got comparatively less score which are class 5 and class
17. We can notice that class 5 has less recall with 33% and class 17 has 39% recall
which is comparatively lesser than other classes. In this report the accuracy is 66%,
the macro average precision is 67%,macro average recall is 67% and macro average
f1-score is 65%.
So, we can conclude that after removing the 3 classes, the model (conv-lstm) per-
forms better than before.
Further more, our dataset is again sub grouped into two types of data: violent
and non-violent. The first twelve classes are considered violent, and the remaining
eight are labeled as non-violent. That’s how we’ve organized our dataset into two
categories. We can check out the confusion matrix below for the binary classification
results.
As illustrated by Fig. 5.6 we can see the confusion matrix, the violent class has
perfmoed better with the prediction rate of 85% over true class where non-violent
class has the prediction rate of 63% over true class.
From the classification report shown in Fig. 5.7 we can see that both violent and non
violent class has performed moderately well where violent class has precision of 61%,
recall of 85% and f1-score of 71% whereas non-violent class has precision of 86%,
recall of 63% and f1-score of 73%. In this report the accuracy is 72%, the macro
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Figure 5.4: Confusion Matrix (ConvLSTM) for 17 classes

average precision is 73%,macro average recall is 74% and macro average f1-score is
72%.

5.2 LRCN
Using the model, we have worked in three ways. Firstly, we took all the classes
and evaluated the accuracy of 62%. Secondly, as few classes had some issues, we
discarded 3 classes and worked with 17 classes and after applying the model we
obtained an evaluated accuracy of 63%. Lastly, we have performed the binary
classification as the dataset has violent and non-violent action and here we have
obtained the accuracy of 88%. For all of these, the dataset was split into training
(seventy-five percent) and testing (twenty-five percent). Later, the training data
was further divided into training (eighty percent) and validation (twenty percent).
As depicted in Figure 5.8, a total of fourteen epochs were used during the model
training for twenty classes.
The confusion matrix is of size twenty by twenty, representing the twenty different
classes. Within these twenty classes, classes one to twelve are categorized as violent,
while classes thirteen to twenty are non-violent. The rows of the matrix correspond
to the true classes, and the columns represent the predicted classes. In this context,
the diagonal entries signify genuine positives or classes predicted accurately.
It is evident that class sixteen performed exceptionally well compared to the other
classes. According to the confusion matrix, class sixteen achieved a prediction rate of
ninety-three percent, accurately predicting instances of the true class. Class sixteen
includes activities such as sneezing once or more, retrieving a tissue, using it to
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Figure 5.5: Classification Report (ConvLSTM) for 17 classes

wipe the nose, and reading a book, among others. These actions are unique in class
16 compared to other classes’s actions. So due to that class 16 has extremely well
prediction rate over other classes. . Secondly, class 7 also has a good prediction
rate which is 92 % over the true class. Since class 7 includes debating ,retrieving a
firearm from a purse/clothing/backpack, aiming a firearm,using a firearm to strike
or attack etc. which made this distinct and unique from the other classes.
On the other hand, shockingly class 3 has the worst prediction rate which is 0%. The
class 3 contains debating , Middle finger showing , kicking , choking etc actions. The
class 3 is mostly predicting class 1, since class 3 and class 1 both class have almost
same actions. Though class 3 has one unique action which is- middle finger showing
but this specific action has less number of frames as a result, for less number of
frames, unfortunately the model is not learning that particular action. In addition,
class 3 is also misclassifying with class 13 as class 13 also has the same action which
is debating or conversation. So, for these reasons class 3 is misclassifyng with class
1 and class 13 and has the worst prediction rate of 0%. Also we can notice that,
class 2, class 11 and class 14 has approximately less prediction rate which is 33%,
27% and 33% and these classes are misclassifying with class 1 mostly. According to
the Confusio matrix of LRCN, we noticed that most of the classes are misclassifying
with class 1 as class 1 has common actions- conversation , pushing , pulling etc these
actions are almost common in every classes. For this reason, most of the classes are
misclassfying with class 1 mostly.
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Figure 5.6: Confusion Matrix (ConvLSTM) for 2 classes

Figure 5.7: Classification Report (ConvLSTM) for 2 classes

Figure 5.8: Training accuracy vs Validation accuracy (LRCN)
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Figure 5.9: Confusion Matrix (LRCN) for 20 classes

According to the classification report, we can see that class 16 has performed ex-
tremely well compared to other classes. As we can see, class 16 has a precision of
72%, a recall of 93%, and an f1-score of 81%. We can also see that class 15 and class
7 have good performance in precision, recall, and f1-scores. Class 15 has a precision
of 100%, a recall of 81%, and an f1-score of 90%. Moreover, class 7 has a precision
of 80%, a recall of 92%, and an f1-score of 86%.
So, we observed that classes 16, 15, and 7 performed better compared to other
classes. On the other hand, we can see that class 3 has performed the worst, having
0% precision, recall, and f1-score. This occurred due to some errors in class 3, as
major frames of class 3 are corrupted, preventing the model from learning class 3.
In addition, we can see that class 1 and class 2 also performed poorly compared to
other classes. Class 1 has a low precision of 13% and an f1-score of 23%. Moreover,
class 2 has a low recall score of 33%. Lastly, according to the report, the accuracy is
62%, the macro-average precision is 72%, the macro-average recall is 58%, and the
macro-average f1-score is 60%.
As we have seen there is some major problem in class 1, class 2 and class 3 so we
have discarded these 3 classes and checked how the model is performing. Now if
we look at the confusion matrix we can notice that, previously with all classes, all
of the classes were misclassifying with class 1 but now after discarding these three
classes we can that the diagonal line looks better comparing with previous confusion
matrix with all classes. Eventhough few classes are misclassifying with class 4 but
after removing those 3 classes the model (LRCN) performs better comparing to the
all class. As we can see at the classification report with 17 class of LRCN, here class
14 and class 15 has performed better comparing to other classes . We can see that

30



Figure 5.10: Classification Report (LRCN) for 20 classes

these two classes has 93% of precision, 87% of recall and 90% of f1-score. Moreover,
we can see that some classes got comparatively less score which are class 10, class
11 and class 12. In these classes we can see that these classes got less recall scores
which is around 30% comparing to other classes. So, we can conclude that after
removing the 3 classes, the model performs better than before. In this report the
accuracy is 63%, the macro average precision is 75%,macro average recall is 64%
and macro average f1-score is 66%.
In addition, as our dataset has two types of data one is violent and the other one is
non-violent. The first twelve classes are violent and the remaining 8 are non-violent.
That is how we have classified the datset binary wise. We can see the confusion
matrix below of the binary classification. As we can see the confusion matrix, the
violent class has perfmoed better with the prediction rate of 92% where non-violent
class has the prediction rate of 84%. Here in the classification report we can see
that both violent and non violent class has performed really well where violent class
has precision of 80%, recall of 92% and f1-score of 86% whereas non-violent class
has precision of 94%, recall of 84% and f1-score of 89%.
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Figure 5.11: Confusion Matrix (LRCN) for 17 classes

5.3 Comparison
During our study, we used two separate models, namely Long Short-Term Recur-
rent Convolutional Networks (LRCN) and Convolutional Long Short-Term Memory
(ConvLSTM). Now, we will conduct a comparison analysis of these two deep learning
models, with a specific emphasis on their efficacy in effectively categorising diverse
video footage.
Our assessment relies on various performance metrics, such as accuracy, recall, pre-
cision, and F1-score. In our analysis, it was discovered that LRCN achieved an
accuracy of 0.62 for 20 classes, slightly outperforming ConvLSTM, which achieved
an accuracy of 0.59. On the other hand, LRCN showcased a higher precision of 0.72
in comparison to ConvLSTM’s precision of 0.68. This indicates that LRCN is more
appropriate when it comes to minimising false positives. In addition, LRCN showed
a little bit higher score of F1 of 0.60 compared to ConvLSTM which had an F1-score
of 0.54. Considering the exceptional performance of LRCN across all metrics, it is
evident that LRCN is a superior model for classifying all 20 classes.
Nevertheless, when we evaluate the models on 17 classes, excluding the classes with
similar data and classification challenges, we can observe that the Convlstm out-
performs with an accuracy of 66%, while the LRCN achieves 63%. The recall trend
is consistent with ConvLSTM achieving a score of 0.67, while LRCN achieves 0.64.
However, in terms of precision, the LRCN models experience a significant increase
of 75%, whereas ConvLSTM achieves a score of 0.67. Both the F1 scores show a
similar value.
The LRCN demonstrates exceptional performance in accurately classifying violent
and nonviolent superclasses, achieving high accuracy, recall, precision, and f1 score,
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Figure 5.12: Classification Report (LRCN) for 17 classes

all above 87%.
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Figure 5.13: Confusion Matrix (LRCN) for 2 classes

Figure 5.14: Classification Report (LRCN) for 2 classes

34



Figure 5.15: Comparison for 20 classes

Figure 5.16: Comparison for 17 classes
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Figure 5.17: Comparison for 2 classes
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Chapter 6

Conclusion

In summary, various sophisticated architectures have been created to control vi-
olant activities and to respond accordingly. However, completely eliminating the
threat remains a substantial challenge. This paper seeks to enhance existing tech-
nologies for the efficient management and prevention of criminal activities. Unlike
existing scholarly literature focusing on the technical aspects of systems, this study
addresses the implementation of Human Activity Recognition (HAR), offering an
application with significant implications for an important industry and the potential
for transformative outcomes in modern society.
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