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Abstract
A fairly frequent endocrine abnormality among women of reproductive age is poly-
cystic ovary syndrome (PCOS). In this disease, the ovaries produce abnormally high
levels of androgens, which are male sex hormones that are typically present in women
in trace amounts. The basic difference between PCOS and normal ovarian cysts is
the substantial hormonal imbalance, which is not a general occurrence in ovarian
cysts. A study says that among 15 percent of reproductive women, this disease is
found, which is a major cause of women’s infertility. Even though this is a very
common and widely spread serious disease worldwide, it is hard to diagnose prop-
erly. So firstly, since this is a worldwide problem, a lot of people are thinking, but
they cannot come to a conclusion. Secondly, detecting this disorder is very difficult
since the symptoms of PCOS match those of other diseases, which makes detection
difficult. For this reason, we became interested in this area.

Keywords: Otsu threshold; Machine Learning; Follicles; KNN Algorithm; Linear
Regression Analysis; Androgens;
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Chapter 1

Introduction

Polycystic ovarian syndrome (PCOS) is a common endocrine disorder that affects
women of reproductive age. It is characterized by hormonal imbalances that can
result in a variety of symptoms, such as irregular menstrual cycles, acne, and exces-
sive hair growth, in addition to the presence of cysts in the ovaries. Additionally,
PCOS can raise your risk of contracting diseases such as diabetes and heart dis-
ease. The diagnosis of PCOS is presently made based on a combination of clinical
and laboratory indicators, such as irregular menstrual periods, increased androgen
hormone levels, and the presence of cystic ovaries on ultrasound. It has been estab-
lished that ultrasound imaging, a popular, non-invasive technique for assessing the
ovaries, is a helpful tool for detecting the distinct cystic abnormalities seen in PCOS.
The purpose of this study is to look at how well ultrasound imaging can be used
to diagnose PCOS. Certain traits connected to PCOS will be discovered through
ovaries’ ultrasound scanning. In order to enhance the diagnostic process and enable
early treatment for those who are affected, the project’s objective is to provide a
more effective and accurate method of PCOS diagnosis utilizing ultrasound imaging.
We’ll also examine how to use sophisticated image processing methods, such as ma-
chine learning algorithms, to analyze ultrasound images and increase the precision
of PCOS identification as part of this study. These methods have the potential to
automate the process of finding the distinctive cystic abnormalities associated with
PCOS since they can be trained to spot patterns that are challenging for human
observers to notice. As a result of this research, new PCOS biomarkers that may be
utilized to speed up diagnosis could be found. It is our goal to find distinguishing
patterns or characteristics that are unique to PCOS and may be utilized to distin-
guish the illness from other disorders by examining ultrasound images of the ovaries
in PCOS patients. The major goals of this study are to enhance PCOS detection
effectiveness and accuracy and to show the potential of ultrasound imaging as a
PCOS diagnostic tool. The results of this study might significantly alter how PCOS
is handled and treated, which will ultimately improve the health of people who have
it.

1.1 Problem Statement
A prevalent endocrine condition that commonly affects young women called poly-
cystic ovarian syndrome (PCOS) is characterized by the presence of several small
cysts in the ovaries. Ultrasound imaging is frequently used to diagnose PCOS, al-
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though the procedure may be time-consuming and complicated. To enhance the
diagnosis process and subsequently improve patient outcomes, the issue is to create
a computer-aided diagnostic system that can quickly and reliably diagnose PCOS
using ultrasound pictures. The objective of this problem statement is to create an
automated PCOS detection system utilizing ultrasound pictures. While taking into
account additional elements like the size and form of the ovaries, the system should
be able to analyze the pictures and detect the existence of cysts in the ovaries.
Medical professionals with little to no specialized training in ultrasound imaging
should be able to utilize the system with ease and deliver a diagnosis with a high
degree of accuracy. To reduce patient wait times and increase the effectiveness of
the diagnostic procedure, the system should also be able to process the pictures
quickly. The ultimate purpose of this issue statement is to enhance PCOS diagnosis
and treatment by giving medical practitioners a trustworthy and effective diagnostic
tool to employ. The inter-observer variability problem, a frequent difficulty in the
ultrasound-based diagnosis of PCOS, is also addressed in this problem statement.
When interpreting ultrasound pictures, various practitioners may have varying de-
grees of experience and knowledge, which can result in an inconsistent or incorrect
diagnosis. This is referred to as inter-observer variability. Regardless of how skilled
the practitioner using the computer-aided diagnostic system is, the system must
be capable of producing impartial and reliable results. This issue statement also
takes the significance of patient confidentiality and data security into account. By
following the necessary rules and regulations and taking the necessary precautions
to secure the ultrasound pictures and patient data, the system should be created to
preserve patient privacy. In order to enhance the diagnosis process, reduce inter-
observer variability, protect patient privacy, and secure patient data, it is necessary
to create a computer-aided diagnostic system that can rapidly and correctly identify
PCOS using ultrasound pictures. In the long run, this will enhance patient outcomes
and streamline the diagnosis procedure for medical personnel.

1.2 Research Objective
In order to improve patient outcomes through early identification and treatment,
research on polycystic ovarian syndrome (PCOS) detection would probably aim to
create or enhance methods for correctly detecting and diagnosing the illness in peo-
ple. This may entail researching PCOS-related biomarkers, symptoms, and risk
factors as well as assessing the efficacy of various diagnostic methods and tools. The
ultimate objective would be to create a PCOS detection approach that is simple to
use in clinical settings and both effective and trustworthy. The underlying causes
of PCOS, a complicated and poorly known illness, might potentially be the subject
of research. This can entail researching possible illness processes as well as the ge-
netic and environmental variables that influence PCOS development. The creation
of novel PCOS treatment options might be a crucial field of study, given the effec-
tiveness of certain present treatments can be poor and they can have serious adverse
effects. This might entail looking into the use of lifestyle treatments, such food and
exercise, to control PCOS symptoms, as well as looking into the development of
novel drugs or therapies that target certain disease-related pathways. Lastly, the
main goal of PCOS detection research is to develop a more accurate and efficient
method of identifying and diagnosing PCOS as well as new ways of treating the
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condition to improve the quality of life of people with PCOS.
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Chapter 2

Previous Work and Models

2.1 Detailed literature review
This paper [7] has depicted the process of detecting PCOS using Deep Neural Net-
work via image segmentation. In this research, CNN (Convolutional Neural Net-
work) is adopted which can attain 76.36 performance in the testing phase. This
can detect the disease more precisely and accurately as it works in layers. At first
ultrasound image of two ovaries is given as input in JPG format ,whose intensity
and quality is improved via histogram equalization. Then through image enhance-
ment, its brightness level is adjusted. Follicles form is achieved by comparison of
two threshold methods : Global Basic and Otsu threshold. After the binarization
and image cleaning phase , region based image segmentation is adopted to detect
follicles and watershed image segmentation is introduced to separate foreground and
background of the image. Finally , the disease is classified based on it’s severity into
mild, moderate or high level using KNN algorithm,which has an accuracy of 78.81.
It’s a time saving approach which will be more beneficial to doctors.

This paper[6] describes the identification of Polycystic Ovary Syndrome (PCOS) by
analyzing ultrasound images of ovaries using various image processing techniques
after collecting basic information about size , position and ovarian follicle count.
At first an ultrasound image is transformed into a gray-scale image using RGB-
GrayScale conversion. Then the image is divided into a forefront and foundation
using image thresholding. After that speckle noise in ultrasound images are under-
mined with dot clamor using Speckle Noise Elimination. The edge of the follicles is
found using the Canny edge detection method. Finally, the SIFT ( Scale- Invariant
Feature Transform ) algorithm is adopted to identify the presence of the syndrome.
For training and classification of analyzed data SVM ( Support Vector Machine) is
adopted as it has highest accuracy of 94.40 , while other two ML algorithms named
Naive Bayes and Decision tree have accuracy of 88.25 and 87.54 respectively. Thus,
PCOS is detected accurately using above machine learning methods and algorithms.

In this paper[5], researchers want to detect polycystic ovary syndrome (PCOS) by us-
ing image segmentation of ultrasound images of ovaries using AI techniques. Firstly,
a grayscale colored ultrasound image is given as input. Then, threshold methods
Global Basic threshold and Otsu threshold are applied. Background and foreground
images are separated. Also Convolution Neural Network (CNN) is used to differenti-
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ate the images into PCOS and nonPCOS classes. CNN method, K-means algorithm,
Gaussian edge operator has also been used. Using Bayesian and Logistic Regres-
sion (LR) classifiers, vector features are classified. The accuracy of the Bayesian
classifier is 93.93 whereas it is 91.04 in LR. In differentiating normal and polycystic
ovary, Linear discriminant, K Nearest Neighbour (KNN), Support Vector Machine
(SVM) were used with the accuracy of 92.86, 91.43 and 91.43 respectively. It is very
tough to recognise this disease through traditional methods but with the help of AI
method PCOS can be diagnosed easily with higher accuracy.

The paper[9] represents automated methods for identifying follicles for PCOS diag-
nosis. Here in this automated method, follicles are detected using image processing
techniques which consist of preprocessing of images, segmentation, extracting of
features and finally with the help of classifiers. Among which segmentation is very
crucial for that reason these methods are being present in this paper with their
accuracy rate. Watershed segmentation method is used for image enhancement in
pre-processing of ultrasound images. Region growing method is used with a recog-
nition rate of around 78. A modified version of this method is also here with more
efficiency. Edge based method is also applied and found to be more efficient than
manual detection. Active contour method is another method without edge based
that shows less number of false acceptance and false rejections which is indicating
the accuracy of the proposed method. The Threshold method has 90 accuracy. C-
means and K-means clustering algorithms are also used. Here, K-means performs
with a higher accuracy of 96. Using these methods obstructions can be overcome in
finding follicles.

The paper [3] describes how determining the number and size of ovarian follicles by
manually interpreting ultrasonographic images is currently the only way to diagnose
PCOS. However, the variability, reproducibility, and efficiency of this approach may
be low. The paper suggests employing an automated system to segment the follicles
and identify geometric components quantitatively using stereology and Euclidean
distance approaches in order to get over these issues. The suggested approach is
designed to help physicians accurately analyze PCO and identify PCOS using ul-
trasonographic pictures.

In this paper [16] An automated deep learning technique is suggested in this paper
for the supplementary identification of PCOS. Scleral alterations are used by the
algorithm as potential PCOS diagnostic signals. The method was used on a dataset
of 721 Chinese women’s full-eye pictures, 388 of whom had PCOS. An enhanced
U-Net is used in the algorithm to separate scleral images from full-eye images, and
a Resnet model is used to extract deep features. For classification, a multi-instance
model is next applied. The algorithm’s average AUC is 0.979 and its classification
accuracy is 0.929, showing that deep learning has a chance to diagnose PCOS.

In this paper [14] a method is proposed by which Polycystic ovary syndrome (PCOS)
can be determined saving doctor’s time by using image processing of ultrasound im-
ages. This method takes an ultrasound image with gray-scale colored data in JPG
format as input. Then the image is enhanced and partitioned using OSTU thresh-
olding. Image binarization is also done then segmentation, features extraction and
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lastly classification helps to diagnose the disease. This is a detailed diagnosis method
using the information of the number of detected follicles, texture and geometric pa-
rameters. This automated method works with higher accuracy with KNN classifiers.
Using this method can help to diagnose this disease with up to 97 accuracy.

In this paper [13] using ultrasound images as dataset researchers identified poly-
cystic ovary syndrome with follicle recognition. Important information about the
ovary is obtained through ultrasound imaging of the follicles, including the type of
cyst, the wide variety of follicles, and the size of the follicles’ response to hormonal
imbalance. Data gathering is the initial phase in their procedure. Dataset includes
USG images with PCOS status along with values for BMI, cycle length, postmen-
strual LH, and FSH levels. Patients with conditions like hypercortisolism or thyroid
issues are not eligible for this study.To improve the effectiveness of the images ob-
tained, preprocessing techniques like Gray scaling and Histogram equalization are
used. Feature extraction, a multi scale morphological approach is used to extract
the dark or bright properties from the source image. Then comes the segmentation
part by which images are extracted from source images. Using thresholding, edge
detection and binarization follicles are detected . In this paper they used SVM
,KNN and Logistic regression and they got accuracy over 90.

This paper [15] is dedicated to detect polycystic ovary syndrome using ovarian ul-
trasound images through convolutional neural network and pretrained convolutional
neural network where a convolutional machine leaning architecture PCONet has
been developed using five convolutional layer to detect PCOs with highest preci-
sion. Besides, an image recognition model called fine-tuned Inception V3 which
contains 42 layers has also been applied for the classification of ultrasound images
achieved from different kind of ovaries. In this work, 2 data sets have been use where
1st dataset was dedicated to train and validate the models where training images
have been augmented to overcome the image limitations. On the other hand, 2nd
dataset has ensured an impartial performance evaluation of the models. Here, both
1st and 2nd dataset included photos of varying dimensions where all the photos
have been rescaled to 224 × 224 pixels. Henceforth, ImageDataGenerator has been
used to normalize the image data. Eventually PCONet has been admired since it
has proved its superiority and came up with the precision of of 98.12, whereas fine-
tuned inception V3 demonstarted the accuracy of 96.56 accuracy.

This paper [12] introduced an automated detection and classification system for
Polycystic Ovary Syndrome using machine learning algorithm where ultrasound im-
ages have been used to detect PCOS by scrutinizing affected and unaffected cases.
According to this paper, multiple ultrasound images differing one from another had
been collected and preprocessed using Gaussian low pass filter where images have
been equally cropped with the sizes of 256*256. Gaussian low pass filter is a superior
technique to annihilate noise since ultrasound images generate strenuous noise. To
accomplish the experiment, 90 normal images, 25 cystic images and 35 PCOS cases
had been taken where GE LOGIQ ultrasound imaging system has been embedded to
get the highest precision. While preprocessing images, ultrasound images get trans-
formed to gray scale from RGB where ROI gets evicted from grey scale. Henceforth,
GIST-MDR technique has been used for feature extraction after completing image

7



segmentation through multilevel thresh holding process. This GIST-MDR technique
would eventually enhance the accuracy of classification. Thus, this proposed method
came up with the highest precision of 93.82 comparing with other techniques.
In this [8], a polycystic ovary syndrome (PCOS) diagnosis system has been proposed
using several machine learning algorithms on a dataset. A dataset of 541 patients has
been used here. At first, the best features for predicting PCOS are found by applying
a univariate feature selection algorithm. All 10 attributes have been proven to be
the best to predict the disease in the dataset. It also showed that we can find the
disease with greater accuracy in a short time if we use these 10 attributes. Different
classifiers have also been used for these selective features. Gradient boosting, logistic
regression (LR), random forest, and RFLR showed good accuracy with a good recall
value. The accuracy is 91.01, and the recall value is 90% with RFLR. Detection is
done based on only 10 features, which is the good side of this paper because it takes
less time.
This paper [2] proposes a polycystic ovary syndrome (PCOS) detection method
where detection is done based on some markers. Clinical and metabolic parame-
ters are taken care of in this process. According to these parameters, this disease’s
detection started primarily These clinical and metabolic characteristics are used by
the algorithm to create a feature vector. Based on two sample t-tests, the most
important traits were picked. These characteristics are classified using classifiers
based on Bayesian and Logistic Regression (LR). A system will function automat-
ically as a supplemental tool to help the clinician quickly identify PCOS concerns.
This research shows the accuracy rates for Bayesian and Logistic Regression rates
are 93.93% and 91.04%, respectively. That means a Bayesian classifier performs
better than LR here. In this current world where PCOS has become a very common
disease among women of reproductive age, this innovative method may speed up
the early diagnosis of this condition.
This paper [1] suggests an automated process for predicting polycystic ovary syn-
drome (PCOS). Ultrasound images are used in this process. With the help of an
adaptive morphological filter, these ultrasound images are filtered for the watershed
algorithm to extract those images. In this research on detecting this disease, follic-
ular cysts are detected. And this happens due to the application of the clustering
method, finally. This is an endocrine disorder among women that can result in in-
fertility. As a serious disease, early determination is necessary, which is not possible
for doctors with manual determination. whereas this automated process gives 84%
accuracy with less time and more efficiency.
This article [10] discusses the prevalent endocrine condition of polycystic ovarian
syndrome (PCOS). Anovulation, an overabundance of androgens, and polycystic
ovaries are its defining features. Menstrual cycle irregularities, ultrasound evidence
of polycystic ovaries, and hyperandrogenic symptoms are all PCOS diagnostic crite-
ria. Prior to starting oral contraceptive treatment, it is advised that teenagers with
irregular cycles who have been menstruating for one year or more evaluate their
menstrual patterns and examine if they are clinically and biochemically hyperan-
drogenic. The most clinically effective way to diagnose PCOS is through biochemical
hyperandrogenism, which may be detected using a variety of androgens, including
testosterone, LH, FSH, and DHEAS. Androgens are measured using hormonal as-
says such as LC-MS/MS, GCMS, RIA, CLIA, and ELISA in the diagnosis of PCOS.
Mild-to-moderate androgen excess symptoms, such as hirsutism, alopecia, and acne,
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are indicative of clinical hyperandrogenism.Ultrasound measurements of stromal-to-
ovarian size ratio, antral follicle count, follicle number per ovary, ovarian area, and
ovarian blood flow may be used to assess PCOS. According to the Rotterdam cri-
teria, ovarian size (OV), which has a threshold of OV >10mL, is a key determinant
in the diagnosis of PCOS. Numerous threshold ranges have been found in various
studies using AMH as a diagnostic marker for PCOS. Adolescent ”irregular cycles”
need to be defined, clinical hyperandrogenism has to be assessed, and the best way
to measure androgens needs to be found.
The concerns underlying the PCOS diagnosis are covered in this article [4]. Its
diagnosis is debatable, with several medical associations proposing differing criteria.
The Androgen Excess Society (AES) accepted the original NIH standards from the
1990s. According to studies, there are relationships between androgens, hirsutism,
and PCOS ultrasonography characteristics. PCOS may be indicated by hirsutism,
baldness, and other symptoms of clinical hyperandrogenism. Antral follicles are an
ultrasound characteristic that may help in diagnosis. For counting antral follicles,
the Lujan grid system approach showed high sensitivity and specificity. Using a
cut-off of 20 or more follicles in one or both ovaries, or an ovarian volume of more
than 10 mL was recommended by the ESHRE PCOS guideline committee in 2018.
Comparatively speaking, manual 2D scans were less accurate than 3D scans. Due
to conflicting findings, the value of serum AMH concentrations as a PCOS marker
is yet unknown.
The article [11] identifies Polycystic Ovarian Syndrome (PCOS), a challenging med-
ical illness that affects women of reproductive age, using a range of machine-learning
approaches. These techniques include CART, Naive Bayes (NB) classification, Ran-
dom Forest, Support Vector Machine (SVM), and Logistic Regression. In women in
reproductive age range, PCOS, which is characterized by hormonal abnormalities
and metabolic issues, affects 5–10% of them. 42 independent variables associated
with PCOS symptoms were included in the study’s data collection from 10 hospi-
tals in Kerala, India, which were made accessible on Kaggle. On samples of this
data chosen at random, the algorithms were trained and assessed. Through the use
of criteria like accuracy, precision, recall, F-statistics, and Kappa Coefficient, the
study compares the performance of different methods. Key details include variables
utilized for PCOS diagnosis, such as age, weight, height, BMI, pulse rate, hormone
levels, and various symptoms associated with the disorder. The study finds that
Random Forest exhibits the best performance, achieving 96% accuracy, followed
by SVM with 95% accuracy. The research also employs visualizations, such as R-
box and whisker plots and parallel plots, to compare the algorithms and evaluate
their effectiveness. Ultimately, the paper suggests future directions, including the
exploration of different or larger datasets for disease diagnosis.

2.2 Neural network models
Long Short-Term Memory (LSTM):
A deep learning architecture called a recurrent neural network (RNN) has three
layers: an input layer, a hidden layer, and an output layer. Although it is frequently
employed for sequence-based learning, the vanishing gradient problem makes it less
successful at handling long-term dependencies. Long ShortTerm Memory (LSTM)
RNNs were developed by Sepp Hochreiter and Jurgen Schmidhuber in order to
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overcome this restriction. The vanishing gradient problem is successfully solved by
LSTM, which is critical for capturing long-term dependencies. An input gate, forget
gate, and output gate are the three gates that make up an LSTM cell, which is a
memory block combined with each of these gates. When a piece of information or
data is fed into the LSTM network, this memory block can assess its significance
and preserve just the pertinent material. To better capture long-term dependencies,
the LSTM network may effectively learn what information to remember and what
to forget during the training phase. An LSTM memory block is depicted in diagram
form in Figure n.

Figure 2.1: Structure of a LSTM memory block

Forget get: This gate is utilized to determine which input information of the pre-
vious node should be dropped from the memory block. The input of this gate are
determined as and that denotes the output as follows:

ft = sigmoid(Wf .[ht − 1− xt] + bf )...........1

here,Wf = weights, bf = bias.

Input gate: This gate is utilized to which information should be stored in the
memory block and update the old state to new state . This get consist of two parts:
initially, the layer decide the value that needs to be updated, then the layer is re-
sponsible for creating a new candidate value vector . The statues of the memory
block can be updated as following equation: Where is the weights and is the bias.
In equation m, and are multiplied to determine the information that needs to be
forgotten, * are added to get the latest status.
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it = sigmoid(Wi.[ht − 1− xt] + bi)............2

St = tanh(Wc.[ht − 1− xt] + bc)...................3

St = ft ∗ St − 1 + it ∗ St................................4

here,Wi,Wc = weights, bi, bc = bias.

Inequationm, ftandSt−1aremultipliedtodeterminetheinformation

thatneedstobeforgotten, it ∗ Stareaddedtogetthelateststatus.

Output gate: This gate is utilized to determine which output will be taken as a
current state, and it is also combined with two parts. Initially, a layer determines
which parts from the cell state will be output. Then use tanh to process the cell
state and multiplied it with the output of the gate to obtain the final output result.
This process can be defined as follows: Where is the weights and is the bias, and is
the final output result.

ot = sigmoid(Wo.[ht − 1− xt] + b0)......................5

ht = tanh(St).................................................6

here,Wo = weights, bo = bias, ht = finaloutputresult.

Bi-directional Long Short-Term Memory(Bi-LSTM):
LSTM can only process sequential information in the forward direction, which some-
times can not provide better results. However, there is an advanced variant of LSTM
called bi-directional LSTM (Bi-LSTM) that can process sequential information in
both forward and backward directions. It also provides improved classification re-
sults compared to LSTM, as it can learn from past and future information during
training. A bi-LSTM network typically employs two LSTM layers, one for for-
ward processing and another for backward processing. The internal memory block
architectures of LSTM and Bi-LSTM are the same. Figure n shows the visual rep-
resentation of Bi-LSTM.
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Convolutional Neural Network:
A convolutional neural network (CNN) is a deep learning model that is widely uti-
lized for processing image and video data [ref-aps]. CNN is inspired by neuroscience
and designed based on the human brain, which is connected, functions with the
help of neurons, and acts like the human brain. CNN architecture has two special
aspects, i.e., local connections and shared connections. In CNN, certain connections
between neurons are duplicated over the entire layer and share the same weights and
biases. This architectural design, especially local connections and shared weights,
often enhances generalization in different computer vision tasks. A complete CNN
is a highly layered structural neural network that is combined with convolutional
layers, pooling layers, and a classification layer. In a CNN model, the convolution
layers initially break down images into low-level features and then combine these
features to create more complex, high-level image representations. Pooling layers
are employed to downsize the feature maps immediately after convolution. Dense
layers, also known as fully connected layers, are responsible for making classification
predictions based on these extracted features. A CNN can perform both feature
extraction and classification tasks, thus dividing its functionality into two parts: a
feature extraction and classification. A visual representation of a CNN is provided
in Figure n.

Feature extraction takes place in the convolution and pooling layers, while the clas-
sification layer is responsible for making predictions. In the initial stages, the input
image undergoes convolution using shared weights and multiple learned kernels. The
number of feature maps in a convolutional layer is determined by the architecture,
and a deep CNN consists of a stack of these convolutional layers. These layers apply
various filters to the raw image data, extracting essential features that are subse-
quently used for classification. Mathematically, we can gain insight into how 2D
convolution operates. The value of a neuron or node at position of the feature map
in the layer is denoted as follows:

where m indexes the feature map in the layer connected to the current feature map,
is the weight of position connected to the mth feature map, and are the height and
the width of the spatial convolution kernel, and is the bias of the feature map in the
layer.
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F (x) = max(0, x)......................................................8

Typically, a nonlinear layer is applied immediately after the convolution layer. Sig-
moid or tanh also can be applied as a nonlinear function. Researchers have found
that the Rectifier Linear unit (ReLU) works far better because it allows the network
to train faster. ReLU layer function can be written as follows:

Where feature value after convolution. ReLU has been employed as an activation
function in our custom CNN model.

Pooling layers can provide invariance by reducing the feature map’s resolution. Each
pooling layer correlates to the previous convolutional layer. The convolutional layer
and pooling layer compose the feature extraction part. Afterwards, the feature maps
are flattened into a 1-D vector and passed through the fully connected layers, which
perform final classification on the extracted features by the convolutional layers and
the pooling layers. Fully connected layers (FC) are combined with one or more hid-
den layers and an output layer that provides the predicted class. Initially, FC layer
takes the flattened vector as input and passed through the hidden layer , mathe-
matically it can be defined as follows:

hi(x) = wi.x+ bi.................................9

Where is the weight and is the bias. This hidden layer output then passed through
an activation function (i.e., ReLU, sigmoid, tanh etc.). Mathematically it can be
defined as follows:

ai = activation(hi(x))............................10

The output of this FC layer can then be passed through additional hidden layers if
needed. Ultimately, it serves asinput to the output layer, which provides the pre-
dicted class probabilities. For binary classification, a single neuron in the output
layer with a sigmoid activation function is typically used. For multi-class classifi-
cation, a softmax activation function is commonly employed. This output is then
utilized to calculate the training loss during the training process. Various optimiz-
ers can be adopted to update the model’s weights during training time to facilitate
model generalization.
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Convolutional Neural Network with LSTM:
CNN can capture spatial information, effectively extract features from an input im-
age, and classify these features through fully connected layers. It automatically
extracts features from images by detecting edges, corners, and complex patterns.
Manually extracted features or reshaping can lead to a poor feature extraction pro-
cess. However, CNN can be utilized for both feature extraction and classification
tasks simultaneously; thus, we can use the feature extraction part of a CNN as a
feature extractor. In recent years, researchers have been using CNN for feature ex-
traction with tremendous success . LSTM provides compatible results on sequential
data. From this investigation, we were inspired to develop a deep learning model
combining CNN with LSTM layers.

Convolutional Neural Network with Bi-LSTM:

LSTM is unidirectional and can only process information in the forward direction.
The pattern of an image is quite complex, and a pixel’s intensity often depends on the
intensities of its neighboring pixels. Therefore, processing pixel intensity information
or feature map information in both the forward and backward directions might be
more effective than using a unidirectional LSTM. Bi-LSTM can process information
in both directions, so we designed another deep learning model by combining a
CNN and a Bi-LSTM layer.The primary goal of designing the CNN+BiLSTM model
architecture is to assess the impact of Bi-LSTM when integrated with

14



Chapter 3

Data set Description

3.1 Data Description
Basically, we are working on image based data for our research which was taken
from Kaggle. Our dataset in this work was made up of two distinct datasets, A and
B. We tested our models using discrete dataset B after training and verifying them
on dataset A. This allowed for an unbiased evaluation of the models’ performance.
Initially, Dataset A had a test, a training set of 1,924 photos, and a batch of 1,932
images. A total of 339 pictures made up Dataset B, some of which were contaminated
and some of which were not.

Figure 3.1: Overview of whole database
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Figure 3.2: Infected data

Figure 3.3: Not infected data

3.2 Data Preprocessing
As we know, we have different sets of images in datasets A and B, and the dimen-
sions of the photos vary. So, to run our model, we need to preprocess the data by
resizing and rescaling it. We used ImageDataGenerator from Keras and also aug-
mented our training images. As a result, we got the same size images to overcome
some limitations.

In our experiments, we initially encountered variations in the shapes of our input
RGB images. To standardize our dataset, we resized all input images to a uniform
size of 224 x 224 x 3. Additionally, we applied rescaling to all input images, di-
viding each pixel value by 255. This rescaling operation converts pixel values into
the [0-1] range, enables the model for faster convergence and improves optimization
during training. To introduce diversity in our training data and enhance our model’s
ability to generalize, we employed data augmentation techniques. We applied dif-
ferent data augmentation techniques including horizontal flips,vertical flips, random
zooming (with a probability of 0.2), shearing transformations (with a probability of
0.2), and random rotations of up to 30 degrees as part of our data augmentation
strategy. Data augmentation helps to reduce overfitting, enhancing regularization
during training, and ultimately yielding an optimal classification model.

Before training with our model, we divided our dataset into two subsets: a training
set and a validation set,with a ratio of 70:30. Notably, we applied data augmenta-
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tion exclusively to the training set. The validation set was utilized to evaluate the
performance and generalization of our trained model.
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Chapter 4

Methodology

4.1 Model Selection
Model selection is a crucial step to addressing any real-world classification problem
using deep learning methods, as we are not certain whether a specific deep learning
model will work perfectly in a specific dataset or not. Therefore, we have explored
five different deep learning methods to classify PCOS as infected or non-infected to
determine the best one. In our research, we used long short-term memory (LSTM),
bi-directional long short-term memory (Bi-LSTM), convolutional neural network
(CNN), CNN combined with LSTM, and CNN combined with Bi-LSTM. We care-
fully assess many methods in an effort to identify the methodology that produces
the highest classification performance. We can choose the ideal deep learning archi-
tecture for the PCOS classification task using this process. .

4.1.1 Long Short-Term Memory (LSTM)
To implement the LSTM model in our study, we first used a reshape layer to convert
our input image into a sequence of features, as LSTM takes input as a sequence. The
resized image with a size of 224x224x3 is converted into 224x672, which is treated
as a sequence of length 224, with each ”time step” having 672 features. Following
that, we have added 2 LSTM layers and 3 dense layers. A categorical cross-entropy
loss has been employed as a loss function in our LSTM model architecture. We have
employed the Adam optimizer with a learning rate of 0.001, beta1 = 0.9, beta2 =
0.999, and epsilon = 1e-07 to optimize our defined model. The overall summary of
our implemented LSTM model is shown in Table n,
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Figure 4.1: Summary of the LSTM model

4.1.2 Bi-directional Long Short-Term Memory(Bi-LSTM)
As the Bi-LSTM layer also takes sequence based inputs like the LSTM layer, there-
fore, we have added a reshape layer to convert our input image as a sequence of
features in Bi-LSTM model architecture. After the reshaping layer, we have added
2 Bi-directional LSTM layers, and 3 dense layers in our Bi-LSTM model. Softmax
has been utilized as an activation function of the last dense layer for final output.
For loss function, categorical cross entropy has been employed in our model architec-
ture. We have employed Adam optimizer with a learning rate of 0.001, beta1 = 0.9,
beta2 = 0.999, and epsilon = 1e-07 to optimize our defined model. The summary
of our Bi-LSTM model is shown Table-2:
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4.1.3 Convolutional Neural Network
In our experiment, we have used a customized CNN that is combined with 3 convo-
lution and pooling layers and a FC layer. We have adopted Adam as our optimizer
with a learning rate of 0.001, beta1=0.9, beta2=0.999, and epsilon=1e-07. Cate-
gorical cross entropy loss has been employed as a loss function in our CNN model.
We have passed our training set in the CNN model and trained for 5 epochs. The
summary of our custom CNN model is shown in Table-3:
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4.1.4 Convolutional Neural Network with LSTM
We have utilized a scratched CNN model as our feature extractor that generates
11 x 11 x 256 feature maps after 3 convolution and 2 pooling layers. We converted
these features into a 1-D vector by flattening and reshaping a size of 2 x 15488 as
a sequence. After that, we added an LSTM layer with 128 units to capture the
sequential information of those extracted features. Finally, we added three dense
layers for classifying those features as output. Our defined CNN+LSTM model is
combined with a total of 11 layers, including an input layer, 3 convolutional layers,
2 pooling layers, 1 flatten layer, 1 reshape layer, and 3 dense layers. Stochastic
Gradient Descent (SGD) with a learning rate of 0.05 and momentum of 0.07 has
been employed as an optimizer in our implemented model. We have used categorical
cross-entropy loss as a loss function in our model. The summary of our CNN+LSTM
model is shown in Table 4.
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Figure 4.2: Summary of the CNN+LSTM model

4.1.5 Convolutional Neural Network with Bi-LSTM
We designed a CNN+LSTM model architecture in Section 3.3.4. Bi-LSTM can pro-
cess information in both directions, so we designed another deep learning model
by combining a CNN and a Bi-LSTM layer.The primary goal of designing the
CNN+BiLSTM model architecture is to assess the impact of Bi-LSTM when in-
tegrated with CNN. We kept the CNN portion identical to the CNN+LSTM model
and aimed to investigate whether CNN+BiLSTM outperforms CNN+LSTM. Our
proposed CNN+BiLSTM model comprises a total of 11 layers, including an in-
put layer, 3 convolution layers, 2 pooling layers, 1 flatten layer, 1 reshape layer, 1
BiLSTM layer with 128 hidden units, and 3 dense layers. We utilized categorical
cross-entropy loss as the loss function in our model. For optimization, we employed
SGD with a learning rate of 0.08 and a momentum of 0.7.The overall summary of
the CNN+Bi-LSTM model is presented in Table 5.
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Figure 4.3: Summary of the CNN+LSTM model
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Chapter 5

Experiment and Result Analysis

5.1 Experimental Results
The tests were carried out using the NVIDIA Tesla T4 graphics card, 12.68 GB
of RAM, and 107.72 GB of disk space in the Google Colaboratory environment.
We used the Python 3.8.3 programming language along with the Tensorflow, Keras,
Scikit-learn, and several libraries like Numpy, Pandas, Matplotlib, etc. to perform
various deep learning techniques.

5.1.1 Evaluation
The main objective of our proposed model was to classify the PCOS images into one
of the two phases (infected and non infected) as mentioned in the earlier section. In
this study, we employed various performance metrics to evaluate our implemented
models. We consider accuracy, AUC score, precision, F1

score, and recall to evaluate each model. All these evaluation metrics can be written
as follows: Here, true positive denotes a value that was accurately predicted as
positive, true negative denotes a value that was accurately predicted as negative,
false positive denotes a value that was incorrectly predicted as positive, and false
negative denotes a value that was incorrectly predicted as negative.

5.1.2 Result Comparison and Selecting the Optimal Model
Using a variety of evaluation variables from our study, we have undertaken an anal-
ysis in this section to determine how well the deep learning models performed. For
the categorization of the PCOS dataset in our experiment, we used five distinct
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Figure 5.1: Classification performance of different deep learning models on PCOS
dataset

deep learning models: LSTM, Bi-LSTM, CNN, CNN+LSTM, and CNN+Bi-LSTM.
The main objective of this experiment and inquiry isto choose the model that per-
forms the best and produces the best classification results out of all of them. The
experimental findings from the validation set are displayed in Table 6.
As shown in Table 6, the CNN model obtained the highest accuracy of 97.74%, which
is 10.4%, 9.03%, 27.95%, and 16.49% higher than LSTM, Bi-LSTM, CNN+LSTM,
and CNN+Bi-LSTM, respectively. CNN has also reported the highest classification
results in terms of AUC score, precision, recall, and f1 score, which outperformed
all of the other employed models. This model obtained an AUC score, precision,
recall, and f1 score with values of 99.8%, 97.74%, 97.74%, and 97.74%, respectively.
The second-highest classification result is reported by the Bi-LSTM model with an
accuracy of 88.71%. The CNN+LSTM model reported the lowest score among all of
the models in terms of all evaluation metrics, and this model obtained an accuracy
of 69.79%. Moreover, the CNN model has also reported 12.78%, 8.52%, 12.76%,
12.76%, and 12.76% higher scores than the average accuracy, AUC score, precision,
recall, and f1 score, respectively. We also represented a group bar plot to visually
compare our employed models that is illustrated in Figure n.

From Figure 6.2, it is evident that CNN model outperformed all the employed
models in terms of all evaluation criteria. From this investigation and experimental
results it is clearly illustrated that our custom CNN is the best optimal model to
classify the PCOS dataset.

We have observed robust performance in the custom CNN model compared to the
other models in ourstudy. CNN is widely applied to image data because of its op-
timized architecture, which automatically detects and extracts spatial information
using kernels. In the convolutional layers, it generates multiple feature maps from a
single input image, while pooling layers select the most relevant features from these
maps. The fully connected (FC) layer functions like a neural network, classifying
these features into predicted classes. During the training time, the kernel weights in
the convolutional and FC layers update concurrently with the help of an optimizer.
As a result, CNN focuses on relevant information (features) that have a significant
impact on the final classification.
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Figure 5.2: Comparison of different models based on accuracy, AUC score, precision,
recall, and f1 score
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On the other hand, LSTM and Bi-LSTM excel at handling sequential data, typ-
ically applied in natural language processing (NLP) tasks. In our study, Bi-LSTM
yielded comparatively better results as it processes information in both forward and
backward directions. However, using an image represented as a sequence to imple-
ment this model can be a drawback, potentially leading to suboptimal classification
results, as images inherently contain spatial information.

When we attempted to combine CNN with LSTM and bi-LSTM, the classifica-
tion results were notably poorer. We extracted features (spatial information) from
input images through CNN and then converted these features into sequences for our
models. The process of feature extraction using CNN inherently removes irrelevant
features or information. This feature selection can lead to suboptimal sequences in
terms of an LSTM layer. Our experimental results also reported poor classification
outcomes with this approach.

Among all the models we implemented in ourstudy, CNN was found to be the best
performer for classifying the PCOS dataset. Furthermore, the CNN model requires
significantly fewer parameters compared to other models (shown in Section 3.3),
resulting in lower computational costs. Therefore, we have selected the CNN model
as the best choice for our classification task.

27



Chapter 6

Conclusion and Future work

In conclusion, the objective of our study was to evaluate the degree to which var-
ious deep-learning models classified data from the PCOS dataset, where five dif-
ferent deep learning models, including LSTM, Bi-LTSM, CNN, CNN+LSTM, and
CNN+Bi-LSTM, were applied to find the model that would best perform this task.
Our rigorous testing and analysis showed that the CNN model was the clear victor,
outperforming the other models in terms of accuracy and performance. With a re-
markable accuracy rate of 97.74%, CNN outperformed LSTM (87.34%), Bi-LSTM
(88.71%), CNN+LSTM (69.79%), and CNN + Bi-LSTM (81.25%). Along with
this exceptional accuracy, other important evaluation measures like the AUC score,
precision, recall, and f1 score all had consistently high values that above 97%. In
addition, as described in Section 3.3, the CNN model showed an advantage in terms
of computing efficiency, requiring fewer parameters than the other models. We cat-
egorically advocate the CNN model as the best option for the classification of the
PCOS dataset in light of these findings and the strong performance seen. It is a
useful tool for the diagnosis and detection of Polycystic Ovary Syndrome because
of its superior accuracy, efficiency, and feature extraction capabilities. This study
advances the field of medical diagnostics while also highlighting how crucial it is to
choose a deep learning architecture that is suited to the specifics of the dataset at
hand.

Future Work: The accuracy and applicability of the model can be further im-
proved by this work by pursuing a number of different directions. A more resilient
model might result from a larger dataset including a bigger, more varied dataset that
can contain additional medical characteristics like hormone levels, age, and lifestyle
factors. Besides, new and latest models can be applied where TVS (transvaginal
ultrasound) images can be used instead of using ultrasound images since the trans-
ducer is positioned closer to the ovaries during TVS than during conventional ab-
dominal ultrasonography. In addition, studies in clinical experiments that confirm
the model’s efficacy can be carried out in conjunction with clinicians and researchers
to produce better results.
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