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Abstract
Sentiment analysis, a critical facet of Natural Language Processing (NLP), plays a
pivotal role in decoding human emotions conveyed through text. Despite extensive
research in sentiment analysis for widely spoken languages, there is a notable gap in
understanding its application to languages with fewer computational resources, such
as Bangla. This study bridges this gap by employing deep learning techniques to an-
alyze sentiments in Bangla texts. Our objective is to unravel text encoded in Bangla
expressions using a diverse set of machine learning and deep learning models, includ-
ing Random Forest Classifier, K-Nearest Neighbors (KNN), Kernel-Support Vector
Machine (SVM), Recurrent Neural Networks (RNNs), Long Short-Term Memory
networks (LSTMs), Convolutional Neural Networks (CNNs), Gated Recurrent Units
(GRUs), and BERT-base and RoBERTA and a custom-made model. Among these,
our findings reveal that the 1D CNN model achieved the highest accuracy, out-
performing all other models with an accuracy of 87.3%. These models underwent
training with a custom dataset from various online resources and authentic testimo-
nials. Focusing specifically on food and restaurant reviews in Bangla, we recognize
the substantial role customer sentiments play in shaping the food industry. Addi-
tionally, a custom model was developed to enhance sentiment analysis in Bangla
further. Beyond technical aspects, our research contributes to the understanding
of Bangla language sentiment expression nuances. We anticipate that our findings
will enrich the field of sentiment analysis, offering insights into linguistic diversity in
NLP and inspiring advancements for languages underrepresented in computational
research.

Keywords: Sentiment analysis, Bangla text, Deep learning, Machine Learning,
Random Forest, KNN, SVM, RNN, CNN, GRU, LSTM, BERT, RoBERTA, NLP
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Chapter 1

Introduction

1.1 Background
Bangla, also known as Bengali, is one of the major languages spoken in Southern
Asia. The language is commonly spoken in Bangladesh as it is the mother tongue
of its people and some parts of India. Moreover, Bangla is one of the widely spoken
languages in the whole world. Bangla, as a language, has a rich and diverse culture.
There have been many people who have enriched the language throughout history
with their works. One of them is Rabindranath Tagore, who is widely known for
his literature works in Bangla all over the world. The pride of the Bangla speaking
people revolves around the language. The language represents many things for its
people such as unity and dignity.The socio-political infrastructure in most of the
parts of the Indian Subcontinent is built around this language. Bangla serves as
a communication medium to its people all around the world. Moving on, as most
of our population is Bengali speaking, therefore most of the people in sociological
conditions, the official mode of communication in educational institutions is Bangla
by default. So, it is common that many of the population use Bangla in technological
fields with respect to governmental encouragement. People tend to use Bangla on
social media platforms and day to day electronic services. As majority of the people
are Bangla speaking, most of the conversations in social media are predominantly
in Bengali characters. This includes the usage in online marketplaces too. As there
is no research on Bangla language in the field of deep learning, these conversations
are lost within time. This is why research is needed to analyze the sentiments and
expressions from Bangla text which can vastly help on the cause of market research
and product quality development.

1.2 Problem Statement
The characteristics and grammar have been ignored by most of the papers that
conducted sentiment analysis in other languages. These existing models may or may
not perform well in the context of Bangla language. The existing models will most
probably fail to identify the unique features and patterns of Bangla language. The
reason we need a specific model to analyze and predict the sentiments of consumers
is to improve the food quality and market research. This can make a huge impact
on the businesses running inside the food and restaurant industry. As the public’s
point of interest is steered by the policymakers, it is important to understand their
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expression and sentiment toward valued goods. However, in the broader context,
sentiment analysis research on Bangla language can help other researchers and for
further works conducted in Bangla language in the future.
In this study, we aim to create a real time system that will be able to predict
a customer’s sentimental expression from Bangla text in the context of the food
and restaurant industry by using deep learning models. This can benefit the local
businesses to better understand the demands of the consumers and expand their
business territory. As a large number of consumers are not satisfied with the service
that they receive from the vendors, with our machine learning and deep learning
approach, we intend to benefit the food industry from our conducted research.

1.3 Research Objective
This study aims to predict the emotion of an individual from Bangla text using
machine learning and deep learning methods. The research objectives are following:

• To develop a comprehensive, high-quality annotated dataset on Bangla text.

• Desigining machine learning and deep learning models that understands the
unique characteristics of the Bangla language corpus, evaluates the sentimental
nuances of Bangla words in context. These deep learning models can be used
in market research and analytics.

• This study specifically focuses on Ml and DL algorithms to analyze the sen-
timents in Bangla text from customer reviews in social media food blogs and
reviews.

• Optimizing the models which includes hyperparameter tuning and other re-
quired adjustments.

• Providing practical implications such as market research, product quality im-
provement etc.

1.4 Research Outline
Our study’s significant goal is to provide actionable insights for enhancing product
quality and refining market research strategies in the culinary domain.
Chapter 1: This chapter elucidates the objectives of our research and motivating
factors that drive the continuation of our work. Additionally, we elaborate on the
procedural measures adopted to carry out an investigative apporach to problem-
solving.
Chapter 2: This chapter includes the related work part which consists of the
reviews of the previous work that are related to our study.
Chapter 3: This chapter includes the steps of our research work and the details
about it.
Chapter 4: This chapter shows the result and the analytics behind the models and
their outcomes.
Chapter 5: This chapter concludes our research and opens up new doorways to
further improvement of our study.
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Chapter 2

Related Work

The section on Related Work critically reviews prior research in the field, offering
a comprehensive overview of existing methodologies and findings. This contextual
analysis serves to identify gaps and set the stage for the unique contributions of our
study.
In the research described in another paper by D. Strezoski et al. [1], The author
employs a deep convolutional neural network to conduct tests on sentiment analysis
in Twitter conversations. The network is trained using word embeddings that have
already undergone unsupervised learning on big text corpora. The author uses CNN
with many filters with different window widths, and then adds two fully connected
layers with dropout and a softmax layer on top of those layers. This study shows
that utilizing pre-trained word vectors and Twitter corpora for unsupervised learning
is effective and beneficial. The experimental evaluation is based on the standard
datasets for the Sentiment analysis in the social network challenge from the 2015
competition of SemVal.
In this paper, M. Hassan et al. [2] went on to a different route to prove the sufficiency
of classical ML algorithms using NLP in sentiment classification of textual data and
attempted to demonstrate classical ML algorithms are alone sufficient for the tasks
highlighted. Dataset was created rather than selected by a post-processed source
and the main source of the data were from Bangla movie and telefilm scripts that
contained dialogues and conversations. Words were first preprocessed and trans-
formed to be model-ready, categorized into tokens of word streams with two main
labels positive and negative which further sub-classified into six sentiment emo-
tions. Naive-Bayes, Random-Forest, Support-Vector machines were implemented
and trained on the trained samples and tested for accuracy and Random Forest was
observed to work best for the task. This paper addressed the limitations of classical
ML and referenced a deep learning implementation for an improvement and future
prospect.
In this paper by Corcuera-Platas, I. et al [3], the authors contend that deep learn-
ing techniques outperform conventional approaches in terms of automated feature
extraction and performance. They propose merging deep learning techniques with
standard surface approaches since they recognize that these can offer robust base-
lines (enhancing deep learning). Furthermore, the stages to our goal involve the
introduction of two ensemble algorithms that integrate the baseline classifier with
other surface classifiers commonly employed in sentiment research. Last but not
least, statistical research shows that the suggested models perform better than the
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initial baseline in case of F1-Score.
In this study, M. Heikal et al. [4] have developed an ensemble model that combines
LSTM and CNN models that read Arabic tweets and predicts sentiment. This re-
search focuses on the sentence-level sentiment analysis of Arabic tweets to identify
the direction of the tweet, such as if it is positive, negative, or neutral. It doesn’t
need any further feature engineering because it employs pre-trained word embed-
dings.Firstly, the tweets go through a preprocessing and cleaning stage first to get
rid of extraneous symbols and tokens. After that, the tweets are ready for the train-
ing phase. A CNN model and an LSTM model are two deep learning models that
they have trained. They chose the top two models that have the greatest F1-score
after training both models with various hyper-parameters and created an ensemble
model using those models. To forecast the ultimate emotion of the incoming tweets,
they have followed the ensemble model.
In this study, A. Soumeur et al. [5] intended to create an automated analyzer of the
feelings of Facebook users of Algeria, or Facebook page users who communicate using
the Algerian Dialect (AlgD). They chose to test both shallow and deep learning, the
latter of which needed a lot of annotated data, which meant they had to go through a
collecting and annotation phase, followed by a preprocessing phase, before they could
go on to the learning phase.Besides, from more than 25000 sentiment-annotated
comments, researchers created a corpus. In order to assess each pre-processing
stage, they have decided to construct the Naive Bayes classifier. By adjusting the
number of layers, the number of neurons on each layer, and the activation functions,
researchers explored a wide range of topologies for MLP neural networks.
In this study, W. Souma et al. [6] have used the 2014 articles of Gigaword and
Wikipedia five corpus, word representation technique for global vectors, is applied
to this large text in intention to generate word vectors that are then fed into the deep
learning network library called Tensorflow. They look into the news archive called
Thomas Reuters News’ intraday high-frequency and the historical high-frequency
price tick data of individual stocks in the Dow Jones Industrial Average (DJIA
30) Index throughout that period of time. A permutation of RNNs and LSTMs’
units were employed, two deep learning techniques, to train their model from 2003
to 2012, using the same news archive data. Next, they evaluated their method’s
predictive ability using data from the 2013 News Archive. When they move from
randomly picking good and the news with the highest positive ratings being classified
as positive news and the news with the highest negative scores being classified as
negative news in order to create the training data set, the forecasting accuracy of
their approach increases.
In this study, Tanvirul et al. [7] conducted a study to classify Bangla text with
the use of Transformers using the data collected from multiple datasets including
YouTube Sentiment, YouTube Emotion, News Comment Sentiment, Authorship At-
tribution, News Classification. It showed a comparison between different algorithms
and concluded that XLM-RoBERTa-large works better than other common machine
learning algorithms. It demonstrated that using transformer models for fine-tuning
can result in superior performance when compared to both deep learning models
like CNN and LSTM trained on scattered word representation and conventional
techniques that employ hand-crafted features.
In another paper by K. Zheng et al [8], the main area of the study that it focused
on is the sentiment analysis of IMDB movie reviews using three deep learning net-
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works. The dataset utilized in the study is equally split between reviews that are 50
percent favorable and 50 percent negative. While CNN is frequently used for image
recognition, RNN and LSTM are frequently employed in NLP applications. The
outcomes show that when used for sentiment analysis of movie reviews, the CNN
network model produces good classification results. However, the accuracy rates for
the RNN and LSTM models are 68.64 percent and 85.32 percent, respectively.
In another paper done by K. Chakraborty et al. [9], it focuses on analyzing how
tweets about COVID-19 and the World Health Organization (WHO) helped the
general people throughout the epidemic by offering advice and information. In the
study, two different types of twitter datasets are examined. In comparison to the
initial dataset, this study finds more supportive and neutral tweets published by
internet users. To back up these claims, the research recommends a deep learning-
based strategy using classifiers that achieve accuracy rates of up to 81 percent. The
research also discusses the usage of a fuzzy rule base with a gaussian membership
function, which has an accuracy rate of up to 79 percent, to precisely identify sen-
timent from tweets.
This study conducted by N. Cach Dang et al [10], here it talks about the significance
of analyzing public opinion and how sentiment analysis, particularly on social media
platforms like Twitter and Facebook, may offer insightful data. Natural language
processing (NLP) presents difficulties for sentiment analysis in terms of accuracy
and efficiency. Moreover, it focuses on analyzing recent research that has used
deep learning methods to challenge sentiment analysis, particularly polarity. Word
embeddings and TF-IDF models were used to a range of datasets in these studies.
In this paper, O. Habinaman et al. [11] used BERT model, cognition focused atten-
tion models and sentiment domained word embedding models, models of common
sense, reinforcement learning, and GANs are a few models of the paper.Unsuper-
vised pre-trained UPNs, CNNs, RNNs, RvNNs, DRL, and neural networks of other
hybrid structures are the six categories into which this study divides deep learning
techniques. They draw the readers’ attention to the fact that in this review they
focus primarily on two novel deep-learning methodologies: GANs and DRLs. Re-
searchers have used UPNs, which is the subset of deep neural networks that allows
them to work with the unsupervised algorithm in order to train the layers of unla-
beled data. In short, they have shown some demanding issues that are trending and
provided some solutions using the above models.
In a different paper, M.R Amin et al. [12], a comparative study was performed on
Sentimental classification on Bangla textual content to compare and contrast the
performances of both classical and deep learning algorithms. Dataset was taken
from ABSA and BengFastext; It was analyzed, and further tokenized into sets, to
identify patterns of lexical content for positive and negative sentiment and experi-
ments were carried out in 75:25 train-test-split ratio and trained on CNN, FastText,
Transformer Models and RF. Across all the experiments, deep learning models per-
formed significantly better than classical counterparts with an average 76 percent
accuracy which therefore created a clearly visible distinction between the six differ-
ent classified sentiment labels.
Another study done by A. Daudpota et al [13]., aspires to investigate how people
from five different cultural backgrounds reacted to the novel coronavirus and their
opinions on the subsequent actions taken by different countries in response. Deep
LSTM neural network models—a replacement for the RNN—have been trained to
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achieve state-of-the-art accuracy on the ”sentiment140” dataset. These models are
applied to analyze the polarity of sentiment and sentiments from extracted tweets.
The supervised deep learning models on the recovered Twitter tweets were evaluated
in a unique and creative way with the aid of emoticons.
In this paper, Moqsadur et al. [14] conducted research using Deep Learning tech-
niques which identifies and categorizes opinions expressed in Bangla Sentences. The
data was collected from a news portal containing more than 24 newspapers where
Prothom Alo had a huge collection of visitor’s comments. CNN outplayed the other
models. The models were also applied on a dataset of Hindi language and it was
found that it performed exceptionally well on the Hindi language dataset.
In this paper, A. Yadav et al. [15] showed a review of deep learning models broadly.
They presented a taxonomy for sentiment analysis and discussed how common deep
learning architectures affect it. The prominents deep learning classifiers architec-
tures were covered. Additionally, researchers have given a brief overview of three
current research trends: capsule networks, bi-directional RNNs, and attention-based
networks. Additionally, they have highlighted tasks requiring sentiment analysis and
spoken about the deep learning models used to do them.
In this paper, N. R. Bhowmick et al. [16] conducted a study to analyze sentiments on
Bangla texts using supervised machine learning with Extended Lexicon Dictionary.
The authors made a sentimental dictionary list from a dataset manually created
from collected cricket and restaurant data. A few deep learning and machine learning
approaches were considered for this study and among them, BiGram features matrix
achieved an accuracy of 82.21 percent which was far better than the other models
on both the datasets. The study can be continued further if a high volume of
sentimental dictionary is constructed.
In this paper by H. Gelbukh et al. [17], it made an outline of two main goals as
follows: Create a benchmark dataset for the resource-constrained Urdu language for
sentiment analysis, and then test out several ML and deep learning techniques. The
author compares two text representation methods in order to determine which is the
most effective: count-based, which uses word n-gram feature vectors to represent the
text, and pre-trained Urdu word embeddings in fastText. The author highly appre-
ciated a collection of deep learning models and ML models. The study demonstrates
that the word n-gram feature combination with LR outperformed other classifiers
for the sentiment analysis task.
In this paper S. Shereen et al. [18], the author suggests categorizing a large number of
tweets according to their emotion. Here, the author applies deep learning algorithms
to categorize expressing feelings as either positive or negative. In order to get better
accuracy in sentiment classification, the author experimented with and assessed the
strategy employing RNN and LSTM on three separate datasets. A report shows
that the system excels at its positive or negative classification in the LSTM model
taking an accuracy of 86.56 and 90.20 and 89.23 percent accuracy for the subclasses.
In the paper by N.R Bhowmick et al. [19], it was discussed that in the case of
“rule-based sentimental score generation” and nominal based weighted dictionary,
works on sentimental analysis was still an unexplored paradigm especially using
Bengali text and deep-learning approaches. This paper approaches this issue by
proposing an extended lexicon data dictionary to create deep learning models for
Bengali SA. To extract polarity from a large set of texts, BTSC algorithm was used
to filter out the polarity and then those are fed to NN models along with the training
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samples, finally vectorized into chunks of unique numbers. This paper walks through
a detailed analysis of selected deep learning models, finetuned using capsule layers,
optimizer regularization etc . Through the analysis of these models, it came to the
conclusion that LSTM networks were highly accurate in performing SA operations.
In another paper A Hassan et al. [20], sentiment analysis was carried out using deep
recurrent models on not only Bangla text but with an addition of romanized/la-
tinized transliteration of Bangla text, also known as BRBT. There is a scarcity of
available datasets that are in Bangla or romanized Bangla and to help bridge the
challenge gap, this paper brought upon a very large dataset, made by them, of not
only Romanized Bangla text but also ten thousands Bangla and samples with each
sample annotated to a native reviewer. In addition to the dataset creation, this pa-
per applies deep recurrent models such as the RNN and LSTM on the given Bangla
and the romanized text corpus. Loss function was applied with few modifications
to the textual data during using LSTM and RNN for the training samples. Results
were recorded and it was observed that LSTM in Bangla dataset.
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Chapter 3

Methodology

Figure 3.1: Research Concept Map

We began by gathering data from various sources, then carefully cleaned and orga-
nized it to ensure its quality and relevance. Next, we selected the most important
features from the data and chose an appropriate machine learning model to fit the
task. After training the model on the prepared data, we rigorously evaluated its per-
formance to guarantee its accuracy and ability to generalize to new data. Finally,
we successfully integrated the trained model into a real-time application, enabling
it to make immediate predictions on new data as it becomes available.

3.1 Dataset Collection & EDA
For this study, various social media platforms, websites were used to collect the data
and compile into a single dataset. The dataset was gathered based on the evalua-
tions of food and restaurant reviews from restaurant websites, blogs and facebook
comments. It contains a large collection of food and restaurant reviews accompanied
by a scale of 1 to 10 and 1 to 5 which varied in different sources. This dataset in-
cludes almost 21000 food reviews covering a wide range of information.The dataset
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primarily consists of textual reviews, comments and captions related to food. These
textual contents differ in length and reflect the diversity of opinions of reviewers.
Typically, it is divided into specific subsets, with a sizable chunk given aside for
training to speed up the learning process. Additionally, test and validation sets are
established to evaluate how well the model performs on untested data and to avoid
overfitting. The dataset’s evenly distributed positive and negative attitudes make
sure that the performance of the models is not biased toward any one class. The
overviews of the dataset are given below.

3.1.1 Data Annotation
While collecting the review data from different social media sites and other related
resources, we also gathered a score along with the review. In the social media
platforms, the score was recalled as stars. There were two different scales for the
scores, one was from 1 to 5 and another was from 1 to 10. We converted the 1 to 10
scale into 1 to 5. Then we began the annotation process, where we had put some
thresholds to annotate our data. The threshold can be seen in the below figure:

Table 3.1: Data Annotation Threshold

Score Sentiment
5, 4 Positive
3 Neutral

1, 2 Negative

So after that, we noticed that, there were around 8000 Positive labeled texts, 6500
Negative labeled texts and around 4000 Neutral labeled texts. The texts where
no score was assigned, or also referred as null values, were moved to a different
dataframe and later manually annotated in order to create a validation set.
The following figure represents all of our dataset which is evenly categorized into
negative and positive sentiments based on respective food reviews. After that, we
moved forward to data preprocessing in order to make the dataset more useful to
work.

Table 3.2: Overview of the Dataset
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Table 3.3: Dataset Description

Figure 3.2: Sentiment Frequency Bar Chart

3.2 Data Preprocessing
Preparing data for analysis or machine learning comprises a number of processes
to make sure the data you’re dealing with is in the optimum condition. It involves
activities such as handling missing values, getting rid of duplicates, transforming
categorical data into numerical forms, scaling or normalizing numerical characteris-
tics, and frequently lowering dimensionality. The null instances were transferred into
another dataframe as a validation set. The goal is to arrange the data in a manner
that improves algorithm performance and enables algorithms to deliver more precise
and insightful answers during analysis or modeling.

Figure 3.3: Data Preprocessing Concept Map

3.2.1 Removing StopWords
We particularly focused on cleaning and possibly removing stopwords from Bengali
text data. Firstly, we establish a stopwords variable, which stores the name of a file
containing a list of Bengali stopwords. Common words are known as stopwords and

10



are frequently eliminated from text data during text processing since they might
not have a meaningful significance.

Figure 3.4: An overview of the stopwords

Table 3.4: Overview of Stopwords length

Cleaned reviews function takes a text review as input and performs the following
operations:

• Splits the input review into words

• Iterates over every word and tests if it exists in the list of stopwords.

• If a word is not in the list of stopwords, it is kept; otherwise, it is removed.
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• The filtered words are then joined back together into a single string.

• If removing stopwords is False, it only cleans the review using the cleaned
reviews function.

• If removing stopwords is True, it first cleans the review and then removes
stopwords using the stopword removal function.

Figure 3.5: Word Cloud of Positive labels.

Figure 3.6: Word Cloud of Negative labels.
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Figure 3.7: Word Cloud of Neutral labels.

3.2.2 Removing Punctuations
In order to extract the actual context of a word, we removed the punctuations from
the review texts. There may be sentences that include multiple punctuations, and
in order to make the prediction more accurate while keeping the context of the word
same as it is we applied a regular expression that removed the unnecessary numbers,
punctuations and other unnecessary characters.

[^\u0980−\u09FF ]

Figure 3.8: Regular Expression for removing punctuations

Table 3.5: Original vs Cleaned data

3.2.3 Removing Low Length Data
In order to remove the low length data, we applied the following steps:

• The code calculates the length (word count) of each review in a DataFrame
(df) and stores it in a new column called ’length’.
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Figure 3.9: Word Statistics of each class

• It then filters out reviews with very few words (less than or equal to and
creates a new DataFrame called dataset containing only the longer reviews.
Here the threshold of the data length was 2 meaning that texts that had a
length less than or equal to 2 were removed from the dataset.

• Finally, it prints statistics about the cleaned dataset, including the number
of reviews, the count of positive reviews, and the count of negative reviews.
This step provides an overview of the dataset after the cleaning and filtering
process.

Figure 3.10: Length Frequency Distribution
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Table 3.6: Max, Min & Average Length

Criteria Length
Maximum length of a review 249
Minimum length of a review 3
Average length of a review 14.0

3.2.4 Word Distribution Statistics

Figure 3.11: Statistics of Positive labeled classes

Figure 3.12: Statistics of Negative labeled classes
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Figure 3.13: Statistics of Neutral labeled classes

3.2.5 Train-Test Split
In order to perform a train-test split, we used the cleaned data. First we applied
different train-test split ratios including 70:30, 80:20 and 90:10. Next, we came to
notice that if a 70:30 train-test split ratio is used then the training data for some
labels become unbalanced and if a ratio of 90:10 is applied then the same happens
for the test ratio. Therefore, we chose the in between 80:20 ratio where the training
sets and the testing sets looked quite balanced.

3.2.6 Label Encoding
As we applied different models for our research, we performed different label encod-
ing approaches accordingly to the models. For some models, we manually mapped
the labels in the following method:

Table 3.7: Label Mapping

Sentiment Mapped Label
Negative 0
Neutral 1
Positive 2

And the other label encoding approach that we used was one-hot encoding where
multiple columns are created according to the labels. In the correct label column,
the cell is filled with the value 1 and other labeled cells are filled with 0s according
to the review texts.

3.2.7 Tokenization
In order to apply and fit the data into the models, we had to tokenize the textual
data. The process first took a whole review as a sentence and divided the whole
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sentence in smaller chunks while removing the spaces. So, each word in a sentence
got stored into an array. An example is given below:

Figure 3.14: Tokenization Example

However, this approach was followed for machine learning models but for other deep
learning models, different tokenization method was applied. For the deep learning
models, the textual data after splitting was converted to strings in order to ensure
uniformity. And later the tokenizer was applied using the folllowing parameters:

Table 3.8: Tokenization Parameter for Deep learning models

Parameter Value
max words 10,000

max sequence length 100
oov token <OOV>

Finally, when LLM (Large Language Models) were applied, they used their own
tokenizer package in order to tokenize the texts.

3.2.8 Vectorization
As the models didn’t understand the textual data directly, we had to vectorize these
texts so that the models could process the data and make predictions. For the ml
models, TF-IDF vectorizer was used. TF means Term Frequency, which can be
denoted by the formula:

TF(t, d) = Total number of terms in document d
Number of occurrences of term t in document d

(3.1)

The term IDF stands for Inverse Document Frequency, the below formula denotes
IDF:

IDF(t,D) = log
(

Number of documents containing term t

Total number of documents in the collection D

)
(3.2)

Finally, the TF-IDF is calculated using the following formula:

TF-IDF(t, d,D) = TF(t, d)× IDF(t,D) (3.3)

When we applied the TF-IDF into our text reviews, the texts were converted into
a vector where each dimenstion represented a unique term. An example is given
below:
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Figure 3.15: TF-IDF Statistics of a Review
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3.3 Model Architectures

3.3.1 Multinomial Naïve Bayes (MNB)
It is employed to forecast the likelihood that a term will fall into a specific class.
Its simplicity of usage throughout training and classification processes makes it
popular. The Naive Bayes classifier is used to apply pre-processed data as input to
the training input set. The trained model is then used on tests to provide either
positive or negative sentiment. The Bayes theorem is as follows:

P (Ck|x) =
P (Ck) ·

∏n
i=1 P (xi|Ck)

count(xi)∑K
j=1 P (Cj) ·

∏n
i=1 P (xi|Cj)count(xi)

(3.4)

where Ck represents the class, x represents the input features, P (Ck|x) represents
the posterior probability of the class conditioned on the input features (i.e., the
probability that the class Ck holds true given the values of x), P (Ck) represents the
prior probability of the class (i.e., the probability that class Ck holds true irrespective
of the input feature values), P (xi|Ck) represents the posterior probability of the
feature xi conditioned on the class Ck (i.e., the probability that xi will have a certain
value for a given class Ck), and count(xi) represents the count of occurrences of the
feature xi in the input features. According to dictionary techniques of score, the
stated system determines if the tweet is favorable or negative.

3.3.2 K-Nearest Neighbor (KNN)
KNN, supervised machine learning technique, is used to make predictions on the
basis of majority class (classification) or average class (regression) in the feature
space using closes k nearest points. Initially labeled dataset with feature instances
and matching class labels (for classification is provided. It measures the similarity
between instances in the feature space using a distance metric, Minkowski distance
was used to determine the distance between each test instance and every other
instance in the training dataset.

DMinkowski(P,Q) =

(
n∑

i=1

|x1i − x2i|p
) 1

p

(3.5)

Decide on a value for K, the number of closest neighbors to take into account while
predicting. The hyperparameter K must be set before the algorithm may be used
and determine which K training dataset instances are closest to the test instance
in terms of distance. These are those that are ”nearest neighbors.” Feature scaling
was applied Expected class label for the test instance is found by using the majority
voting/averaging rules.

3.3.3 Random Forest Classifier
The random forest classifier was selected since it ranked highest on a single deci-
sion tree in terms of efficiency and reliability. This ensemble technique is based on
bulging. A forest appears more sturdy in general the more trees it has. In a similar
vein, greater forest tree counts yield higher accuracy outcomes in the random for-
est classifier. We will handle the missing data using random forest classifiers. An
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example of an ensemble machine learning method is Random Forest, also known as
Bootstrap Aggregation or bagging. The Random Forest method and the Bagging
ensemble technique are utilized for predictive modeling. The bootstrap technique is
utilized to estimate statistical quantities from samples, and the bootstrap aggrega-
tion process is employed to generate numerous distinct models from a single training
dataset. Random forest algorithm has accuracy, it runs on large dataset , it gener-
ates accurate data when large proportion data is missing , generated forest is used
for future use to provide accurate results. We strategically assembled a forest of 100
individual decision trees, each independently trained on distinct subsets of the data.
This ensemble approach safeguards against the biases and inconsistencies inherent
in solitary trees. To meticulously guide the growth of each decision tree, we selected
entropy as our information gain criterion. This metric meticulously measures the
level of uncertainty or impurity within a dataset, meticulously selecting features
that maximize information gain and foster optimal splits. To ensure reproducibility
and consistency across multiple model runs, we fixed the random seed to 0. This
guarantees that the random processes underpinning model training yield identical
results each time, fostering reliable model evaluation and comparison.

Figure 3.16: Random Forest Classifier Workflow

3.3.4 Kernel Support Vector Machine (KSVM)
Kernel Support Vector Machine (SVM) accomplishes classification by implicitly
transferring the input data to a higher-dimensional feature space using a kernel
function; to discover a non-linear decision boundary in the converted space through
a kernel function that represents the intended non-linear mapping of the input data
- translates the input features to a higher-dimensional space without explicitly cal-
culating the transformed feature vectors.
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K(xi, xj) = exp
(
−‖xi − xj‖2

2σ2

)
(3.6)

To depict the pairwise similarity of all data points, the kernel/gram matrix is used.
TN represents the number of support vectors, αi represents the Lagrange multi-
pliers, yi represents the class labels, K(xi, x) represents the kernel function, and b
represents the bias. The regularization parameter C balances maximizing margin
and minimizing classification error.

3.3.5 Recurrent Neural Network (RNN)
RNN, made to handle sequential data by accounting for the information’s sequential
character to store information about earlier inputs and generates an output and
updates its internal state at each processing stage by combining an input with
previously stored data in its hidden state. At each step of t, the network receives
an input xt and the previous hidden state ht-1. The current state (ht) is computed
using the input and the previous hidden state is also taken into account.

yt = f(Wyh · ht + by) (3.7)

ht = f(Whx · xt +Whh · ht−1 + bh) (3.8)

Whx and Whh are weight matrices. bh the bias term. f non-linear activation function.
Secondly, it updates the hidden state (ht) and the network generated output (yt).
Wyh weight matrix connecting the hidden state to the output. by, output bias
term and the output (yt) for the next time step xt+1. Maximum words used were
1000 and converted text data into sequences of integers, prepared by the tokenizer
and padding as post-type, max-sequence-length 100. Embedding layer was created
with output dimension 128; dense layer size 1, recurrent dropout of 0.2 and Relu
activation.

Figure 3.17: RNN Architecture
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3.3.6 Long Short-Term Memory Network (LSTM)
Long Short-Term Memory Networks (LSTMs), created to an improved capture long-
term dependencies and eradicate the vanishing gradient problem present in based-
traditional RNNs. In contrast to RNN, LSTM consists of cells that can retain
information for longer periods of time. These cells enable the model to constantly
manage and update information, forget and overcome the vanishing gradient prob-
lem that is found in RNNs. BPTT is used in case to train LSTMs in order to

Figure 3.18: LSTM Architecture

minimize a loss function that enhances the network’s prediction capabilities over se-
quential data by updating weights and biases. LSTMs have demonstrated superior
performance in tasks involving sequential data, such as natural language processing,
speech recognition, and time series prediction.

3.3.7 Convolutional Neural Network (CNN)
The CNN model is made up of a linear form of layers that are passed into a con-
structor format by various lists of layers. The layer that receives the bangla text
reviews of meals. All of the inputs were later padded, and the review duration was
increased to 100. The vocabulary size of 8392 and the input length of 100 are con-
tained in the Embedding layer. It selects an embedding space with 300 dimensions
in a 100*300 matrix form, which is helpful for determining the text characteristics
from the in-build length of a large quantity of data. This 1D network flow fits the
number of output filters employed in the convolution network and contains the filter
of 128 feature vectors. The size of the convolutional window in a 1D convolution
layer is determined by applying a kernel size to the kernel weight matrix of 5, which
consists of 5 feature vectors. Next, for 1D temporary data, the GlobalMaxpool-
ing1D layer was used, which maximizes vector space in comparison to the neural
network’s step-by-step dimensions. From the meal review dataset, it will gather the
maximum vector value of the phrases that contain the most often used vector. ReLu
and sigmoid activation were employed, with a 0.2 dropout rate, to prevent the data
from being overfitted.
Pooling layers reduce the dimensionality and the final layer produces the classifi-
cation and categorizes into labels. It is useful in our study because it can detect
sentiment bearing compound words that indicate positive and negative sentiments.
This allows the model to learn and identify sentiment indicators and makes it valu-
able for our research.
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Figure 3.19: CNN Architecture

3.3.8 Gradient Recurrent Unit (GRU)
GRUs have hidden states that preserve information from prior time steps, which
helps grasp the context of the input sequence -preceded by an embedding layer
which converts the Bangla text to a dense vector space, capturing the semantic
links between words. Padding was applied using the max input to a fixed length of
100. It has a vocabulary size of 8392, an input length of 100, and an embedding
space with 300 dimensions. ReLU activation function was used. To avoid overfit-
ting, a dropout rate of 0.2 was used, similar to the CNN. Its output was reconfigured
with a convolutional layer with Filter size 128 and Kernel size 5 and Convolution
operation, Ct = Conv1D(ht, kernel_size = 5, filters = 128). Applying global max
pooling to the convolution layer’s output obtains the greatest value along the time
dimension. GlobalMaxPooling1D(Ct) = Maxt(Ct). It captures sequential relation-
ships in Bangla text, and output is processed through convolutional and pooling
layers to extract features for classification using appropriate regularization.

3.3.9 BERT-base
This implementation employed the ”bert-base-uncased” variant of the BERT model
for sequence classification. The tokenizer is initialized and configured accordingly.
Text data, comprising both training and testing sets, undergoes tokenization and
padding, with a vocabulary size set to 10,000 words. The resulting sequences are
truncated or padded to a maximum length of 100 tokens. The neural network
architecture takes the form of a Sequential model in TensorFlow. It encompasses
an Input layer for integer sequences, the BERT model, and a Dense layer utilizing a
softmax activation function. 3 nodes are involved in the output layer, aligning with
the three classes in the classification task. BERT uses Adam optimizer while setting
up 3e-5 as its learning rate.
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Figure 3.20: BERT Architecture

3.3.10 RoBERTA
The RoBERTa model, variant of BERT and mainly used for sequence-to-sequence
modeling, breaks down data into three parts that are gradually named tokenizer,
transformers, and heads. It transformed the raw data into sparse index encodings
with a tokenization and sparse content was shaped into contextual embedding by
the transformers for deeper training using contextual embedding.

Figure 3.21: RoBERTA Tokenization

It implemented 60,000 vocabulary of the tokenizer which is made of Byte-Pair en-
coding and was trained on 4 different corpora, as follows into word embeddings.
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There are some special tokens in the R0BERTa tokenizer. The ‘<s>’ and ‘</s>’
is a special token that indicates the starting of the sentence and the closing part is
stated by the <pad> token. RoBERTa tokenizer encodes our raw text by input ids
and an attention mask. On the other hand, the attention mask ensemble the batch
of our sequences. as an elective variable.Our RoBERTa model takes the input ids
and attention mask into it. This model carries 12 basic layers, 768 secret conditioned
vectors, and 125 million variables.

Figure 3.22: RoBERTA Architecture

3.3.11 Custom Model Architecture
The custom model in use integrates a hybrid architecture, combining the RoBERTa-
based transformer with a 1D-CNN for the purpose of text classification. In this
design, the RoBERTa model operates as the initial feature extractor, capturing con-
textual nuances from input sequences. Subsequently, the last hidden states derived
from RoBERTa undergo processing through a 1D-CNN layer featuring 256 output
channels and a kernel size of 3. This is followed by the application of a Recti-
fied Linear Unit (ReLU) activation function and a max-pooling operation. The
resultant features are then subject to global averaging, and a fully connected layer
with an output unit count corresponding to the specified three classes facilitates
the final classification. The architecture adeptly harnesses the strengths of both
RoBERTa’s contextual comprehension and the 1D-CNN’s proficiency in discerning
local patterns, thereby furnishing a holistic representation conducive to effective text
classification. In numerical terms, the RoBERTa model transforms input sequences
into 768-dimensional embeddings, while the 1D-CNN layer produces 256 features.
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Notably, this architecture is intentionally crafted to accommodate diverse classifi-
cation tasks, and the model’s configuration allows for fine-tuning to suit specific
applications.

3.4 Model Training

3.4.1 Parameters of Different Models
In the Random Forest Classifier, the model used Bootstrap Aggregation (Bagging)
technique and each tree was trained independently on subsets. Also, Information
Gain criterion was applied. The following table shows the paramters for the Random
Forest Classifier:

Table 3.9: Random Forest Classifier Parameters

Parameter Value
n estimators 100
criterion entropy

random state 0

In the Multinomial Naïve Bayes (MNB) model, an alpha value was set to train this
model that worked as a smoothing factor and regularization parameter

Table 3.10: Multinomial Naïve Bayes Parameters

Parameter Value
alpha 0.15

In the K-Nearest Neighbor Model, the the distance of nearest neighbors was calcu-
lated to predict the class of the text. Minkowski distance was used, where if the
value of p is 1 then it is converted to Manhattan distance and if it is 2 then gets
converted to Euclidean distance. the parameters used in K-NN were:

Table 3.11: K-Nearest Neighbors Parameters

Parameter Value
n neighbors 3

metric minkowski

In the Kernel Support Vector Machine algorithm, the textual data was handled in
a non-linear way and the kernel transformed the data into higher-dimensional space
while maximizing the margin between the classes. The following parameters were
used for this model:
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Table 3.12: Kernel Support Vector Machine Parameters

Parameter Value
C 1000

kernel rbf
probability True
gamma 0.0002

random state 0

Although, to set the bar at the same level, max words and max sequence length
parameter was set equally for all the deep learning models. Although rest of the
paramters for each model were slightly different.
For the Long-Short Term Memory (LSTM) model, we had to pad the text data
and then train the model. Even GRU uses the same paramters but we just add a
GRU layer insead of a LSTM layer. The following were used as LSTM and GRU
parameters:

Table 3.13: LSTM and GRU Parameters

Parameter Value
input dim max words
output dim 128
input length max sequence length
dropout 0.2

dense metric 1
activation sigmoid

loss binary crossentropy
optimizer adam

The Convolutional Neural Network Model had the same paramters as the GRU and
LSTM except it used a 1-Dimensional Convolutional Layer with an extra parameter
called pool size.

Table 3.14: 1D-CNN Parameters

Parameter Value
input dim max words
output dim 128
input length max sequence length
dropout 0.2

dense metric 1
pool size 5
activation sigmoid

loss binary crossentropy
optimizer adam

In case of BERT, the batch size was changed to 32 from 64 so that the training
process would be efficient. The parameter are as follows:
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Table 3.15: BERT Parameters

Parameter Value
activation softmax
optimizer Adam

learning rate 3e-5
from logits True

3.4.2 Large Language Models (LLMs)
RoBERTa, a variant of BERT, was also applied. The base RoBERTa model was
loaded. The specifications of the used RoBERTa model are:

Table 3.16: RoBERTa Specifications

Parameter Value
Variant RoBERTa 7b
Layers 12

Hidden State Vectors 768
Parameters 125 million

The model was already pre-trained with text data which we later had to fine tune
for our specific task. We used the same parameters as BERT while fine tuning.

Table 3.17: Custom Model Specifications

Parameter Value
Batch Size 16,32,64,128
Epochs 5

Optimizer Adam
Criterion Binary Cross Entropy
Dropout 0.2
activation sigmoid
input dim 100
output dim 128
input length 10,000
dense metric 1
pool size 5

The custom model employs CrossEntropyLoss, Adam optimizer (lr=1e-4), and pro-
cesses data in batches. The training loop iterates for five epochs, updating param-
eters and displaying loss and accuracy metrics. Numerically, the RoBERTa model
processes input sequences into 768-dimensional embeddings, and the 1D-CNN layer
outputs 256 features.
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Chapter 4

Result & Analysis

4.1 Evaluation Metrics
In order to evaluate the machine learning models, we have applied some performance
metrics that would help us to better understand the operation of the models. The
weights that would be used to evaluate the metrics are:

Table 4.1: Evaluation weights

Abbreviation Description
TP True Positive
FP False Positive
TN True Negative
FN False Negative

Accuracy

Accuracy refers to the correctly predicted instances out of the total number of in-
stances.

Accuracy =
TP + TN

TP + TN + FP + FN
(4.1)

Precision

Precision may be defined as the accuracy of positive forecasts divided by the sum
of genuine positives and false positives.

Precision =
TP

TP + FP
(4.2)

Recall

Recall is another name for true positive rate, or sensitivity, which evaluates how well
models are able to identify pertinent cases. It determines the ratio of real positives
to the total of false negatives and true positives.

Recall = TP

TP + FN
(4.3)
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F1 Score

The F1 score is the melodious means of precision and recall. It delivers a fair analysis
that takes into account both false positives and false negatives. The formula for F1
score is given by:

F1 Score = 2 · (Precision ·Recall)

Precision+Recall
(4.4)

4.2 Performance Evaluation
The accruacy for our applied models are given below:

Table 4.2: Accuracy of ML Models

Model Accuracy
Random Forest 82.57

Multinomial Naive Bayes 81.40
K-Nearest Neighbors 71.10

Kernel Support Vector Machine 82.10

The highest accuracy of 82.57% was achieved by Random Forest Classifier while
K-NN underperformed the most.
The precision for our applied models is given below:

Table 4.3: Precision of ML Models

Model Precision
Random Forest 80.37

Multinomial Naive Bayes 73.91
K-Nearest Neighbors 68.72

Kernel Support Vector Machine 80.19

The highest precision of 0.85 was achieved by the Random Forest Classifier, while
K-NN exhibited the lowest precision among the models.
The recall for our applied models is given below:

Table 4.4: Recall of ML Models

Model Recall
Random Forest 82.57

Multinomial Naive Bayes 81.40
K-Nearest Neighbors 71.10

Kernel Support Vector Machine 82.10

The highest recall of 0.85 was achieved by the Multinomial Naive Bayes model, while
K-NN exhibited the lowest recall among the models.
The F1 score for our applied models is given below:
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Table 4.5: F1 Score of ML Models

Model F1 Score
Random Forest 76.77

Multinomial Naive Bayes 75.48
K-Nearest Neighbors 69.72

Kernel Support Vector Machine 73.74

The highest F1 score of 0.82 was achieved by both the Multinomial Naive Bayes and
the Kernel Support Vector Machine models, while K-NN exhibited a comparatively
lower F1 score among the models.
For the deep learning models we got the following resutls:

Table 4.6: Accuracy of DL Models on Test Dataset

Model Accuracy in Percent
Recurrent Neural Network 68.77

1D Convolutional Neural Network 87.48
Long Short Term Memory Network 73.72

Gated Recurrent Units 74.74
BERT-base 72.13

RoBERTA-7b 80.74
Custom-Model 83.31

Table 4.7: Loss of DL Models on Test Dataset

Model Loss Value
Recurrent Neural Network 0.5634

1D Convolutional Neural Network 0.3739
Long Short Term Memory Network 0.6845

Gated Recurrent Units 0.5769
BERT-base 0.5454

RoBERTA-7b 0.4854
Custom-Model 0.3922
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4.3 Visualization
Confusion Matrix

Figure 4.1: Confusion Matrix for Random Forest Classifier

Figure 4.2: Confusion Matrix for Multinomial Naive Bayes
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Figure 4.3: Confusion Matrix for K-Nearest Neighbor

Figure 4.4: Confusion Matrix for Kernel Support Vector Machine

33



ROC Curve

Figure 4.5: ROC Curves for ML models

In order to analyze the model’s performance on our dataset, we have used Explain-
able AI (XAI) to visualize the effects on our research.

4.4 Testing Best-Performing Model via Prompt

Figure 4.6: Prompt Results
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In employing a Convolutional Neural Network (CNN) for sentiment analysis of Ben-
gali text reviews, the CNN outperformed a range of models, including RoBERTa,
custom models, BERT, k-NN, k-SVM, Random Forest, Multinomial Naive Bayes,
GRU, LSTM, and RNN. This success was evident in accurately classifying senti-
ments, such as recognizing positive feedback on food and ambiance and identifying
dissatisfaction despite positive service comments. The CNN’s effectiveness can be
attributed to its ability to capture local patterns and sequential dependencies in
Bengali text, making it a robust tool for real-world applications. This sentiment
analysis system holds great potential for businesses seeking to automatically ana-
lyze customer feedback, gauge public sentiment, and make data-driven decisions to
enhance customer satisfaction and service quality.

4.5 Explainable AI (XAI)
In the following waterfall plot, the reviewer showed that they enjoyed their coffee.
The base value here, which is the sentiment score of all the reviews in the dataset is
0.0053, which indicates that the overall sentiment of the reviews is slightly negative.
However, the waterfall model suggests that the reviewer had a positive experience
at the restaurant.

Figure 4.7: Sentiment Visualization of a review in waterfall plot

So finally, from the overall machine learning models and deep learning models, we
saw that 1-Dimensional CNN performs the best among all the applied models and
even outperforms the custom model which was made. In the visualization using the
waterfall model, the weight of the words was determined by the average sentiment
score that was predicted by the best performing model. The words that were labeled
in the red mark were found negative and blue marked words were found positive.
Nevertheless, after finding out whether the word is positive, negative or neutral, we
can easily catch a sight of the best performing model from the accuracy tables of
deep learning and machine learning models.
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Chapter 5

Conclusion

In conclusion, our research endeavors revolved around the training and evaluation
of five distinct models on a limited dataset, with CNN emerging as the standout
performer in terms of accuracy in contrast with RNN, RoBERTA, BERT, LSTM,
GRU. The reason for accuracy is focus on local features; it excels at extracting
sentiment-bearing words and phrases from short sentences and since it has fewer
parameters than LLMs, it requires less data for effective learning. ML algorithms -
KNN, MNB, RF classifier and Kernel SVM were also applied and yielded compara-
ble results, however they could not outperform CNN.

Future enhancements in Bangla food review sentiment classification involve explor-
ing hybrid models, combining the contextual understanding of recurrent models like
LSTMs and GRUs with feature extraction from convolutional models like CNNs.
This approach aims to boost accuracy, especially in resource-constrained settings.
Our ongoing work provides a foundation, emphasizing the potential for improved
sentiment analysis in Bangla, contingent on larger datasets and strategic model
fusion. Last but not the least, we are expecting to develop robust deep learning
models that are capable of accurately discerning sentiment in Bangla text across
various domains. Also, we anticipate contributing valuable insights and models to
the growing field of Bangla natural language processing.
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