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Abstract

In recent years, online food ordering services have gained popularity by providing
customers with suitable and user-friendly platforms for ordering food from restau-
rants and receiving doorstep delivery. Foodpanda Bangladesh and HungryNaki have
been anticipated to make significant contributions to the expansion and development
of the online food delivery market during this period. This study aims to forecast
the attitudes of Bangladeshi consumers toward digital platforms for food ordering,
with a particular focus on Foodpanda Bangladesh and HungryNaki. To achieve this
goal, an online review sentiment analysis will be implemented. A dataset of cus-
tomer reviews from the company’s website will be compiled. The data will undergo
preprocessing techniques to filter out unnecessary and irrelevant information and
refine the features and characteristics of the data. Subsequently, natural language
processing (NLP) techniques will be applied to conduct sentiment analysis. The
objective of this research is to determine the prevailing customer opinions regarding
restaurants and food delivery platforms in Bangladesh. This includes their future
assessments of delivery schedules, meal quality, and customer service on the plat-
form. The results of this research should shed light on the future of Bangladesh’s
food-ordering portals from the perspective of their users. The research will help
the platform enhance its reputation and competitiveness in the online food delivery
market.

Keywords: Sentiment analysis, Restaurant reviews, Food ordering portal, Cus-
tomer reviews, Data analysis, Neural Network, Rating.
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Chapter 1

Introduction

In recent years, restaurant food delivery applications have emerged as a transfor-
mative force in the culinary industry, fundamentally altering the way consumers
experience dining. These digital platforms serve a crucial purpose in our fast-paced
and convenience-oriented society, offering a seamless connection between consumers
and their preferred restaurants.

Globally, there has been a significant increase in demand for and usage of food deliv-
ery applications in recent years. The primary objective of restaurant food delivery
applications is straightforward: to provide customers with a hassle-free means of
accessing a wide array of culinary offerings from the convenience of their homes,
workplaces, or virtually any location with internet connectivity. Whether it in-
volves ordering a general meal from a renowned restaurant, obtaining a quick and
hearty takeout option, or even procuring a special treat for a celebratory occasion,
these applications have become the preferred solution for fulfilling culinary desires.
Typically, these applications offer consumers a convenient and cost-effective means
of food delivery. Food is often ordered through online platforms, such as mobile
applications and websites, with a commitment to timely delivery. A substantial
number of people prefer making online payments for these services. In Bangladesh,
the utilization of food delivery applications is experiencing considerable popularity.
Notably, Foodpanda, HungryNaki, PathaoFood, and ShohozFood are emerging as
the most renowned applications, garnering extensive recognition across the nation.

Several compelling factors underpin the increasing demand for online food ordering
from restaurants. Firstly, the busyness of our modern lives places a premium on
convenience. Secondly, the outbreak prompted more people to start ordering food
online, underscoring the importance of contactless dining solutions and reducing the
necessity for in-person restaurant visits. Safety concerns and lockdown measures fur-
ther emphasize the significance of these platforms. Moreover, these apps offer a wide
variety of food options, including different types of cuisine and restaurants, which
suit the diverse preferences of customers. This variety, along with easy-to-use menus
and helpful features like reviews and ratings from other customers, makes the whole
dining experience even better. Food delivery services are now a big part of how we
experience and enjoy our favorite meals, changing the way we approach dining.

Sentiment analysis is a substantial area of research within the field of natural lan-
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guage processing (NLP) that aims to identify underlying sentiments or emotions
expressed in various forms of language. This concept holds a multitude of potential
applications, including the analysis of consumer feedback, the management of brand
reputation, the enhancement of business operations, and the advancement of market
research. Employing sentiment analysis in restaurant reviews can raise awareness of
the overall level of customer satisfaction and enable the evaluation of specific areas
in need of improvement.

This research aims to analyze text-based customer reviews on the online platforms
of food ordering portals in Bangladesh, including Foodpanda and HungryNaki.

The primary objective of this study is to analyze diverse patterns within restaurant
website reviews provided by various individuals and determine whether the senti-
ments expressed are positive, negative, or neutral, utilizing unique databases. This
approach will facilitate improvements in food delivery services and restaurants to
better align with customer preferences. In addition to ensuring customer satisfac-
tion and meeting their expectations, this study has the potential to yield positive
outcomes for the business landscape of Bangladesh.

In conclusion, the primary objective of this research is to utilize natural language
processing for conducting an in-depth analysis of text-based review evaluations from
Bangladeshi online food delivery platforms. The aim is to draw insights into the
reliability of restaurant services.
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1.1 Research Problem

Due to the rapid growth of online food ordering platforms, people heavily rely on
online reviews before ordering food from any restaurant. Ordering food from restau-
rants online has become incredibly convenient, but it’s not without its challenges
for customers. One of the primary issues they face is uncertainty about the quality
of food and delivery service. Without being physically present at the restaurant,
customers heavily rely on reviews to make rational decisions. However, not all re-
views are reliable, as some may be biased or unrepresentative. To address this issue,
they need to sift through a substantial volume of reviews along with their respective
ratings.

The solution to this problem was leveraging the power of sentiment analysis in re-
views. By applying natural language processing techniques, the sentiments expressed
in customer reviews were systematically analyzed and categorized. Sentiment anal-
ysis involves a series of essential steps. To begin, feedback from customers was
gathered, originating from online platforms. Subsequently, the data underwent pre-
processing to eliminate noise, including irrelevant information and special characters,
while also standardizing text through tasks such as lowercasing and removing stop-
words. Following this, text analysis took center stage, employing natural language
processing techniques such as tokenization, lemmatization, and part-of-speech tag-
ging to dissect the textual content. The core of sentiment analysis lay in sentiment
classification, where various machine learning algorithms were utilized to categorize
the sentiment expressed in each review. A score was then assigned to each piece of
text to indicate its positivity, neutrality, or negativity. Finally, data visualization
techniques were applied to present the results of sentiment analysis in an accessible
format using graphs, charts, and word clouds.

Figure 1.1: General framework of sentiment analysis process
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All these processes will allow us to determine the overall satisfaction level of cus-
tomers and identify specific areas of concern, such as delivery speed, food quality,
or customer service. Armed with this data-driven insight, restaurants, and food
delivery services will be able to make targeted improvements to address these issues
and enhance the overall customer experience. Moreover, it will empower customers
to make more informed choices by providing them with a more accurate represen-
tation of what to expect when ordering food online, ultimately making the overall
experience more enjoyable and reliable.

In Bangladesh, people are increasingly using food delivery platforms, and the number
of users is growing day by day. The concept of online food delivery from restaurants
in Bangladesh has gained significant popularity in its early stages. Foodpanda,
HungryNaki, Shohoz Foods, PathaoFood, and UberEats are now the top contenders
in the food delivery industry. This paper [1] informs about how many customers are
using this service and their perspective on it, considering factors such as delivery
and restaurant service pricing, quality, time, and management.

Figure 1.2: Gender distribution of online food orders
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Figure 1.3: Age group preferences in online food ordering

Figure 1.4: Occupational patterns in online food ordering

6



Our goal is to resolve this everyday challenge by establishing a model capable of
identifying customer reviews and conducting sentiment analysis to categorize them
into three groups: positive, negative, or neutral. Due to the current scarcity of
resources and datasets in the Bengali language for this purpose, a new dataset needs
to be created. The author has gathered reviews from various online food ordering
platforms and classified them based on their sentiment. Initially, the focus was on
collecting reviews from platforms such as Foodpanda and HungryNaki. Our findings
are intended to be presented through an application or website. This tool allows
consumers to access reliable reviews of their preferred restaurants within seconds
quickly.

Figure 1.5: Workplan

Figure 1.6: Sample dataset before preprocess and after preprocess with class
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1.2 Research Objective

Our research aims to ascertain the sentiments of people in Bangladesh regarding
restaurants and online food delivery services, focusing on aspects such as delivery
time, food quality, and customer service.

1. Understanding the expectations and requirements of customers in Bangladesh
regarding restaurants and food delivery services.

2. Analyzing customer reviews on websites where they can order food.

3. Developing a model capable of distinguishing between positive, negative, and
neutral reviews.

4. Converting the model into a web application to provide customers with com-
prehensive reviews, enabling quicker decision-making and well-informed choices
when using these services.

8



1.3 Thesis Organization

1. Introduction:

• Background of the Research: Provided an overview of the online food
delivery industry and the demand for it in Bangladesh.

• Research Problem: Defined the research problem, highlighting the limi-
tations and work plan of the research.

• Research Objective: Presented the main goals and objectives of the re-
search, specifying the contributions in the field.

2. Literature Review:

• Summarized related works in the chosen field, emphasizing key method-
ologies, results, and datasets.

3. Model Specification:

• Described the machine learning models and deep neural network archi-
tectures used, highlighting their design principles and advantages in ad-
dressing the research problem.

4. Description of the Data:

• Data Collection Method: Explained the sources and methods used to
collect relevant data for the research.

• Data Preprocessing Method: Describes the preprocessing steps under-
taken to clean and prepare the data for model training and evaluation.

• Data Augmentation Method: Discussed any data augmentation tech-
niques employed to enhance the diversity of the dataset.

• Data Visualization: Presented visualizations that aid in understanding
the characteristics of the dataset, providing insights into patterns.

5. Performance Analysis:

• Result Evaluation: Analyzed the results obtained from both machine
learning and deep neural network models, and the behavior of different
models in various scenarios.

• Comparison of Results: Compared the performance metrics of different
models, showcasing their relative strengths and limitations in addressing
the research problem.

6. Website Implementation:

• Provided a detailed description of the implemented website, outlining its
features.

7. Conclusion

8. References
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Chapter 2

Literature Review

In this section, most of the previous works conducted in this field have been sum-
marized. The study of each paper has resulted in our enrichment with various ideas
and methods of implementing a model, ways of data collection, different challenges,
along the major insights of several aspects of a subject. In the following, the sum-
maries of different papers in the field of their study have been enlisted.

In this paper [2], they have analyzed reviews from nearly one thousand restaurants,
collected from various Facebook groups and public papers. These reviews were
used to train the system. To create the corpus, an English benchmark dataset was
translated into Bengali due to a lack of datasets and resources in Bengali. Various
machine-learning approaches were employed, resulting in an 80.48% accuracy using
the multinomial Naive Bayes classifier, which is the highest accuracy compared to
other approaches. Their suggested approach can categorize 84% of positive reviews
and 74% of negative reviews. While a small amount of inconsistency may exist in
the manually collected dataset, this paper could significantly impact future research
in the field. In summary, future research could employ enhanced methods to es-
tablish more meaningful relationships between words, improving the model’s ability
to accurately understand sentiments. Additionally, increasing the dataset size is
essential for achieving higher accuracy.

In another research [3], sentiment analysis has been used to analyze customers’ re-
views of the ten best restaurants in Surabaya. For collecting the data and reviews
from the hotel’s customers, the researchers have relied on online media resources such
as TripAdvisor. A software named WebHarvy has been used to retrieve information
from TripAdvisor, and Python has been used for further processing, such as remov-
ing punctuations, stopwords, etc. The researchers have evaluated the performance
of the Naive Bayes classifier with Textblob, a Python module for natural language
analysis. The outcome reveals that while the Naive Bayes classifier has achieved a
greater accuracy of 72.06% and has indicated it is somewhat more efficient (2.94%)
than TextBlob sentiment analysis, TextBlob has an accuracy of 69.12%. The strong
point of this research is that consumer reviews on this paper’s dataset are in text
format, while the results of the collected data have been labeled positive and nega-
tive, which might be helpful for the customers as well as for the hotel owners.

In another paper [4], the author proposed a way for scoring reviews on a scale of 1
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to 5, with each category depending on the sentiments expressed in the text. It has
also suggested a way for judging the review of the foods and combining them with
already available text analysis software. The author has used a dataset from Ama-
zon for the research purpose containing the food reviews of around 3000. A classifier
has been developed that can determine the level of the sentiment of the dataset and
denote it as either positive, negative, or neutral of a specific review using machine
learning techniques. Based on these weights, a sentiment score has been calculated
for each review, and the dataset has been compared with several baseline methods
that reflect the consumer’s overall sentiment. This approach can be noisy and in-
formal language, which the result reflects. As data that has been collected online
might have some drawbacks like fake opinions, paid or biased reviews, etc., it has
been more challenging to deal with that, but this paper has a strong point in this
case. However, this approach mentioned in the research struggles with hidden senti-
ments and only performs well for subjective feelings, such as ratings or scores. It will
combine the current methodology with prediction-based strategies in future stud-
ies, and more characteristics will be retrieved to carry out hidden sentiment analysis.

Furthermore, this paper [5] aims to provide a significant contribution to the do-
main of Sentiment Analysis by comprehending and scrutinizing the discrepancies
in the outcomes of each method and ultimately determining the most appropriate
approach. The chief objective of this particular machine learning model has been to
evaluate whether or not the spectator has relished the movie by thoroughly scruti-
nizing their critique. The effectiveness of various techniques to analyze sentiments
has been investigated by the authors based on a 2000-movie review dataset from
the IMDb website. The present study has employed a dataset that comprises 1,000
affirmative and 1,000 negative appraisals of movies. The present investigation has
involved the utilization of the Naive-Bayes algorithm to conduct sentiment analysis
on film evaluations. To achieve this objective, the data has been partitioned into
two distinct groups, namely the training set and the testing set. Additionally, the
study has intended to compare the results obtained through the Naive-Bayes ap-
proach with those derived from a Rule-Based Approach utilizing the AFINN-111
sentiment dictionary. The Natural Language Toolkit (NLTK) library has been uti-
lized within the proposed framework to carry out a sentiment analysis of the given
data. Ultimately, the sentiment with the greatest likelihood has been ascertained as
the conclusive overall sentiment of the movie critique. The highest level of precision
has been observed when both the training and test data have been equally divided
at 50%, according to findings. Following a thorough investigation of the findings, it
has been observed that the model exhibits a predisposition to commit elementary
mistakes. Remarkably, these errors are noticeably missing when a significant por-
tion of the data is utilized for training purposes. Consequently, this specified ratio of
training data and test data, which is 7:3, has been deemed the optimal partitioning
arrangement between the training and test data. One of the limitations of this pa-
per is that the dataset used for sentiment analysis is limited to only movie reviews.
Additionally, the authors have used only one sentiment dictionary (AFINN-111) for
the Rule-Based Approach, which may not be suitable for all types of textual data.
The rule-based approach using the AFINN-111 sentiment dictionary is relatively
simple and interpretable. Nonetheless, it can be a quick and effective approach for
basic sentiment analysis tasks. The scope of future work is not explicitly mentioned.
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Besides, in this paper [6] the objective has been to conduct sentiment analysis at
the aspect level of e-commerce data utilizing customer reviews from Amazon. The
paper has used Amazon customer review data for aspect-level sentiment analysis.
This paper has utilized a strategy for distinguishing the grammatical classification of
each word in every sentence by using Parts-of-Speech (POS) labeling. The study has
further extracted commonly used words, eliminated unwanted or redundant terms,
and conducted adjective extraction from the sentences. Subsequently, sentiment
analysis has been performed via classification algorithms to categorize the senti-
ment as negative, neutral, or positive. The SentiWordNet tool has been utilized to
obtain the positive, negative, and neutral scores for each lemma individually. The
experimental findings have facilitated the assignment of Nouns, Pronouns, Verbs,
adverbs, and Adjective tags to each lemma present in the reviews. Subsequently,
the Apriori algorithm has been utilized to identify the most recurrent lemmas in the
reviews. The study has conducted a comparison between SVM and Naive Bayes,
evaluating their recall, f-measure, precision, and accuracy. The distinctiveness of
this article resides in its implementation of aspect-level sentiment analysis to spot
affirmative, pessimistic, and impartial attitudes expressed in consumer feedback on
online marketplaces. This approach affords the paper a strong advantage in its ex-
amination of the information contained within such reviews. The weakness of the
paper is that it has not provided a detailed explanation of the aspect extraction
and ranking process. The paper’s future work can focus on improving the aspect
extraction and ranking process. Overall, I believe that this research paper has the
potential to contribute to the existing knowledge in the field of sentiment analy-
sis and e-commerce. By focusing on aspect-level sentiment analysis, it addresses a
specific need in the industry and provides insights that can inform decision-making
processes for businesses and help consumers make informed purchasing decisions.

In another paper [7], the study has emphasized the value of sentiment analysis for
the food delivery business and has shown how well various models have worked
for this purpose. In this paper, 20,000 reviews have been collected from Food-
panda and Hungrynaki. They have taken 18,000 customer reviews from Hungry-
naki, but just 2,000 from Foodpanda. Separately, they have gathered all the data
in CSV formats, which they have then combined for analysis. Furthermore, they
have used the BERT Pre-Training Approach (RoBERTa), AFINN, and DistilBERT
to conduct the sentiment analysis. They have combined both machine learning
and non-machine learning techniques. They have deployed a tool for sentiment
analysis that is lexicon-based for non-machine learning approaches. For sentiment
analysis, Convolutional Neural Networks (CNNs), Naive Bayes classifiers, Support
Vector Machines (SVMs), and transformer models from Deep Learning have been
utilized. With the use of the Google Cloud Translation API, they have converted
the Bangla-romanized reviews. The author has addressed 20,000 reviews in all, and
three distinct models—RoBERTa, AFINN, and DistilBERT - have been used to
analyze them. Among all, the accuracy has been 74%, 73%, and 77%, accordingly.
Initially using the Pandas library’s assistance, the author has looked for any in-
stances of missing information or empty values and has removed them. The author
has also looked for data mistakes, such as inaccurate ratings. Additionally, they
have removed the extra rows that were a result of the API review. It is typically
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important to tune the model on a large dataset and thoroughly analyze the way it
has performed on multiple test scenarios to get high performance.

In this study [8], the author has proposed a solution for analyzing large datasets of
Amazon Fine Food reviews, and they have achieved 80% accuracy. When using these
techniques, the author has realized that NB and logistic regression are less effective
than linear SVC. Five phases have constituted the strategy implemented in this
study. These have included collecting datasets via data visualization and prepro-
cessing, implementing machine learning classifiers via Spark MLlib, and evaluating
models via train-test split using multiple binary classification metrics. Experiments
have made use of the Fine Food dataset from Amazon. The dataset on Amazon
has had a total of 568,454 reviews. The rating has been based on the number of
users who have rated the review as useful or unhelpful, a description of the review,
and the review’s content. Multiple classifiers have been trained and tested; how-
ever, in this article, 3 classifiers with greater than 80% accuracy have been chosen.
Linear Support Vector Classifier, Logistic Regression, and Naive Bayes have been
the models used. It could be important to get a bigger and more varied dataset for
delivery applications in Bangladesh. With the help of the businesses running the
meal delivery apps, this may have been accomplished.

In another research [9], FoodPanda, HungryNaki, Pathao Food, and Shohoz Food’s
Facebook pages have been used as the source of data for a sentiment analysis of user
comments. A thorough data pre-processing procedure has been performed, includ-
ing steps like tokenizing, deleting stop words, and creating contractions. This has
been achieved via the application of three distinct supervised classification meth-
ods: extreme gradient boosting, random forest classifier, decision tree classifier, and
multinomial Naive Bayes. Three independent deep learning (DL) models have been
utilized, including convolutional neural networks, long-term short-term memories,
and recurrent neural networks. With an accuracy of 89.64%, the XGB model has
outperformed all three machine learning (ML) techniques. Out of the three DL
algorithms, LSTM has the greatest accuracy rate (91.07%). The LSTM DL model,
which combines ML and DL, excels in predicting sentiment. On the other hand,
Bengalis have just lately started teaching their language using computers. NLP is
a strong technology with many benefits, but it nevertheless still has many restric-
tions and problems. To distinguish favorable and unfavorable reviews, the author
has had to go through several stages, including dataset collection, data preparation,
and model development. After using Word2Vec to calculate the vocabulary size
and pad sequence, and the Bangla Natural Language Processing Toolkit (BNLTK)
library to tokenize the text, they have prepared or gathered cleansed or purified text
to go to the next level of their study endeavor. LSTM has the best accuracy rate
out of the three DL algorithms, which is 91.07%.

This paper discusses [10] the purpose is to conduct a comparative sentiment analysis
of user evaluations. The opinions of various smartphone users were compiled and
categorized as positive-negative-neutral. It entails constructing a system to collect
and analyze product reviews from multiple online stores. This paper’s Data is an
organized collection of product evaluations obtained from Amazon.com. In total,
they gathered over 500 evaluations of products belonging to their main categories,

13



including Mobiles, Computers, Flash drives, and Electronics. Over 3,2 million con-
sumers posted these evaluations online regarding 10,001 products. The goal of this
paper is to present product evaluations based on consumer feedback using opinion
mining, text mining, and sentiments. Opinion mining is primarily the identification
of sentiments that determine the evaluation of people’s opinions and sentiments
about products and services [11]. They can either be direct or comparative opin-
ions. Subjective content that comprises at least one positive or negative word and
has semantic meaning was extracted. The Parts of speech tagger used for this
research is a Penn Treebank Project-developed max-entropy POS tagger. The eval-
uation matrix, including accuracy, precision, and recall, was not mentioned in the
paper. One of the limitations of this paper is that the sentiment analysis dataset is
restricted to smartphone reviews only. The authors have not evaluated the model
on other forms of textual data or any other website source. In addition, the authors
have not utilized any deep-learning model that may apply to all textual data cat-
egories. Future work may entail enhancing the accuracy of the sentiment analysis
model by incorporating more sophisticated techniques and algorithms. By evaluat-
ing the performance and limitations of each method, the author can gain a better
understanding of sentiment analysis techniques in the context of product reviews,
which can inform future research and application in this area.

Furthermore, in this paper [12] the project’s objective is to conduct sentiment anal-
ysis on e-commerce data using a large sample of online reviews for mobile phones.
The objective has been to extract aspect terms from each review, both positive
and negative. This data analysis has included anger, anticipation, revulsion, dread,
happiness, sorrow, surprise, and trust. This study has collected a large dataset
consisting of online evaluations from Amazon.com. The dataset has included over
400,000 evaluations for roughly 4500 mobile phones. The feature consisted of the
product’s name, brand, price, rating, reviews, and review votes. This research has
contextualized unstructured data that has been filtered to remove distracting data.
Then, stop words, punctuation marks, whitespaces, digits, and special symbols have
been removed from the data using preprocessing. The ’tm’ program has been used
for text mining. In the third stage, pertinent features have been extracted through
feature selection. Finally, a statistical analysis of the dataset has been performed to
investigate the correlation between various features and to estimate the text’s emo-
tional tone. The labeled data has then been used to train and evaluate a Support
Vector Machine (SVM) classifier, whose performance has been validated via 10-fold
cross-validation. SVM’s predictive accuracy has been determined to be 84.87%. The
paper’s strength is that it employs sentiment analysis to identify positive, negative,
and impartial consumer feedback on e-commerce websites. This assists online retail-
ers in understanding consumer expectations, enhancing the purchasing experience,
and boosting sales. The shortcoming of the paper is that it lacks a comprehensive
explanation of the implementation of alternative machine-learning models. More-
over, the paper can extend its analysis to other domains, such as healthcare, politics,
and social media, beyond e-commerce.

In this study [13], a Hybrid CNN-LSTM Model has been proposed, which combines
LSTM and a deep CNN model. It has utilized Word to Vector (Word2Vec) for ini-
tial word embeddings, allowing the conversion of text into numeric vectors, distance
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computation between words, and grouping of similar words. The model has in-
corporated features extracted by convolution and global max-pooling layers, along
with long-term dependencies. Dropout, normalization, and rectified linear units
have also been employed to enhance accuracy. The results indicate that the Hybrid
CNN-LSTM Model has surpassed traditional deep learning and machine learning
techniques in terms of precision, recall, f-measure, and accuracy. The model has
demonstrated competitive performance on datasets such as the IMDB movie review
dataset and Amazon movie reviews dataset when compared to state-of-the-art tech-
niques.

In addition, this paper’s [14] primary objective is to do an effective inspection of
extracted Twitter messages and know people’s opinions through opinion mining
[11]. Using Hadoop, which is capable of processing vast quantities of data, it aims
to create an autonomous model that anticipates the sentimentality of social media
messages. TwitterAPI is used to retrieve and store tweet scores and timestamps
from Twitter. Twitter users’ public tweets are extracted. An application can be
submitted by up to 5,000 Twitter user IDs via a single connection. Only publicly
accessible Tweets were extracted using the API. The filter API facilitates navigation
and provides an uninterrupted flow of Tweets that match the filter tag. Extracted
Tweets then transferred into Hadoop. They were preprocessed utilizing map reduc-
tion. The model utilized here is the Bayes classification with a single term. This
module received 20,00,000 already classified tweets from multiple sources, and its
task is to train a classifier on the massive data set. Nltk is utilized to eradicate
words with POS identifiers. Hadoop is used to retrieve the information from the
data, while MapReduce is used to rapidly extract multiple terms along with their
probabilities. As expected, the results were generally favorable. Due to the re-
ported articles, a few tweets were classified as neutral and only a few as negative.
This work is exceedingly beneficial to sentiment analysis-reliant individuals and in-
dustries. The first limitation is that the data was trained and classified using the
same word probabilities. This work could be enhanced in the future by employing
n-gram classification instead of uni-gram a classification that will help to filter on
Hadoop. It may be possible to build.

This work [15] presents a cross-media analysis framework with built-in sentiment
analysis capabilities. The study evaluates the efficacy of two sentiment analysis
techniques—lexicon-based and machine learning—for identifying emotions in online
forum discussions. Apache Hadoop and Stanford CoreNLP’s Recursive Neural Ten-
sor Network model are used to conduct experiments that predict sentiment. RNTN
outperforms lexicon-based by 9.88% in overall accuracy, but lexicon-based performs
better in classifying positive comments. The F1-score of lexicon-based is 0.16 higher
than RNTN.

Additionally, this research [16] addresses challenges in the COVID-19 vaccination
program, factors including the spread of new viruses and public mistrust. Com-
menters on social networking sites are known for their grammatical errors and the
awkward blend of formal and informal vocabulary. The researchers developed CoV-
axBD, a corpus of sentiment-annotated Facebook comments code-mixed in Bangla
and English. They also propose a sentiment analysis model based on multilingual
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BERT, achieving a high validation accuracy of 97.3% and a precision score of ap-
proximately 97.4%.

In another research [17], using feature-specific sentiment analysis, Subhabrata Mukher-
jee and Pushpak Bhattacharyya examined product reviews of the customers. The
relationship between the features and the opinions connected to those features has
been identified using a dependency parsing technique. They generated an approach
that gathers opinion expressions defining various aspects and extracts possible fea-
tures from reviews. To evaluate the effectiveness of their system, they conducted
experiments using two distinct datasets, namely those by Lakkaraju and Hu and
Liu. The outcomes of their experiments revealed an average accuracy of 80.98% for
Dataset 1 and a 70% accuracy for Dataset 2.

This study [18] introduced a framework designed to discern product feature aspects
and delve into the specific reasons expressed by consumers in online product reviews.
Their proposed co-clustering algorithm plays a pivotal role in generating succinct
summaries that encapsulate consumers’ concerns across various facets of product
features. Moreover, it assists in elucidating the rationales behind consumers’ inputs
and expectations, thereby providing concise insights that can guide product design-
ers. To accomplish this, they leveraged conditional random fields as an integral
part of their approach, enabling the simultaneous identification of product feature
aspects and detailed consumer reasons.

Another study [19] showed that various platforms in the catering sector, such as
Yelp, Open Table, and Zomato, provide users with essential details about restau-
rants, evaluation data, and recommendations. Despite the nascent stage of user and
restaurant information, current research on restaurant recommendations predomi-
nantly relies on assessment data for neighbor identification. Additionally, there is
limited research on how various types of input information influence the performance
of recommender systems in this context.

In this research [20], a hybrid bidirectional recurrent convolutional neural network
attention-based model called BRCAN has been developed. To achieve the objective
of fine-grained text categorization, the model has combined word2vec, bidirectional
long short-term memory, and a convolutional neural network with the attention
mechanism. In their model, a bidirectional recurrent structure has been utilized to
capture sentence dependencies over time and contextual information, and word2vec
has been applied to automatically produce word vectors.

Additionally, this research [21] indicates that social media platforms enable human
interaction and textual communication by incorporating emojis and written text. A
noteworthy area of investigation that has emerged involves various forms of analysis,
with emotional analysis being the most prevalent.

The paper [22] has a primary focus on the automation of customer opinion anal-
ysis regarding a restaurant’s services through the utilization of Natural Language
Processing (NLP). It employs NLP techniques such as opinion gathering, data col-
lection, word extraction, opinion mining, and classification to automatically process
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and comprehend these reviews. Manual inspection by 10 volunteers further validates
the automated analysis, revealing a higher accuracy rate which is approximately 86%
in identifying positive and negative sentiments compared to manual observation.

The study [23] has delved into sentiment analysis, which involves determining whether
a given text conveys positivity, negativity, or neutrality. This becomes particularly
crucial when dealing with a multitude of reviews. During the assessment stage, it
was found that the Support Vector Machine attained the highest accuracy, reaching
95%, utilizing TF-IDF vectorization. Following closely behind was Logistic Regres-
sion with an accuracy of 91%. The performance assessment considered metrics like
Precision, Recall, and F1 Score.

A recent study [24] has concentrated on the assessment of customer reviews within
the realm of online food delivery services in Bangladesh. Due to their often un-
structured nature, these reviews present difficulties for manual analysis, leading the
researchers to create an automated system for comprehending customer behavior
and responses. The findings revealed that the CNN with an attention mechanism
achieved the highest accuracy at 98.45%, outperforming baseline CNN and LSTM
models.

The study [25] has outlined a research project carried out in Bangladesh that specifi-
cally examines online shopping feedback in the Bangla language during the COVID-
19 pandemic. More than 1000 reviews were gathered, and sentiment analysis was
performed using different algorithms like KNN, Decision Tree, SVM, Random For-
est, and Logistic Regression. Among these, SVM demonstrated the highest accuracy,
reaching 88.81%.

Another research [26] conducted sentiment analysis using various analyzers, includ-
ing TextBlob, SentiWordNet, andW-WSD, on tweets gathered from public accounts.
Out of 100,000 tweets, only 6,250 remained after preprocessing. TextBlob had the
highest rate of positive sentiment tweets that is 3,380 or 54.08%, while SentiWord-
Net had the highest rate of negative sentiment tweets (3,054 or 48.86%). To validate
the sentiments, a Näıve Bayes classifier was applied to a training set of 1,690 tweets
from each sentiment analyzer. W-WSD had the highest accuracy, with 316 cor-
rect instances and 79% accuracy. TextBlob was second with 304 correct instances
and 76% accuracy, while SentiWordNet had 219 correct instances and 54.75% accu-
racy. Additionally, 5,000 tweets were validated using the SVM classifier, resulting in
TextBlob and W-WSD having similar sentiment accuracy at around 62%. Overall,
TextBlob and W-WSD outperformed SentiWordNet in analyzing election sentiments
and making accurate predictions based on the experimental results.

Moreover, this paper [27] gives a thorough analysis of the research procedure and
progress in text sentiment analysis, covering various methods such as sentiment
analysis based on dictionaries, conventional machine learning algorithms, and deep
learning algorithms. Further, it talks about the sentiment analysis of Chinese and
special texts, as well as the difficulties and future development directions in text sen-
timent analysis. The paper also discusses the challenges and limitations in sentiment
analysis, such as accurately calculating sentiment similarity between words, dealing
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with the meaning of words in context, and analyzing interrogative sentences. These
insights can help researchers identify and address practical difficulties in sentiment
analysis. It emphasizes the breakthroughs achieved by deep learning algorithms in
text vectorization and the accuracy of sentiment analysis, particularly with the use
of recurrent neural network models like LSTM. It highlights the influence of senti-
ment analysis in the field of natural language processing and its impact on politics,
economy, and social sciences.

The paper [28] applies the Support Vector Machine (SVM) machine learning al-
gorithm for sentiment analysis of product reviews. Several datasets are used for
training and testing the SVM algorithm to classify the sentiments and texts in the
reviews. The SVM algorithm is used to compute the polarity of ambiguous sen-
timents or reviews. The performance of the resulting models is tested to measure
the accuracy of the SVM learning algorithm. The paper also mentions the use of
supervised machine learning algorithms for classifying movie reviews and a hybrid
approach combining Word2Vec and sentiment-emotion information for sentiment
prediction. The Support Vector Machine (SVM) classification algorithm achieved
a higher accuracy of 89.98% compared to other algorithms used in the study. The
accuracy of the SVM algorithm can be further improved by including more sen-
tence forms. The SVM algorithm was found to behave well and was considered a
better classification algorithm than others for sentiment analysis of product reviews.

Furthermore, in another paper [29], to address the imbalanced data issue, this work
suggests a hybrid solution that combines the Support Vector Machine (SVM) algo-
rithm with Particle Swarm Optimization (PSO) and several oversampling methods.
SVM is by enhancing the machine learning classification algorithm, used to antici-
pate the feelings of reviewers dataset that includes various reviews of various Jorda-
nian restaurants. Information was gathered from Jeeran, a popular social network
for reviews in Arabic. The weights of the PSO are optimized using their various
oversampling methods, including the Synthetic Minority Oversampling, which is in-
cluded in the features.SMOTE, SVM-SMOTE, ADASYN, and borderline-SMOTE
are examples of techniques, that were investigated to create an optimal dataset and
address the dataset’s imbalance issue.

The paper provides [30], the importance of fine-grained sentiment analysis for on-
line evaluations is growing across a wide range of applications. Here, effective multi-
grained aspect extraction, finding related opinions, and categorizing sentiment polar-
ity are the important methods. Although several topic models have been suggested
in recent years to handle some of these jobs, there hasn’t been much effort done
on efficient sentiment analysis. In this study, the authors provide a joint aspect-
based sentiment topic (JABST) model for jointly extracting multi-grained aspects
and opinions by modeling aspects, opinions, sentiment polarity, and granularities.
They offer a maximum entropy-based JABST model that makes use of supervised
learning to further improve accuracy and performance while extracting views and
attributes.
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Chapter 3

Model Specification

3.1 Description Of the Model

Our research heavily relies on the user reviews of Bangladeshi online food ordering
platforms. To navigate this vast sea of data effectively, modern machine learning
and natural language processing models such as Naive Bayes, Logistic Regression,
Random Forest, SVM, Gradient Boosting, KNN, LSTM, BERT, and RNN have
emerged as invaluable tools. These models, each with its unique capabilities, enable
us to gain deeper insights into customer sentiments expressed in reviews on food
ordering and delivery portals of Bangladesh. In this context, we will know about
the application of these models for sentiment analysis.

3.1.1 Machine Learning Models

Naive Bayes: Naive Bayes is a probabilistic classification algorithm based on
Bayes’ theorem [31]. It is naive because it makes the assumption that the features
used for classification are independent of each other, which simplifies calculations.

Naive Bayes calculates the conditional probability of a particular class (C) given a
set of features (X) using Bayes’ theorem:

P (C|X) =
P (C) ∗ P (X|C)

P (X)
(3.1)

Where:

• P (C|X) is the posterior probability of class C given features X.

• P (C) is the prior probability of class C.

• P (X|C) is the likelihood of the features given class C.

• P (X) is the marginal likelihood, which is the probability of observing features
X.

The labeled dataset has been used to train a Naive Bayes classifier. The classifier
determines the likelihood that a review belongs to each sentiment class by analyzing
its characteristics (words). Using the trained Naive Bayes model, it determines the
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conditional likelihood that a new review falls into each sentiment class. The class
with the highest probability becomes the predicted sentiment of the review. Sup-
pose there are three sentiment classes: Positive (P), Negative (N), and Neutral (U).
For example, certain words like excellent and happy are more likely to appear in
positive reviews, while words like terrible and disappointed are more likely to appear
in negative reviews.

Logistic Regression: Logistic Regression is a statistical model used for binary
classification problems, where the outcome is a binary variable.

Logistic Regression models the probability using the logistic function (sigmoid func-
tion) [32]:

P (Y = 1|X) =
1

1 + e−βT x
(3.2)

Where:

• P (Y = 1|X) is the probability that the output Y is 1 given input features X.

• β represents the model parameters (coefficients).

• X represents the input features.

• e represents the base of natural logarithms

The sigmoid function is referred to as an activation function for logistic regression
and is defined as:

f(x) =
1

1 + e−x
(3.3)

Where:

• e represents the base of natural logarithms

A labeled dataset of reviews was first gathered, classifying each one as either posi-
tive, negative, or neutral, similar to Naive Bayes. The associations between feature
words and emotion labels were then recognized by the model during training. The
likelihood of a review falling into a specific category is represented using the logistic
function (sigmoid function).
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Random Forest: Random Forest combines multiple decision trees to make predic-
tions. Each decision tree is trained on a different subset of the data and features,
and the final prediction is determined by classification or regression of individual
tree predictions [33].

Figure 3.1: Random Forest diagram

At first, a Random Forest classifier was trained on the labeled dataset. During train-
ing, multiple decision trees were built by the Random Forest with different subsets
of the training data. Overfitting was reduced, and the model was made more robust
by the randomness introduced. The predictions from each decision tree were com-
bined to formulate a final prediction. For multi-class sentiment analysis (positive,
negative, neutral), a weighted average among the trees was employed to determine
the final sentiment class.

Support Vector Machine (SVM): The goal of SVM is to locate a hyperplane
that optimally divides data into its component classes [34]. The margin, defined as
the distance between the hyperplane and the closest data points from each class, is
maximized when selecting the hyperplane.

Figure 3.2: Support Vector Machine diagram [35]

Firstly, the SVM model has been trained on the labeled dataset. The hyperplane
that best separates the reviews based on the chosen feature representation has been
found by the SVM algorithm. To classify a new review, its preprocessed features
have been input into the trained SVM model. The side of the hyperplane on which
the review falls has been determined by the SVM model.
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Gradient boosting classifier model: An ensemble of decision trees is constructed
from labeled data and used to produce predictions about the sentiment of text
documents using the Gradient Boosting Classifier.

Figure 3.3: Flow diagram of Gradient Boosting [36]

Firstly, the gradient boosting model has been trained on the labeled dataset. During
training, an ensemble of decision trees is created by the Gradient Boosting Classifier.
Working together, the ensemble of decision trees is utilized to make predictions. The
final prediction is determined based on a combination of the individual tree predic-
tions.

K-nearest neighbors (KNN): Using KNN, a data point is given a classification
according to the opinion of its nearest k neighbors [37]. If k=10, a data point’s label
will be based on the label of its 10 closest neighbors. Euclidean distance is used for
determining how far apart two data points are.
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3.1.2 Deep Neural Network Models

LSTM (Long Short-Term Memory): LSTMs are made up of memory cells with
gating mechanisms to limit the flow of information [38]. The Forget Gate is pivotal
because it uses sigmoid activation to decide which bits of data from the previous
time step are kept and deleted. Meanwhile, the Input Gate uses a sigmoid layer for
updates and a tanh layer for candidate value generation to regulate how new data
is integrated into the cell’s existing state. Last but not least, the Output Gate uses
sigmoid activation to merge the current input with the cell state and decide what
should be forwarded to the next time step.

Figure 3.4: LSTM Architecture [39]

Tokenizing the input text into words or subword units and then converting them into
numerical embeddings is the first step in using LSTMs for text sentiment analysis.
The LSTM network takes these embeddings as input and processes the text token
by token while remembering and updating the sequence’s context in its memory
cells. The output of the LSTM is fed into one or more fully connected layers, where
it is then used to generate a sentiment categorization.

23



BERT (Bidirectional Encoder Representations from Transformers): BERT
is a state-of-the-art natural language processing model developed by Google [40]. It
utilizes a deep bidirectional Transformer architecture to understand the context and
meaning of words in a sentence by considering both the left and right context. BERT
has achieved remarkable performance on a wide range of NLP tasks, including text
classification, question-answering, and language understanding.

Figure 3.5: BERT Architecture [41]

RoBERTa

RoBERTa is another variant of BERT that focuses on optimizing pretraining tasks
and hyperparameters. It has achieved state-of-the-art results on various NLP bench-
marks by training on a larger amount of data and fine-tuning with specific tech-
niques. RoBERTa improves upon BERT’s performance on tasks like text classifica-
tion, natural language understanding, and sentiment analysis.
The utilization of BERT for fine-tuning has entailed the training of a pre-trained
BERT model on our labeled review dataset to predict sentiment labels. Sentiment-
related information has been captured by adjusting the internal representations of
the model through this adaptation. Usually, a classification layer has been added
atop BERT to map embeddings to sentiment classes, and the combined model has
been trained to minimize prediction errors. Once fine-tuned, new reviews can be
classified by tokenizing and converting them into numerical embeddings using the
same tokenizer. The sentiment label is then predicted by passing these embeddings
through the model.
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RNN (Recurrent Neural Networks): Recurrent Neural Networks (RNNs) rep-
resent a specialized category of artificial neural networks tailored for the analysis of
sequential data. Diverging from conventional feedforward networks, RNNs possess
intrinsic memory capabilities, facilitating the discernment of temporal dependen-
cies and patterns within sequential input [42]. This architecture proves particularly
adept in applications such as language modeling, speech recognition, and time se-
ries analysis. Despite their proficiency in capturing temporal dependencies, RNNs
encounter challenges in sustaining long-term memory.

Figure 3.6: RNN Architecture [43]

Recurrent Neural Networks (RNNs) process sequential data by maintaining internal
memory. With cyclic connections, each node retains information from previous time
steps. The hidden state evolves as it incorporates current input, influencing the
output. Training adjusts parameters to improve the network’s ability to capture
patterns. LSTM and GRU variants address long-term dependency challenges. In
sentiment analysis of customer reviews, Recurrent Neural Networks (RNNs) excel by
capturing contextual nuances in sequential data. RNNs analyze the ordered nature
of language, retaining dependencies between words. This enables more accurate
recognition of sentiments, enhancing the model’s ability to discern subtle nuances
and sentiments expressed in customer feedback.
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Chapter 4

Description of the Data

4.1 Data collection method

In the initial stage, customer text-based reviews were collected from online plat-
forms, including the Foodpanda and HungryNaki websites. Raw data from these
food portal websites was obtained using web scraping methods, facilitated by the
NoCoding Data Scraper tool. This data has been compiled in Excel (xlsx) for-
mat, encompassing restaurant-by-restaurant review information from various cities
in Bangladesh. The collected data includes customer names, reviews, restaurant
names, cities, and ratings. Using the Pandas library, all the restaurant customer
review data has been merged into a single data frame, and column names such as
reviewer name, ratings, time, review text, restaurant, and city have been assigned.

The ratings extracted from the Foodpanda website were presented in a string format,
such as 4/5 and 5/5. These ratings have been converted into integer form, resulting
in values like 4 and 5. In contrast, the ratings extracted from the HungryNaki
website have not been provided in numerical or string format but rather in the form
of star icon links, featuring two types: white star icons and colored star icons. To
calculate the rating count for each row/review, a function has been developed that
counts the colored stars based on the icon link. Finally, the Pandas data frame has
been saved in an Excel file.

Figure 4.1: Sample collection of review data
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A total of over 47,733 data entries have been collected. Among these, 43,060 reviews
from Foodpanda and 4,673 reviews from HungryNaki have been extracted. Initially,
two key columns were maintained: one dedicated to the reviews and the other to the
ratings. Following this, a sentiment labeling approach has been applied to categorize
the ratings into three distinct sentiments: positive, negative, and neutral. Positive
reviews have been designated for ratings of 4 and 5, neutral reviews for ratings of
3, and negative reviews for ratings of 1 and 2. Consequently, after processing, every
review has been systematically tagged with either a positive, negative, or neutral
sentiment based on its associated rating.

Figure 4.2: Sentiment labelled dataset based on rating

Bangla reviews have been translated into English using the Googletrans library. Ad-
ditionally, some Bangla-romanized reviews have also been translated by this library.
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4.2 Data pre-processing method

To begin with, all null or empty columns from the dataset have been removed.
Furthermore, the text data has undergone cleaning to eliminate noise. Regular
expressions have been employed to execute the following cleaning steps:

• Firstly, any text enclosed within square brackets has been removed, along
with the brackets themselves. Square brackets, often used to denote meta-
information or citations, have no relevance to the classification task.

• Next, non-word characters have been substituted with spaces. These non-word
characters, including hashtags, or punctuation marks, may introduce noise and
irrelevance to the classification task.

• Moreover, any URLs have been removed from the text. While URLs are
commonly encountered in social media posts, they hold no significance for the
classification task.

• Additionally, any HTML tags have been removed from the text. HTML tags
are frequently encountered on web pages and may lack relevance for the clas-
sification task.

• Furthermore, any punctuation marks have been eradicated from the text.
Punctuation marks, such as periods, commas, or exclamation marks, can in-
troduce noise and irrelevance to the classification task.

• Moreover, any newlines have been removed from the text. Newlines, commonly
found in text, may lack relevance to the classification task.

• Lastly, any alphanumeric characters containing digits have been eliminated
from the text. Alphanumeric characters, such as emojis or emoticons, can
introduce noise and irrelevance to the classification task.

Figure 4.3: Data after pre-processing
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4.3 Data augmentation method

In our dataset, the total number of positive reviews is calculated as 18,233, negative
reviews are numbered 23,530, and neutral reviews amount to 5,970. Consequently,
there has been an imbalance in the dataset. To address this imbalance, the data
augmentation method [44] has been employed. Utilizing the Pegasus Model trans-
former [45], the number of neutral reviews has been augmented by paraphrasing
them. Each neutral review has been paraphrased ten times, and a paraphrased
review has been randomly selected for research purposes. In certain cases, 2-3
paraphrased reviews have been chosen for specific neutral reviews. Ultimately, the
imbalance in the dataset has been successfully reduced by augmenting the number
of neutral reviews, indicating a decreased gap in the review count among the three
classes: positive, neutral, and negative.

Figure 4.4: Neutral data after paraphrasing
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4.4 Data visualization

We have employed various types of visualization methods, utilizing pyplot, seaborn,
and wordcloud libraries, to depict relationships within the data and to visualize the
dataset. Furthermore, we have utilized the TfidfVectorizer from the sklearn fea-
ture extraction.text module to extract features from preprocessed review texts.

Histogram: This histogram is a graphical representation used to visualize the dis-
tribution of ratings in our dataset, helping us understand the spread and frequency
of different rating values.

Figure 4.5: Histogram to visualize the distribution of ratings

Bar chart: This bar chart is an effective way to display the distribution of sentiment
labels (Negative, Neutral, Positive) within our dataset, offering insights into the
overall sentiment makeup.

Figure 4.6: Distribution of sentiment labels (Negative, Neutral, Positive)
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Pie chart: This pie chart offers a clear and concise representation of the proportion
of each sentiment category, making it easy to grasp the relative size of each sentiment
group in our dataset.

Figure 4.7: Representation of the proportion of each sentiment category

Word cloud: This word cloud is a visual tool that displays frequently occurring
words in customer reviews, aiding in identifying common themes or issues discussed
in the reviews.

Figure 4.8: Visualizing most frequently occurring words in the customer reviews
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Scatter plot: This scatter plot with ratings on the y-axis and review text lengths
on the x-axis can help identify any potential correlation between review length and
rating, facilitating deeper insights into our data.

Figure 4.9: Correlation between review length and rating

Heatmap: This heatmap, with ratings on the x-axis and sentiment labels on the
y-axis, visualizes the count of reviews with specific combinations of ratings and
sentiments, allowing for a comprehensive understanding of the relationship between
these two variables.

Figure 4.10: Heatmap of Sentiment vs Rating
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Sentiment Distribution by text length: Using this bar chart to visualize how
sentiment distribution varies with different text lengths can provide insights into
how review sentiments are influenced by the length of the text.

Figure 4.11: Sentiment distribution by text length

Wordcloud for sentiments: These 3 word clouds for positive, negative, and neu-
tral sentiments respectively highlight the most frequently used words in positive,
negative, and neutral reviews, enabling the identification of common positive themes.

Figure 4.12: Wordcloud for positive sentiments
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Figure 4.13: Wordcloud for negative sentiments

Figure 4.14: Wordcloud for neutral sentiments

Stacked Bar Chart: This stacked bar chart can effectively illustrate how sentiment
distribution varies with different review text lengths (e.g., short, medium, long),
providing a comprehensive overview of sentiment trends across different text lengths.

Figure 4.15: Stacked bar chart of sentiment by review length
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Review length vs Sentiment (Box plot): This box plot is an effective way to
visualize how review text lengths differ among different sentiment categories, helping
to identify potential patterns or outliers.

Figure 4.16: Review length vs Sentiment

Positive sentiment words: This bar chart has been used to display the most fre-
quently mentioned words in positive sentiment reviews, providing actionable insights
when setting a threshold for the top N words.

Figure 4.17: Top 20 positive sentiment words
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Sentiment transition matrix: This sentiment transition matrix shows how sen-
timents transition from one review to the next, helping to identify patterns in how
positive, negative, and neutral sentiments evolve.

Figure 4.18: Sentiment transition matrix

Emotion analysis pie chart using TextBlob: Using this TextBlob for sentiment
analysis, we have created a pie chart to visualize the distribution of emotions (e.g.,
happy, sad, neutral) in reviews, offering a more nuanced view of sentiment.

Figure 4.19: Emotion analysis pie chart
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Chapter 5

Performance Analysis

5.1 Sentiment Analysis Approach: NLTK

5.1.1 Basic NLP Operations

We have conducted basic NLTK operations to acquire a fundamental understanding
of our dataset. The steps have been explained below in order:

1. Tokenization: We have tokenized the customer reviews using the NLTK word
tokenization tool.

2. Tagging: The tokens have been passed to the NLTK pos tag tool for tagging.

3. Entity: The tagged words have then been passed to the NLTK tagging tool to
identify entities.

Figure 5.1: Tokenization, Tagging, and Entity Recognition on dataset
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5.1.2 VADER: Valence Aware Dictionary and Sentiment
Reasoner

This is a bag-of-word approach to do sentiment analysis. It uses a lexicon-based
approach, assigning polarity scores to individual words and then combining them to
determine the overall sentiment of a text.

In this approach, we have utilized the SentimentIntensityAnalyzer tool from the
NLTK Sentiment. We have employed the polarity scores function from the Natural
Language Toolkit (NLTK) library in Python to analyze the sentiment of a given text.
In this particular case, customer reviews have been passed as input, and the function
has returned a dictionary containing four values: ’neg’ (negative sentiment score),
’neu’ (neutral sentiment score), ’pos’ (positive sentiment score), and ’compound’ (a
compound score that combines the three aforementioned scores).

VADER Compound Score Visualization:

5.1.2.1 Compound Score Graph: The bar chart reveals that VADER performed
admirably in detecting sentiments ranging from 1 to 5 stars. The provided compound
scores from VADER encompass a combination of negative, neutral, and positive
scores.

• The 1-star sentiment is highly negative, as evidenced by the significantly low
bar.

• Similarly, the 2-star sentiment is negative, with the bar positioned below 0.

• The 3-star sentiment represents a neutral point, with the bar neither notably
high nor low.

• The 4-star sentiment constitutes a positive review, indicated by the high bar.

• The 5-star sentiment reflects an extremely positive review, with the score
prominently high.
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Figure 5.2: Sentiment analysis with VADER: unveiling varied emotions across star
ratings

5.1.2.2 Positive, Neutral, and Negative Individual Graph:

Figure 5.3: Exploring Positive, Neutral, and Negative trends in star ratings

From the graphs, we can observe the individual components.

• Positive: 5 and 4 stars exhibit a highly positive trend, evident from the first
graph where the bars corresponding to 5 and 4 stars are significantly higher
compared to other star ratings.

• Neutral: This represents the midpoint of sentiment. In this graph, the scores
across 1-5 stars are closely clustered, indicating a well-balanced distribution.
It essentially depicts a good bar chart, characteristic of neutral scores.

• Negative: In this graph, the bars for 1 and 2 stars should be higher, while
others should be lower. This pattern is discernible from the graph, affirming
that VADER demonstrates effective negative detection capabilities.

Note: These operations involve basic Natural Language Processing (NLP) techniques
for sentiment analysis and do not employ a machine learning approach.
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5.1.3 RoBERTa

We have utilized the pre-trained RoBERTa Transformer model for sentiment analy-
sis. We have not trained the model’s weights; instead, we have retrieved the model
along with its weights and passed our text data to it to obtain sentiment scores.
The following steps have been followed to employ this pre-trained RoBERTa model:

• The model and tokenizer have been downloaded from the pre-trained model.

• Text has been passed to the model to obtain sentiment scores for negative,
neutral, and positive sentiments.

Pairplot of VADER and RoBERTa Sentiment Analysis for Comparison:

Figure 5.4: Comparative sentiment analysis distribution: VADER vs. RoBERTa
models
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We have observed the correlation between these two sentiment analyses. The pink
dots represent 5-star reviews, while the blue dots represent 1-star reviews. Each
cell of the diagonal has displayed a scatter plot comparing two variables: vader neg,
vader neu, and vader pos from VADER, and roberta neg, roberta neu, and roberta pos
from RoBERTa.

• Both models seem to have similar distributions for the neutral variable, with
most data points concentrated around the center of the plot.

• Concerning the positive variable, the RoBERTa model appears to have exhib-
ited a higher concentration of data points in the upper-right quadrant of the
plot, indicating more positive sentiment scores.

• Regarding the negative variable, the VADER model seems to have displayed
a higher concentration of data points in the lower-left quadrant of the plot,
suggesting more negative sentiment scores.

5.1.4 Worst Case Example (RoBERTa vs. VADER)

5.1.4.1 Example of a review where actual rating was 1 but RoBERTa and
VADER detected that as positive:

Steps:

1. Filtered all 1-star ratings.

2. Retrieved all 1-star ratings identified as positive.

3. Identified the highest positive value from RoBERTa and VADER.

Example we found:

1. There was lettuce used in the burgers, pretty sure I filled out the allergies part
with lettuce.

2. Awful means awry, special paratha or scam, and what about the time, an order
was delivered in about 1 hour and 10 minutes.

5.1.4.2 Example of a review where actual rating was 5 but RoBERTa and
VADER detected that as negative:

Steps:

1. Filtered all 5-star ratings.

2. Retrieved all 5-star ratings identified as negative.

3. Identified the highest negative value from RoBERTa and VADER.

Example we found:

1. Nasi goreng and Mee goreng had authentic flavor and taste with perfect heat.
Highly recommended.
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5.2 Performance Metrics

5.2.1 Accuracy

This metric assesses a classifier’s overall performance by measuring the ratio of
correctly predicted instances to the total number of predictions.

Accuracy =
TP + TN

TP + TN + FP + FN
(5.1)

5.2.2 Precision

This metric is defined as the ratio of true positive predictions to the total number
of positive predictions.

Precision =
TP

TP + FP
(5.2)

5.2.3 Recall

Recall It measures the proportion of actual positive instances that were correctly
predicted as positive by the model in a dataset.

Recall =
TP

TP + FN
(5.3)

where TP is the number of true positive predictions, TN is the number of true
negative predictions, FP is the number of false positive predictions, and FN is the
number of false negative predictions.

5.2.4 F1 score

The F1 score is the harmonic mean of precision and recall. It balances these two
metrics, providing a single value that considers both false positives and false nega-
tives.

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
(5.4)
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5.3 Performance Evaluation: Machine Learning

Approach

5.3.1 Results: Pre-Data Optimization

In this section, we present a comprehensive comparison of the performance of five
different classification models on our datasets before optimization. Table 5.3 illus-
trates the results obtained from that dataset.

Gradient Boosting Classifier In this case, the Gradient Boosting Classifier model
exhibited an accuracy of 76.96% on this dataset, with a precision of 66% and a
recall of 61%. This combination resulted in the F1 score of 61%, indicating room
for improvement.

Figure 5.5: Confusion Matrix of Gradient Boosting Classifier
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Random Forest Classifier: Then, the Random Forest Classifier achieved an ac-
curacy of 76.74%. Its precision and recall were close at 67% and 60% respectively,
resulting in the F1 score of 60%.

Figure 5.6: Confusion Matrix of Random Forest Classifier

Gaussian Naive Bayes: In addition, the Gaussian Naive Bayes model achieved an
accuracy of 74.67%, displaying a precision of 62% and recall of 56%. This imbalanced
recall negatively impacted the F1 score, which was 53%.

Figure 5.7: Confusion Matrix of Gaussian Naive Bayes Classifier
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Logistic Regression: Moreover, the Logistic Regression model achieved an ac-
curacy of 76.37%. While it exhibited precision and recall values at 65% and 62%
respectively, the F1 score was relatively lower at 62%.

Figure 5.8: Confusion Matrix of Logistic Regression Classifier

K-Nearest Neighbors (KNN): Furthermore, the K-Nearest Neighbors model
exhibited an accuracy of 65.09%, with a precision of 55% and a low recall of 56%.
This combination resulted in an F1 score of 55%.

Figure 5.9: Confusion Matrix of K-Nearest Neighbors Classifier
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Support Vector Machine (SVM): Besides, the Support Vector Machine per-
formed at an accuracy of 65.05% on this dataset, with a lower precision of 56% and
recall 54%, resulting in the F1 score of 54%.

Figure 5.10: Confusion Matrix of Support Vector Machine Classifier
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5.3.2 Results: Post-Data Optimization

In this section, we present a comprehensive comparison of the performance of five
different classification models on our datasets after optimization. Table 5.4 illus-
trates the results obtained from that dataset.

Gradient Boosting Classifier Following dataset optimization, the model’s accu-
racy slightly decreased to 75.26%. Both precision and recall improved to 75% each,
yielding a more balanced F1 score of 75%. So, we can say that the improvement
was notable.

Figure 5.11: Confusion Matrix of Gradient Boosting Classifier
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Random Forest Classifier: However, upon optimization of the dataset, the
model’s performance improved across all metrics. The accuracy improved to 80.31%,
with both precision and recall increasing to 80%. Consequently, the F1 score also
rose to 80%.

Figure 5.12: Confusion Matrix of Random Forest Classifier

Gaussian Naive Bayes: After dataset optimization, the model’s accuracy dropped
to 68.52%, showcasing the sensitivity of Naive Bayes class distribution changes. The
precision and recall both slightly increased at 68%, leading to the F1 score of 68%.

Figure 5.13: Confusion Matrix of Gaussian Naive Bayes Classifier
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Logistic Regression: In contrast, the Logistic Regression model accuracy signifi-
cantly decreased to 70.86%. While it exhibited precision, recall, and F1 score values
at 70%.

Figure 5.14: Confusion Matrix of Logistic Regression Classifier

Support Vector Machine (SVM): Lastly, the Support Vector Machine performed
at an accuracy of 48.37% on this dataset which is relatively the worst, with a lower
precision of 50% and recall 48%, resulting in an F1 score of 46%.

Figure 5.15: Confusion Matrix of Support Vector Machine Classifier
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K-Nearest Neighbors (KNN): After dataset balancing, the KNN’s accuracy
substantially improved to 70.21%. The model exhibited both precision and recall at
71%, leading to the F1 score of 70%.

Figure 5.16: Confusion Matrix of K-Nearest Neighbors Classifier

50



Table 5.1: Accuracy, Precision, Recall, F1 Score with pre-optimized data-
set

Model Accuracy (%) Precision (%) Recall (%) F1 Score (%)
Gradient Boosting Classifier 76.96% 66% 61% 61%
Random Forest Classifier 76.74% 67% 60% 60%

Gaussian Naive Bayes Classifier 74.67% 62% 56% 53%
Logistic Regression Classifier 76.37% 65% 62% 62%
K-Nearest Neighbors Classifier 65.09% 55% 56% 55%
SupportVectorMachine Classifier 65.05% 56% 54% 54%

Table 5.2: Accuracy, Precision, Recall, F1 Score with post-optimized data-
set

Model Accuracy (%) Precision (%) Recall (%) F1 Score (%)
Random Forest Classifier 80.31% 80% 80% 80%

Gradient Boosting Classifier 75.26% 75% 75% 75%
K-Nearest Neighbors Classifier 70.21% 71% 71% 70%
Logistic Regression Classifier 70.86% 70% 70% 70%

Gaussian Naive Bayes Classifier 68.52% 68% 68% 68%
SupportVectorMachine Classifier 48.73% 50% 48% 46%

In summary, before optimizing the dataset, models like the Random Forest Classifier,
Logistic Regression, Gaussian Naive Bayes Classifier, and Gradient Boosting Classi-
fier showcased substantial enhancements in precision, recall, and F1 score. However,
certain models like SupportVectorMachine and K-Nearest Neighbors Classifier ex-
hibited a decrease in performance, underscoring the need for careful consideration
when selecting algorithms for imbalanced datasets.

On the contrary, after the dataset optimization, models including the Random For-
est Classifier, Logistic Regression, K-Nearest Neighbors Classifier, and Gradient
Boosting Classifier showcased substantial enhancements in the precision, recall, and
F1 score. However, certain models like SupportVectorMachine and Gaussian Naive
Bayes Classifier exhibited a decrease in performance, underscoring the need for care-
ful consideration when selecting algorithms for imbalanced datasets.
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5.4 Performance Evaluation: Deep Learning Ap-

proach

5.4.1 Results: Pre-Data Optimization

Long Short-Term Memory (LSTM): In this pre-optimized dataset, the LSTM
performed at an accuracy of 74%, with a precision of 66%, recall of 67%, and F-1
score of 67%, suggesting room for improvement.

Figure 5.17: Confusion Matrix on imbalanced dataset of LSTM Classifier

Figure 5.18: History plot on imbalanced dataset of LSTM Classifier

52



Figure 5.19: ROC Curve on imbalanced dataset of LSTM Classifier

Recurrent Neural Network (RNN): In this pre-optimized dataset, the RNN
performed at an accuracy of 75%, with a precision of 67%, recall of 66%, and F-1
score of 66%.

Figure 5.20: Confusion Matrix on imbalanced dataset of RNN Classifier
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Figure 5.21: History plot on imbalanced dataset of RNN Classifier

Figure 5.22: ROC Curve on imbalanced dataset of RNN Classifier
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5.4.2 Results: Post-Data Optimization

Long Short-Term Memory (LSTM): In this post-optimized dataset, the LSTM
performed at an accuracy of 79%, with a precision of 80% and a recall of 79%. This
combination resulted in the F1 score of 79%, indicating room for improvement.

Figure 5.23: Confusion Matrix on balanced dataset of LSTM Classifier

Figure 5.24: History plot on balanced dataset of LSTM Classifier
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Figure 5.25: ROC Curve on balanced dataset of LSTM Classifier

Recurrent Neural Network (RNN): In this post-optimized dataset, the RNN
performed at an accuracy of 77%, with precision, recall, and F1-score each of 77%.

Figure 5.26: Confusion Matrix on balanced dataset of RNN Classifier
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Figure 5.27: History plot on balanced dataset of RNN Classifier

Figure 5.28: ROC Curve on balanced dataset of RNN Classifier
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Bidirectional Encoder Representations from Transformers (BERT): In this
post-optimized dataset, the BERT performed at an accuracy of 89%, with precision,
recall, and F1-score each of 89%, which outperformed other models.

Figure 5.29: Confusion Matrix on balanced dataset of BERT Classifier
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Figure 5.30: History plot on balanced dataset of BERT Classifier

Figure 5.31: ROC Curve on balanced dataset of BERT Classifier
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Table 5.3: Accuracy, Precision, Recall, F1 Score with pre-optimized data-
set

Model Accuracy (%) Precision (%) Recall (%) F1 Score (%)
LSTM Classifier 74% 66% 67% 67%
RNN Classifier 75% 67% 66% 66%

Note: The utilization of our imbalanced dataset for training the BERT model has
been avoided, as an examination of the performance of our previous model indicated
that satisfactory results were not achieved with an imbalanced dataset. Consequently,
the decision has been made to exclude this aspect from our current approach.

Table 5.4: Accuracy, Precision, Recall, F1 Score with post-optimized data-
set

Model Accuracy (%) Precision (%) Recall (%) F1 Score (%)
BERT Classifier 89% 89% 89% 89%
LSTM Classifier 79% 80% 79% 79%
RNN Classifier 77% 77% 77% 77%

In conclusion, the BERT Classifier exhibits superior performance across accuracy,
precision, recall, and F1 score, making it the optimal choice for the given task. How-
ever, the LSTM Classifier, with slightly lower but competitive metrics, remains a
viable alternative, especially when computational resources are limited. The RNN
Classifier, while simpler, falls behind in performance and may be chosen only if re-
source efficiency is a top priority, accepting a trade-off in overall model effectiveness.
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Table 5.5: Sentiment prediction using LSTM

Review Sentence Negative Neutral Positive Prediction
I cannot say that the burger was bad. It was really tasty. 0.0070942 0.00863617 0.9842696 Positive

The pasta had very little chicken. 0.56334 0.34022307 0.09643696 Negative
Rice was not boiled perfectly. 0.86752933 0.09210572 0.04036488 Negative

They never disappoint in milkshakes. 1.5348438 1.9002538e-04 9.9981004e-01 Positive
The pizza was tasty. 0.0176545 0.18772379 0.79462165 Positive

Table 5.5 summarizes sentiment analysis results for diverse review sentences, pre-
senting the model’s prediction scores for negative, neutral, and positive sentiments.
Notably, the model predicts positive sentiments for sentences expressing satisfaction
with food, such as a tasty burger and pizza. Conversely, it accurately identifies
negative sentiments for reviews indicating shortcomings in dishes like pasta with
insufficient chicken and imperfectly boiled rice. The numerical values provide in-
sights into the model’s level of confidence in each sentiment prediction, offering a
comprehensive overview of its performance.

Table 5.6: Sentiment prediction using BERT

Review Sentence Negative Neutral Positive Prediction
I cannot say that the burger was bad. It was really tasty. 0.07329996 0.82868564 0.09801441 Neutral

The pasta had very less chicken. 0.14138314 0.8010528 0.05756408 Neutral
Rice was not boiled perfectly. 0.3579989 0.5664827 0.07551836 Neutral

They never disappoint in milkshake. 0.04581137 0.01241603 0.94177264 Positive
The pizza was tasty. 0.02359549 0.10217245 0.87423205 Positive

Table 5.6 rates food-related review sentences on a scale of negative, neutral, and
positive. Despite varied sentiment probabilities, the overall predictions suggest a
neutral outlook for the first three sentences and a positive sentiment for the latter
two, highlighting the model’s interpretation of the reviews.
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Chapter 6

Website Implementation

6.1 A Comprehensive Overview of Key Features

A website has been developed by us, featuring four primary functionalities:

1. Top n Restaurants Listing: This feature enables the display of the top
n restaurants in a specific city based on their positive sentiment percentage.
For instance, upon searching for the top 3 restaurants in Dhaka, the website
generates a corresponding list.

Figure 6.1: Searching top 3 Restaurants in Dhaka

Figure 6.2: Showing top 3 Restaurants in Dhaka
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2. Restaurant Overall Sentiment Analysis: This functionality involves the
determination of a particular restaurant’s sentiment through a table displaying
the percentage of positive, negative, and neutral sentiments. This analysis aids
in predicting the overall service quality of the restaurant. For instance, Pizza
Burg Dhanmondi is identified as having a negative overall sentiment due to a
higher prevalence of negative reviews.

Figure 6.3: Searching sentiment table of Pizza Burg Dhanmondi

Figure 6.4: Showing sentiment table of Pizza Burg Dhanmondi
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3. Review Sentiment Prediction: The system analyzes reviews to categorize
them as positive, negative, or neutral, providing users with valuable insights
into the sentiment conveyed in each review. For example here, the food was
tasty - this review is predicted as positive in our model.

Figure 6.5: Review sentiment prediction for given review

Figure 6.6: Review sentiment predicted for given review

4. Statistical Insights: This feature offers comprehensive statistical informa-
tion, including the total number of enlisted restaurants, their locations, restau-
rant counts by location, and the average positive score by city within our
dataset. This allows users to gain a holistic understanding of restaurant dis-
tribution and performance metrics.

Figure 6.7: Statistical information of our dataset
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Chapter 7

Conclusion

Customers need to have awareness regarding both the quality of food and the stan-
dard of service offered by a restaurant before selecting meals for their convenience.
This enables consumers to make well-informed selections regarding both the restau-
rant and the delivery service. In this study, we have constructed and assessed
machine learning models to detect sentiment in text-based reviews on food ordering
platforms in Bangladesh. In the scenario with the pre-optimized dataset, all models
exhibited reasonable accuracy but demonstrated varying precision, recall, and F1
scores. The Random Forest Classifier, Logistic Regression, and Gradient Boosting
Classifier displayed balanced performance, achieving the highest accuracy of around
77%. However, in the manually optimized dataset scenario, models showed overall
improvement with the highest accuracy of 89%. The Random Forest Classifier ex-
celled in accuracy, precision, and recall in the machine learning approach with an
accuracy of 80.31%, and the BERT Classifier performed well in the deep learning
approach with an accuracy of 89%, while SVM and RNN continued to face chal-
lenges due to their sensitivity to data imbalance. Random Forest excels in sentiment
analysis of customer reviews due to its effective feature selection and robustness to
overfitting. On the other hand, BERT excels in sentiment analysis on customer
reviews due to its bidirectional context understanding, contextualized word embed-
dings, and pre-training on extensive datasets. In our research endeavor, we curated
a distinctive and extensive dataset encompassing reviews from Bangladeshi food
ordering portals, a resource previously unavailable in the academic domain. Our
chosen model demonstrated superior performance compared to existing methodolo-
gies within the specific domain, as evidenced by robust performance metrics. Lastly,
we engineered a website incorporating the aforementioned features, thus presenting
a unique contribution to the field. In our future endeavors, we plan to enhance our
platform by collecting more comprehensive data. Additionally, we will explore the
integration of new machine learning models that we have not used due to their lower
performance, optimizing their capabilities through meticulous tuning. Moreover, we
will seek assistance from professional annotators who will help us properly anno-
tate the reviews in our dataset. This is particularly crucial as some reviews exhibit
improper annotation between the review and rating, leading to confusion. For in-
stance, some reviews may appear neutral but are rated as positive or negative. The
ultimate objective is to provide users with refined recommendations, highlighting
the best restaurants based on specific culinary preferences on our website.
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