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Abstract

In today’s world, when people are suffering from complex brain diseases, MRI has
been playing a very significant part in understanding brain functionalities and its
abnormalities. Deep learning has been recently used for the analysis of MRI, fMRI,
structural MRI etc. and through this, we have achieved better performance than
traditional computer-aided diagnosis for brain disorders. However, similar compo-
sition of brain diseases makes it hard to find out and differentiate the accuracy of
exact disease from the acquired neuroimaging data. Accordingly, in this paper, a
multi channel 2D CNN based architecture was implemented on COBRE dataset
1 which presents a significantly high accuracy over some models. Our modified
multichannel 2D CNN architecture achieves around 97% accuracy which improves
our classification performance. Furthermore, the paper discusses the boundaries of
existing studies, the DL methods and present future possible directions.

Keywords: Schizophrenia; Deep learning (DL); Neuro-image; MRI; Computer-
aided diagnosis; Neuro-psychiatric disease; DNN; CNN; SVM; RNN; COBRE; NUS-
DAST;

1http://cobre.mrn.org/
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Chapter 1

Introduction

1.1 What is Schizophrenia?

Schizophrenia is a serious mental disorder linked to structural and functional brain
abnormalities. According to a research approved by WHO, it affects approximately
24 million people worldwide. It may result in hallucinations, delusions, disordered
thinking and behavior which is beyond curing and the patient has to live with it
for lifetime. Early treatments help to get the symptoms in control before serious
development of complications arise.
Schizophrenia is a neurological brain disorder in which people show abnormal be-
havior. According to recent research [1], Schizophrenia becomes one of the reasons
for being aggressive. Nowadays, in a schizophrenic patient, the rate of aggressive be-
havior is four to six times higher than in healthy people. Among 3,941 schizophrenic
patients, there are high symptoms of aggressive behavior which is 15.3% to 53.2%.
During the 5 years from 2011 to 2015, the outbreak of schizophrenia provoked from
0.63% to 0.94%. Signs of Schizophrenia may vary but it usually involve delusions,
hallucinations, disorganized speech, extremely abnormal behavior, depression, with-
drawal from society, suicidal thoughts etc.
Researchers have not yet found any possible reason behind Schizophrenia. It was
thought that interaction between genes and some environmental factors may be
responsible for this psychiatric disorder.

1.1.1 Problems of Diagnosing Schizophrenia

Diagnosing SZ is very difficult most of the time because this mental disorder is
characterised by a wide range of symptoms which can vary person to person. Some
main characteristics of SZ are - hallucinations, delusions, chaotic speech, catatonic
behaviour, negative contracted emotional expression. But these symptoms also can
appear in other mental disorders. So,there are no specific symptoms which can
easily be verified as SZ. Besides, many people don’t want to believe that they have
this neurological brain disorder as there are no specific lab tests for this mental
disorder. Nowadays, SZ is determined by psychiatric consultation which is not
a reliable identification. That is why MRI classification can be a better option
to diagnose SZ. But there are also some barriers as MRI classification is a costly
process. However, as there are no specific symptoms and lab tests it is the biggest
obstacle to diagnose SZ at an early age.
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1.1.2 ML and its Use in Schizophrenia Diagnosis

Diagnosis of schizophrenia using sMRI and fMRI neuroimaging modalities along
with conventional method ML is widely used. This is because of limited number of
available public dataset and conventional ML do not need powerful hardware ele-
ments, therefore high performance is gained for not using complex feature. Practical
implementation is hard to be done with limited dataset, therefore, dataset with va-
riety of sz disorder and large number of subjects is very helpful for clinical diagnosis.
Implementation of CADs using conventional ML needs vast knowledge in the field
of AI. So DL needs to be occupied. DL model GANs is introduced to address MRI
data shortage problem. GAN architecture can be used to design CAD system for
effective diagnosis of schizophrenia. Lack of free accessibility of sMRI and fMRI neu-
roimaging modalities for specific class of sz is a great problem which can be resolved
using a class of AI technique called zero-shot learning. Moreover, sMRI and fMRI
scan can be sent to cloud and appropriate DL model can replace them. Therefore,
produced result will be sent out to hospital server and after getting confirmation
from the clinician, final report can be presented to the patient.

1.2 Problem Statement

In this paper, we will focus on the research of detecting SZ through MRI classifica-
tion by DL algorithm methods. Firstly, we will pre-process the dataset of SZ. We
will divide the dataset into SZ predicted patients and healthy group. The precision
will increase if the group of SZ predicted patients are more in number. Applying
quality control and feature engineering, the images will have to be processed. Then
we will apply suitable classification such as – logistic regression, k-nearest neighbor,
SVM (non-liner mapping), random forest, DNN (gives high accuracy), CNN etc.

CNN, DNN are powerful DL methods which helps to detect SZ with higher accu-
racy. These methods use multiple hidden layers between input and output data
which helps to accurately give the output. CNN’s multiple hidden layers are re-
sponsible for noise removing. Noise removing technique is an interesting attribute
for detecting SZ. In one study [2], researchers used DNN to detect SZ through five
multicenter datasets of structural MRI which gave higher accuracy.
Severe psychiatric disorder, SZ deeply affect the patients physically and mentally
and drives them to suicide. Because of the failure of early detection of SZ, patients
know about the disease in the later stage when they cannot get proper treatment
and get better. As SZ is not curable, early detection helps to control the symptoms
by treatment. Moreover, MRI data of SZ is quite similar with other brain disorders
which makes it harder to detect SZ. Previously it was mentioned, traditional diag-
nosis of SZ has lower accuracy and cannot be detected early. For this reason, SZ
patients along with their family worldwide are suffering greatly. That is why, DL
methods instead of traditional ML algorithms give a better liability to detect SZ.
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1.3 Paper Orientation

This chapter (chapter 1) introduces readers to Schizophrenia and provides a brief
discussion of the research’s problem statement and objectives.
The remainder of the paper is organized as follows:
Chapter 2 provides a literature review of some past published researches on the use
of DL methods in classifying MRI data of Schizophrenia and major findings and
future scope of research.
Chapter 3 describes data analysis and preparation. In this chapter, dataset collec-
tion, description of the challenges regarding dataset and pre-processing of dataset
to get better outcome are mentioned thoroughly.
Chapter 4 is about methodology where we mentioned that which deep learning net-
work we prefer for MRI image classification to detect SZ. For this research, we used
CNN network and six models to check out the result of our dataset by using 2D
images.
There is a section for results which is in chapter 5.
And the last chapter is for conclusion and future plan which is in chapter 6.
Finally, there is a bibliography at the end that lists out all the sites, research papers
and journals that were referred to in this paper.

1.4 Research Objectives

We intend to detect SZ using MRI classification through various DL methods. To
do such, we have come up with a better proposition – feature modification of dataset
using various data pre-processing techniques and use the processed dataset to train
models for the purpose of detecting SZ. Comparing to the traditional diagnosis accu-
racy of SZ detection, DL methods give us better accuracy but different DL methods
give different accuracy. Our proposition will accomplish the following objectives:

• Research suitable DL method which will give us higher and precise accuracy.

• Train models by using proper modified features of dataset.

• Check the accuracy by using the trained model.

• Use of cost-efficient and time-efficient methods.

3



Chapter 2

Literature Review

To be able to start the correct treatment earlier, we need to detect SZ as soon as
possible. SZ is generally detected through MRI but it is quite difficult to detect
because of the other mental diseases with similarities. That is when ML techniques
come to rescue as ML methods help to detect SZ accurately in the earlier stage.
Some of the past papers that found such appropriate techniques have been reviewed
to find possibilities for future research and summarized below.

In this article [3], authors used only age and sex-matched 72 subjects from both
healthy people and Schizophrenia patients to ensure a balanced study design.They
have used COBRE dataset where subjects were screened and excluded based on their
history of abuse or dependence in the scanning period of 12 months.[4] In addition,
patients were also screened based on the history of neurological disorders, severe
head trauma or intellectual disability. In the time of rs-fMRI scans, SZ patients were
screened for hallucinations and delusions. Authors have proposed 3D-CNN based
DL classification to separate SZ patients and healthy people. They used rs-fMRI
data from COBRE dataset and then pre-processed the data using FMRIB Software
Library (FSL version 6.0). They applied standard pre-processing which are included
of slice timing, motion correction and denoising, spatial smoothing with 6 mm full
width half maximum(FWHM) gaussian kernel, temporal filtering. Finally, the func-
tional data was co-registered to its corresponding structural image and registered
with MNI152. These data were also high filtered at 100Hz. The noise and artifacts
of the features were normalized and separated by using the FSLNets automated
and unsupervised clustering tool1. They used FSL Multivariate Exploratory Linear
Optimized Decomposition into Independent Components (MELODIC), version 3.14
for creating the group ICA to measure connectivity. The classifier had taken every
3D ICA maps as input without any masking and thresholding to avoid bias data.
They used ten0-fold cross validation to avoid overfitting of the model. They used
a modified version of VGG-Net[5]. In this article, authors applied 3D resting state
connectivity networks instead of 1-dimensional time series information to get bet-
ter performance and they achieved 98.09±1.01% accuracy. They did not apply any
other DL methods on this dataset. But in this study, there are some limitations,
it can not classify the first episode psychosis patient data. Besides, there are some
restrictions on its use in critical practice. Furthermore, it was not specifically known
that which ICA components were more responsible for classification because of not

1https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/%20FSLNets
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using feature selection method.

Accordingly, in another paper[6], writers used the ROI and segmented ventricle im-
ages as input for deep neural networks to diagnose SZ. In their works, center slice of
MR images with a axial view selected ROI. In this image deep gray matter region
is consists of ventricle and caudate where caudate is in left and right sides of brain
region. Besides, they observed that there is a shape variation in the ventricle region
in SZ patient compared to normal subject. They used Adagrad, SGD and RMSPop
for training to minimize the mean square error between the ground truth labels and
network output.They used 10 images in per batch and ran 1000 epochs to trained
the network. By doing research they are able to find out that the right cerebellar
white matter, cortical thickness and enlarged ventricles gave the largest difference
between SZ and normal groups. Analysing cortical thickness they obtained 73.6%
accuracy to identify SZ patient. Authors got 90% accuracy by using segmented
ventricle which is higher than ROI images.

In another paper[7], authors selected and labeled the functionally informative slices
and applied 2D-CNN for classification. Motion correction and spatial normalization
were applied in data pre-processing. This paper has classified both slice level and
subject level. For slice level classification, accuracy was of 72.65% in DMN and
78.34% in AUD. In this work, they were able to enhance the accuracy using 2D-
CNN by reducing training parameters compared to 3D CNN.

According to another article[8], authors used COBRE dataset to classify Schizophre-
nia versus normal subjects using deep learning[3]. They took 74 healthy subjects
and 72 SZ patients with age range from 18 to 65 years old of both men and women.
They collected data with an echo time TE= 29ms and repetition time TR= 2s. In
every brain volume, the size of each slice is 64×64 where total slice is 32 and the
voxel size is 3×3×4 mm3. In this paper, authors used SPM8 (Statistical Paramet-
ric Mapping)2 to pre-process these fMRI data. They eliminated first 5 volumes to
allow magnetization to reach the steady state. Besides, for motion correction they
used the rest 145 functional volumes which ensures the head motion below 2mm or
voxel to voxel according time. So their proposed method was two-stage SAE based
architecture for the classification of SZ versus Normal subjects and for training and
testing accuracy they used SVM classifier.Moreover, we observed that in this arti-
cle, they got 95% and 93.33% accuracy in one fold by using proposed method and
model. But using 10 fold cross validation they got average accuracy 92%. One thing
to notice in this article is their proposed architecture works directly on active voxels’
time series instead of converting them into region-wise mean time series.

In another article[9], writers used Extreme Learning Machine(ELM) to classify SZ
from MRI image which is a speedy training approach for single layer feed forward
neural networks(SLFN). However, there is a criticism that ELM has uncertainty in
performance as it generates random hidden layer weights. In order to overcome this
problem authors used composition of elementary classifiers into ensembles,like as the
Voting ELM (V-ELM) which was trained independently. They used an open source
software pipeline which is known as Configurable Pipeline for the Analysis of Connec-

2https://www.fil.ion.ucl.ac.uk/spm/software/spm8/
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tomes (C-PAC). This software was made upon AFNI [10], FreeSurfer [11] and FSL
(the FMRIB Software Library)[12]. Additionally, FSL FAST and AFNI SkullStrip
used for tissue segmentation and brain extraction. Also authors discarded first 6
volumes and took 144 volumes for head motion correction. Besides, in this article for
data pre- processing they used slice timing, head motion correction,[13][14] nuisance
correction (whiter matter, cerebrospinal fluid and principal components regression,
first principal component removal and linear detrending)[15] and band-pass tempo-
ral filtering between 0.01 and 0.1 Hz[16]. In this article, they used feature selection
based filter algorithms which are represented by Pearson’s correlation. Moreover,
they wrote the result of two classification experiments. Firstly, they accomplished
an exploratory evaluation of ELM Parameters to describe the hidden unit output
and the number of hidden units.

In this article [2], the authors trained 3D-CNN to identify SZ. For this, they used
five data sets of structural MRI scans and examined the classification performance
of the algorithm. Furthermore, they examined which brain regions were mainly re-
sponsible for the DL algorithm by diving the MRI scan into eight regions. This DL
algorithm has four 3D convolutional layers with max-pooling-based down-sampling
in each convolutional layer. In the training dataset, the accuracy was 97% in which
97% images were classified correctly. Though the accuracy rate decreased in com-
pletely new dataset.

In an article [17], the writers used FNC and SBM datasets together and created
a full set of feature vectors which was later used to train models. They obtained
results from training traditional ML and DL techniques and then made compar-
isons. They got the accuracy of 82.77% by applying logistic regression, 82.68% by
applying SVM, 83.33% by applying random forest and 94.44% by applying DNN ap-
proach. For DNN method, depth of three hidden layers was used where the number
of nodes in each hidden layer were 512, 256 and 128, and dropout rate was of 50%.
Though the DNN approach has some limitations. Exploration of hyper-parameter
tuning options was prevented due to the small size of the training dataset whereas
for DNN, big set of dataset is usually needed. There was also the risk of overfitting.

In one study [18], authors used MRI data collected from structural MRI scans. MRI
scans were based on gray-matter densities of brain using VBM. Authors used the
cross validation technique and got the accuracy for trained data of 86% and 83%
for the test dataset. Using SVM as classifier, they got high accuracy to detect SZ
patients using MRI data. It proves high performance of ML methods for differenti-
ating nonlinear associations between input and output data. It can also efficiently
handle high-dimensional data and avoid overfitting.

In this article [19], the authors have developed an in-depth feature approach based
on 2D CNN and Naive 3D CNN models. these models were trained previously by
spreading 3D structural MRI for identifying SZ. In this research paper, specialists
suggested that sMRI evidence reduces extensive grey matter in frontal, temporal,
thalamic and stiatal regions in Schizophrenic patients than healthy people. Besides,
dMRI studies expressed lower FA and higher MD in numerous white matter spreads
to associate frontal-striatal-thalamic nerves in Schizophrenia. Furthermore, 2D and
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3D CNN technologies performed well with the help of ML. Nonlinear SVM along
with RBF acquired an average accuracy of 70.22%. Deep characteristic pre-trained
SVM obtained an accuracy of 72.41%. Naive 3D CNN models exposed a good per-
formance on pre-trained 2D CNN with an accuracy of 79.27%.

As reported by this article [20], a training set is essential to recognize the pattern
and to teach a computer to classify instances automatically and accurately. Firstly,
an image analysis technology is needed to expose the most pertinent information by
fetching the image data. Secondly, a pattern or a model classification method has
to be designed to stretch out the information to identify mental disorders. Here, in
n-dimensional space, a subspace can be defined as (n-1)-dimensional surface. Thus,
SVM, MRI instances are prominent in a severe dimensional space. However, to
determine SZ patients’ structural and functional brain abnormalities, neither ROI
analysis nor VBM or SBM methods enable diagnosis. In this paper, they stated
an ML approach in diagnosing SZ by using ROI analysis. On the other hand,
SVM technology has some limitations as it requires feature vectors and there are
various subjects which could express different features. To conquer this problem,
dissimilarity vectors can be applied in lieu of feature vectors. Besides, the alteration
process-MRI creates a neuro image to reveal the functional and structural image to
determine SZ. This study result suggests the application of ML based on MRI with
a tremendous result in diagnosing SZ.

In this article [21], the author firstly talked about simple ML (linear discriminant
analysis) and complex ML (DNN). Both of them are used to distinguish SZ based
on functional connectivity features. The problem with simple method is that, it
disables simultaneous tuning for best feature selection and classifier training. The
problem with complex method is that, it needs big size of dataset to train models.
To get rid of the mentioned problem, MKCapsnet is used. Kernels are set according
to the partition size of brain anatomical structure to capture inter-regional neuro-
logical connectivities at various scales. Also, vector dropout strategy was used in
the capsule layer to prevent the risk of overfitting of the model. Though capsule
neural network is a successful method, it requires improvements for SZ identifica-
tion. In MKCapsnet, firstly, some participants are excluded due to excessive head
movement and unavailable category information after preprocessing the MRI data
collected from public dataset. Connectivity strength is estimated and normality is
improved of the strength. All values are represented as matrix and fed to multi-
kernel capsule network which has three layer. The first layer extracts connectivity
information, also represented as vector in the second layer. This vectors are assigned
to six channels correspond to six kernels. After that, a capsule dropout strategy is
set at the capsule layer and a routing algorithm is used to learn based on the capsule.
Since different types of layer settings are used for the proposed model, different set-
tings provided different performance measures. For example, MKCapsnet performed
better in terms of sensitivity, capsule dropout strategy performed better than scalar
dropout strategy and so, MKCapsnet gives accurate result while identifying SZ.
However, MKCapsnet can be improved by replacing vector representation with ten-
sor representation and by adding additional information, this model can be used to
detect other brain diseases too.
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According to this article [22], deep learning method has been used to assess potential
of a biomarker which is the functional connectivity in resting stage. Here, fMRI is
used to capture a stable and clear image of brain functional organization at resting
stage. Excessive higher dimension of data is an obstacle for fMRI to design and
robust classifier. Therefore, two strategies were used to decrease the volume of the
problem which are feature selection and classifying these selected features from pa-
tient to controls. Feature selection vastly relies on mathematical method and thus, it
overlooks physiological necessities which may have prominent role in developing the
disease. Moreover, classifying schizophrenic patient from controls only based on the
previously selected feature may lead to a one-sided decision. So, deep learning comes
to rescue. The idea is that, high dimensional data can be turned into low dimensional
code through training a multilayer neural network with small central layer so that
high dimensional input vector can be reconstructed. In data preprocessing, firstly,
patients were diagnosed and the symptoms were evaluated. Secondly, resting state
fMRI was done and result was gathered through 3T MRI scanner. Thirdly, Data
preprocessing was done with the help of statistical parametric mapping software.
Some volumes were rejected. The enduring rs-fMRI images were rectified using
least square approach. rectified images were normalized. Resultant images were
filtered and detrended using typical temporal bandpass. Cerebrospinal fluid and
white matter were used to reduce influences of head notion and non-neural fluctua-
tion. Mean frame wise displacement was evaluated to differentiate head movement
between different groups. Finally, participants maintaining more than 80 percent
of the original signal were included for the analysis. In image preprocessing images
were smoothed. Average signal of brain region was computed and Pearson’s corre-
lation was calculated between each pair of signal and thus, matrices were created.
These matrices were splitted into train data and test data. Train data was used to
build model and test data was used to evaluate performance. In conclusion, resting
state functional connectivity has promising classification capacity and can be used
as biomarker.

According to another paper [23], Authors proposed a multi channel 2D model (M2D)
to determine task-based functional mri data. Blood oxygenation level dependent
(BOLD) signals, which determine how well the brain is functioning, are constantly
changing. Therefore, it must categorize 3D voxel wise fmri data. Many papers
employed 2D and 3D CNN for this. However, this study used multi-channel 2D CNN
with axial, coronal, and sagittal brain data, which represent all three dimensions of
the brain. In order to train the 2D CNN network, the authors converted each
3D brain image into 2D image slices and then extracted the highest entropy from
calculating the entropy of each slice of brain image. In this model, three 2D CNN
portions extract features in simultaneously, after which their outputs are flattened
and merged into 1D features in sequence, which are fed to the fully connected neural
network for additional learning. In particular, they claimed that M2D CNN model
achieved a classification accuracy and precision of around 83%. Overall, M2D CNN
performs better than all other models, with M2D CNN coming out ahead of 3D
CNN, S2D CNN, 1D CNN, and 3D SepConv models and also PCA + SVM.
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Chapter 3

Data Analysis and Preparation

3.1 Dataset

3.1.1 Features

Some public MRI datasets for SZ detection are available at SchizConnect1 database
such as BrainGluSchi, COBRE, MCICShare, NMorphCH, NUSDAST etc. We have
used the COBRE dataset for our research which is taken from website[24]. Each
control’s MRI image is in shape (53, 64, 52, 150). In this dataset, there are 74
Normal Subjects (51 males and 23 females, age range = 18-65 years) and 72 SZ
Patients (58 males and 14 females, age range = 18-65 years). Figure 3.1 shows the
SZ and normal control’s number in percentage.

Figure 3.1: SZ vs Normal controls ratio for COBRE dataset

1http://schizconnect.org/
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Figure 3.2: Workflow of data preparation
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3.1.2 Functional Data Acquisition

The dataset contains resting-state functional MRI images of each subject. This
dataset is mainly from the Center for Biomedical Research Excellence (COBRE)
dataset. Information on this dataset can be found at website2. COBRE is reliable
as many professors have used data from here for research works. The fMRI dataset
are in Neuroimaging Information Technology Initiative (NIFTI) format (.nii.gz ex-
tension). It features 150 EPI (echo planar imaging) blood-oxygenation level depen-
dent (BOLD) volumes and these were obtained in 5mns (TR = 2s, TE = 29 ms,
FA = 75°, 32 slices, voxel size = 3x3x4 mm3, matrix size = 64x64, FOV = mm2).
The MRI images from all timestamps can be visualized by using MRIcron software
though in normal eyes, the differences cannot be seen clearly. Table 3.1 gives an
overview of the COBRE dataset.

Class Control Male Female Age
SZ 72 58 14 18-65

Normal 74 51 23 18-65

Table 3.1: Number of Controls in each Class and their Age

Figure 3.3: Controls based on sex

Figure 3.3 shows the male-female ratio in the mentioned dataset. In our graph, it is
showed that there is a large difference in SZ patients’ gender classification. Accord-
ing to our graph, men are facing SZ disorder more than 50% than women. A study

2http://cobre.mrn.org/
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[25] reported that brain-derived neurotrophic factor (BDNF) may be engaged with
patho-physiology of SZ for which male are getting more effected by SZ than female.

According to the figure 3.4, we can see that, the SZ disorder also varies age to age
along with gender. From the graph, it is shown that, at lower age(18-30) and higher
age(48-65), the SZ discloses in higher range in men than women. Moreover, at the
age of 30 to 36, we can see the range of SZ is approximately equal in both men and
women.

Figure 3.4: SZ Controls based on age

Figure 3.5 refers to the 2D images based on signal intensity from different angle
(Axial, Coronal, Sagittal) of a SZ patient at 10 volume.

(a) Above angle (b) Rear angle (c) Side angle

Figure 3.5: SZ control’s MRI image from different angles at volume 10 according to
signal intensity
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(a) Above angle (b) Rear angle (c) Side angle

Figure 3.6: Normal control’s MRI image from different angles at volume 40 according
to signal intensity

Figure 3.6 refers to the 2D images based on signal intensity from different angles
of a normal control at 40 volume. These images are generated by using Matplotlib
library. We can see from two different classes’ images that SZ patient’s brain image
is more swollen than normal control’s brain image. The reason behind swelling is
neuroinflammation caused by Microglia, stress etc [26].

We have plotted first 95 volumes’ 2D MRI image of SZ patient in figure 3.7 and nor-
mal control in figure 3.8 to see the differences in timestamps. Activity fluctuations
over time in fMRI are very small. In normal eyes, it looks blurry but the changes
are there.

Figure 3.7: SZ patient’s first 95 volumes’ 2D MRI images (Axial region)
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Figure 3.8: Normal control’s first 95 volumes’ 2D MRI images (Axial region)

As from the first 95 volumes’ images with interval 5, we cannot identify the differ-
ences, we plotted graph of all timestamps’ signal intensity to identify the differences
from one timestamp to another timestamp. Figure 3.9 and 3.10 refers to the fluc-
tuations of SZ and normal control’s MRI image in signal intensity. From the graph,
it is clear that the fluctuations are abnormal in SZ patient’s MRI image in signal
intensity [27].

Figure 3.9: SZ patient’s all volumes’ MRI images’ differences according to signal
intensity
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Figure 3.10: Normal control’s all volumes’ MRI images’ differences according to
signal intensity

3.2 Challenges regarding Dataset

We have collected COBRE dataset3 after searching many sites. Even though this
dataset is available at the official COBRE site, but before getting the dataset, we
need to go through many official procedures which makes it problematic to acquire
the data. As our research is a part of the biomedical sector, datasets are not publicly
available that much for security reasons. So it creates hindrance to explore more in
this sector.
The dataset has only 146 control’s MRI data. Less data gives us less variation.
Model cannot learn properly with less data. Moreover, we cannot easily get medical
data. These are the challenges we had to face in our research.
Although only 146 controls’ MRI data are present in the dataset. But the size of
data is too huge. As maximum of 150 timestamps’ and minimum of 40 timestamps’
3D images are there in controls, we get in total of 207,524,400 images from every
angle from the whole dataset. We got the total number of images by calculating the
following process (3.1):∑

i=1,2,...,146

(((cix ∗ ciy) + (cix ∗ ciz) + (ciz ∗ ciy)) ∗ cit) (3.1)

Here,
(x, y, z, t) = Shape of each MRI image
i = i-th control
c = controls
x = 1st axis of shape of i-th c
y = 2nd axis of shape of i-th c
z = 3rd axis of shape of i-th c
t = Time axis of shape of i-th c

Handling large data is tough as it increases the processing time and complexity. As
we have raw MRI images for our research, we have to manually process each image
so that our model can give better performance but large data tends to increase the
complexity and creates data storage issues.

Figure 3.11 and 3.14 show 4 different normal controls’ and SZ controls’ axial region’s
brain images in same slice and volume, figure 3.12 and 3.15 show 4 different normal
controls’ and SZ controls’ sagittal region’s brain images in same slice and volume

3http://cobre.mrn.org/
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and figure 3.13 and 3.16 show 4 different normal controls’ and SZ controls’ coronal
region’s brain images in same slice and volume. We can see from the figures that the
differences between normal and SZ control’s axial region’s brain images are subtle
which is why it is challenging to classify SZ MR images accurately. For example,
figure 3.11b and 3.14d MR images are almost same and so in human eyes, it is
difficult to say which is SZ patient’s brain image and which is normal control’s brain
image. For this reason, in early stages, SZ detection is hard.

(a) (b) (c) (d)

Figure 3.11: 4 different Normal control’s brain image (Axial region)

(a) (b) (c) (d)

Figure 3.12: 4 different Normal control’s brain image (Sagittal region)

(a) (b) (c) (d)

Figure 3.13: 4 different Normal control’s brain image (Coronal region)
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(a) (b) (c) (d)

Figure 3.14: 4 different SZ control’s brain image (Axial region)

(a) (b) (c) (d)

Figure 3.15: 4 different SZ control’s brain image (Sagittal region)

(a) (b) (c) (d)

Figure 3.16: 4 different SZ control’s brain image (Coronal region)
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3.3 Data Pre-processing

Data pre-processing is an important step for model training as model’s performance
depends in it significantly. We took pre-processed MRI data from this paper[28]
for our research, though we had to do more pre-processing of the multi-dimensional
data to fit our model. This paper[28] analysed the dataset using the NeuroImaging
Analysis Kit4 version 0.12.14.. Firstly, we loaded our nii data by importing nibabel
package. The size of the data is (53, 64, 52, 150). Here, 150 is the timestamps
in which 3D data (53, 64, 52) are volumized. We get various angles such as axial,
coronal and sagittal 2D pictures from these (3D + t) data.

3.3.1 Scrubbing

Using scrubbing method, the excessive motioned frames were removed from the
dataset. Basically, frames with frame displacement greater than 0.5mm were iden-
tified with excessive motion and removed for further pre-processing.

3.3.2 Spatial Smoothing

To improve the signal to noise ratio and spatial normalization, the fMRI volumes
of the data were smoothed with a 6 mm isotropic Gaussian blurring kernel. The
improvement of signal to noise ratio increases sensitivity. But there is a drawback
which is, it reduces spatial resolution which may deduct any important feature.

3.3.3 Brain Extraction

Brain extraction is the first and most important step in MRI analysis. Removing
non-brain tissues to improve accuracy and analysis speed of data is essential and
that is why brain extraction is needed. Brain extraction tool of FMRIB Software
Library (FSL) can be used in this case. For our dataset, the data already have
extracted brain MR images, so we didn’t need to do this pre processing part.

3.3.4 Slice Timing Selection

The overall size of the dataset is huge. As the changes over time is very subtle, so,
for our research, we only took 2D images from timestamp 10 to 12 and 8 informative
slices from all three regions as in these slices in each region, the differences between
normal control and SZ patient is clear. We have manually analysed each slice from
each subject with the help of MRIcron software.

3.3.5 Grayscaling

We have kept our original 2D MRI data in grayscaled image for reducing complex-
ity. An RGB image is the combination of three different color images (Red, Green,
Blue) stacked on top of each other. RGB color is a m X n X 3 array of color pixel.

4NIAK https://github.com/SIMEXP/niak
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The range of values a colour component plane can have is (0 – 255). So, 256 X 256
X 256 = 16777216 combination of colour can be represented in an RGB image. On
the other hand, grayscale image has only one channel which can have (0-255) or 256
values. Grayscale image’s total possible values is one third of the RGB image’s total
possible values. Color increases the compution time and complexity of the model.
In some model, there is no need for color images such as ours. We only need the
intensity points to classify the images. That is why, we have kept our images into
grayscale images. Figure 3.17a and figure 3.17b shows the conversion from colored
MRI image to grayscale image.

(a) Colored image (b) Grayscale image

Figure 3.17: colored vs grayscaled MR image

3.3.6 Reshaping

We have resized our grayscale images to [224, 224] pixel as our models take [224, 224]
or [256, 256] pixel images as input data. Figure 3.18 shows the resizing procedure
of an image.

(a) Before reshaping

(b) After reshaping

Figure 3.18: Before vs after reshaping to 224 X 224 image

3.3.7 Data Augmentation

To maximize the diversity of images, we set horizontal flip to true. To normalize
the data, we also rescaled our images to 1/255. Moreover, we set shear range and
zoom range to 0.2 to increase the variety of training images so that we can get better
accuracy.
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3.4 Dataset Split

We have split the entire dataset5 into training and testing in 80:20 ratio for Inception-
V3, VGG16 and VGG19 models. Among of total 146 controls, for training part,
healthy controls are in number of 60 and SZ patients are in number of 60 and the
remaining are for testing part. Then we have perfomred image pre-processing and
after image pre-processing, among total of 1314 2D MR images of all 146 of controls,
1080 images are of training part and 234 images are of testing part. Table 3.2 shows
the size of dataset details in training and testing for Inception-V3, VGG16, VGG19
models.

Class Normal SZ Total Images
Training 540 540 1080
Testing 126 108 234

Table 3.2: Number of images in training and testing set

We have split the entire dataset into training and testing in 75:25 ratio for our mod-
ified multichannel 2D CNN model. Among of total 146 controls, for training part,
healthy controls are in number of 55 and SZ patients are in number of 54 and the
remaining are for testing part. Then we have perfomred image pre-processing and
after image pre-processing, among total of 2336 2D MR images of all 146 of controls
in each region, 1744 images are of training part and 592 images are of testing part.
Table 3.3 shows the size of dataset details in training and testing for modified mul-
tichannel 2D CNN model.

Class Region Normal SZ Total Images
Training Axial 880 864 1744
Training Coronal 880 864 1744
Training Sagittal 880 864 1744
Testing Axial 304 288 592
Testing Coronal 304 288 592
Testing Sagittal 304 288 592

Table 3.3: Number of images in training and testing set for M2D model

5http://cobre.mrn.org/
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Chapter 4

Methodology

4.1 Convolutional Neural Network
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Figure 4.1: Workflow of CNN
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Convolutional Neural Network(CNN) is a well known method in computer vision
application which is a part of Deep Neural Network. This neural network analyze
visual images and classify them, identifies texts, videos, documentation by recognis-
ing patterns[29]. In CNNs, artificial neurons take inputs from objects, then process
them and send the result as output. CNNs use multiple layers which perform feature
extraction. During convolutional layer, the network extracts the significant features
from the image or dedicated objects and remove the irrelevant noise. Convolutional
Neural Network(CNNs) have four steps to process an image or data. Figure 4.1
shows the workflow of CNN algorithm. The steps of the CNN algorithm is de-
scribed below in details.

4.1.1 Convolutional Layer

The main motive of this layer is to stretch out features of the objects or images.
In this layer the network targets to resize the images to reduce some pixels or un-
necessary weights which are predicted as noise to minimize the computational time.
Convolution is an element-wise multiplication which is also called matrix multipli-
cation that identifies a dimension of 3X3 part of the image. Then it multiplies this
part with a filter. Until all of the images processed these steps repeat.

Figure 4.2: Pictorial representation of Convolutional Layer

In the Convolutional Neural Network, we calculate the volume of image. Here in
the above 4.2 we showed an input image with a shape of 6 × 6 and a filter of shape
3 × 3. Then doing matrix multiplication we got 4 × 4 shape output.
From an input volume of Dimension Hin×Win × D (where, H= Height, W=Width,
D=Depth) we can use the following formula to compute the result volume:

Wout =
Win − F + 2P

S
+ 1 (4.1)
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Here,

Wout = Updated Width
Win = Input Width
F = Spatial Dimension
S = Stride
P = Padding

From this equation (4.1), the network generate the output volume with the dimen-
sions (Hout ×Wout ×D).
Here,
Hout = Wout

D(depth) = The number of filters Kernel (K).

4.1.2 Activation Layer - Non Linearity

After processing the each convolution layer, the activation layer comes and it rep-
resents the non linear function. In this layer all the pixel with negative value is
replaced by zero.According to a research, we found that activation function does
not hamper the gradients during back-propagation [30]. Mainly, four types of non
linear functions are used in CNNs which are Rectified Linear Unit(ReLU), sigmoid,
Tanh and Softmax. Activation Layer succeed the following formulas:

For ReLU Activation Function:

Output = Max(zero, Input) => ϕ(x) = Max(0, x) (4.2)

Figure 4.3: Pictorial representation of activation layer ReLU

From this equation (4.2), we can say that this function returns the input value of x
back when the value is positive, but it returns 0 when the input value is negative.
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So, basically it gives the output rang of 0 to infinity.

For Sigmoid Activation Function:

f(x) =
1

(1 + e−x)
(4.3)

Figure 4.4: Pictorial representation of activation layer Sigmoid Function

Sigmoid Activation Function transform all the input values in range of 0 to 1. It
transform all the values into 0 which are below than 0 and the above value of 1
turned into 1 by this function. In the equation (4.3), x is the input value and f(x)
is the output value which always gives the output in range of 0 to 1.

For Tanh Activation Function:

tan(h) =
ex − e−x

ex + e−x
(4.4)

Figure 4.5: Pictorial representation of activation layer Tanh Function
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For Softmax Activation Function:

σ(−→z )i =
ezi∑k
j=1 e

zj
(4.5)

Here,

σ = softmax function
z⃗ = input vector
ezi = standard exponential function for input vector
K = number of classes in the multi-class classifier
ezj = standard exponential function for output vector
ezj = standard exponential function for output vector

The ideal activation functions should have the following features [31]:

• Non-linearity: It allows the following layers to elaborate on each other. This
assure that non-linear multi-layer network will not degrade into single layer
linear network.

• Differentiability: As more layers are stacked so gradient should be smaller and
optimized.

• Simplicity : As a complex activation function takes more calculation time. So
it should be simple.

• Saturation: For the saturation the gradient is close to zero in particular inter-
vals to update the parameters impossible.

• Fewer Parameters: Most activation functions should have few parameters.

4.1.3 Pooling

Basic Convolution Network architecture have alternating conv layers and pooling
layers and some functions to reduce the dimensionality of each feature map to fig-
ure out important information. There are many types of Spatial Pooling. Average
Pooling, Max Pooling, Sum Pooling etc. are the some of pooling types [32].

In case of Average Pooling, it takes the average value from the rectified feature map.
For instance, If the window is 2 × 2 Then after average pooling we will get 1 value
from the average of 4 values. So it reduces the computational time of the network.
Besides, The Max Pooling takes the maximum value and then work like as Average
Pooling. Also we could use sum of all elements of the allocated window.
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Figure 4.6: Pictorial representation of max pooling and average pooling

Advantages of Pooling:

• Reduce feature dimension and make data more manageable.

• This layer shorten the computational cost and reduce number of parameters
which also control overfitting.

• As we use max pooling or average pooling in a local neighborhood it transform
the large data into small data without loosing any important data. But these
small data help a network to work properly.

4.1.4 Normalization

Convolutional Neural Network the part of Deep Learning have developed the state-
of-art to perceive the images such as image segmentation, image classification, scene
description etc. To make the network train faster and give better accuracy result
normalization plays an important role which is a most popular method.In this layer
data is being scaled in a range of 0 to 1. There are many types of normalization[33].
They are:

• Batch Normalization

• Weight Normalization

• Layer Normalization

• Group Normalization

• Weight Standardization
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One important thing is Batch Normalization performs its functionality in different
ways during training and interface [30]. Moving mean and variance are determined
for each batch separately during the training phase. Instead, the network that we
employed at the moment the interface was happening saw the moving mean and
variance of all the photos concurrently [30]. So lots of research and experimentation
of the state-of-art of network shows that batch normalization not only gives us bet-
ter performance and accuracy but also it is really required for training part to get a
proper output. Without batch normalization, sometimes deep learning fail to train
the model[30]. Basically normalization is a pre-processing technique to standardize
input data to get a modified value which can be trained by the model1.

As there are some disadvantages of batch normalization, T.saliman and P. Kingma
proposed Weight Normalization[33]. The idea was separate the length of the weight
from the direction and change the parameter of the network to make fast training[33].
Though it speed up the training but Weight Normalization is not stable as Batch
Normalization. That is why it is not widely used in neural network.

4.1.5 Fully connected (FC) Layer

In general, Convolutional Neural Network is one or more fully connected layers which
is a multi layer perceptron. In this network, all the neurons of previous layer are
connected to every single neurons of current layer. So, all the information of data is
transformed through this connection. The last fully connected layer of this CNN is
known as output layer. For tasks classification, Softmax activation is used to give
better performance probability of the outputs[34]. Furthermore, SVM is also used
to solve different classification of tasks[35].

4.2 CNN Model Architectures

We have trained in total six CNN model architectures for SZ MRI image classifica-
tion. But in paper, we have described best three models. The descriptions of the
models are given below.

4.2.1 Inception-V3 Model

Inception-V3 is an image recognition model of CNN which is an optimized and ad-
vanced version of Inception-V1. The accuracy of this model on the image net dataset
is 78.1%. This model is based on the paper: ”Rethinking the Inception Architecture
for Computer Vision” by Szegedy, et. al [36].

Architecture

The inception model employs numerous filters of various sizes at the same level.
Therefore, we have parallel layers rather than deep layers. We applied batch nor-
malization and softmax activation function at each convolutional layer. The loss is
calculated using the Softmax activation function. This model employs four methods.

1https://www.baeldung.com/cs/batch-normalization-cnn
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Facorial convolution comes first. Therefore, the model becomes computationally ef-
fective. Moreover, the network generates fewer parameters. Secondly, the model
swaps out larger convolutions for smaller ones. The training is expedited as a re-
sult. For instance, two 3X3 filters can be used in place of a 5X5 filter and so the
parameters are decreased from 25 to 18. Asymetric convolution is the third method.
1X3 and 3X1 filters are used in place of 3X3 filters. This further narrows the pa-
rameters. Auxiliary classifier comes in fourth. This has been added inside the layer.
Then, the main network loss is increased by the consequent loss. Lastly, grid size
reduction which is done by pooling method.

Implemented Model

For our data training, firstly, input layer of shape (None, 224, 224, 3) is used. Then,
2D convolution layer of shape (None, 111, 111, 32) is applied. After that, Batch Nor-
malization is done which is of (None, 111, 111, 32) shape. Consequently, activation
function is implemented of size (None, 111, 111, 32). Again, 2D convolution layer of
shape (None, 109, 109, 32) is used. Next, Batch Normalization is done which is of
(None, 109, 109, 32) shape. Then, again, activation function is implemented of size
(None, 109, 109, 32). Another Conv2D layer is implemented of shape (None, 109,
109, 64).Next Batch Normalization is done of shape (None, 109, 109, 64). Activation
function was again implemented of size (None, 109, 109, 64). Later, 2D Max Pooling
layer is done of shape (None, 54, 54, 64). Then, Conv2D layer is implemented of
size (None, 54, 54, 80). Again, Batch Normalization is done of shape (None, 54,
54, 80). Repeating these processes multiple times with different shape, we finally
concatenated the layers and flattened them. After flattening, we get a dense layer
of shape (None, 2). While applying the model, total trainable parameters were of
102,402. We have used Softmax activation function in our dense layer. We have also
used Categorical crossentropy as loss function, Adam as optimizer and Accuracy as
metrics. As for the weights’ values, we have used ImageNet dataset. We trained our
model in batch size of 64 for 20 epochs.

Formula for categorical cross entropy is,

Li = −
∑
j

yi,jlog(ŷi.j) (4.6)

Here,
Li= Sample loss value
i = ith sample in a set
j = label/output index
y = target values
ŷ = predicted values

4.2.2 VGG16 Model

We have used 2D CNN architecture - VGG16 model to classify our MRI image
data. In their publication ”Very Deep Convolutional Networks for Large-Scale Im-
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age Recognition”, K. Simonyan and A. Zisserman from the University of Oxford
introduced the convolutional neural network model known as VGG16[37]. In the
top five tests, the model performs 92.7% accurately in ImageNet, a dataset of over
14 million images divided into 1000 classes. It was a well-known model that was
submitted to ILSVRC-2014. By sequentially substituting several 33 kernel-sized
filters for AlexNet’s big kernel-sized filters (11 and 5, respectively, in the first and
second convolutional layers), it improves upon AlexNet. Weeks of training were put
into VGG16 using NVIDIA Titan Black GPUs.

Architecture

The RGB image with a fixed size of 224X224 is the input to the convolution layer.
Convolutional filters were applied with a very small receptive field, 33 (which is the
smallest size to capture the notion of left/right, up/down, and center). The picture
is then passed through the stack of convolutional layers. It also uses 11 convolution
filters in one of the setups, which may be thought of as a linear transformation of
the input channels (followed by non-linearity). Convolution layer input’s spatial
padding retains the spatial resolution.

Implemented Model

Initially, input layer of shape (None, 224, 224, 3) is used. Then, two 2D convolution
layer is used of shape (None, 224, 224, 64). After that, A 2D Max Pooing layer is
applied of shape (None, 112, 112, 64). Consequently, two 2D convolution layer layers
are used of shape(None, 112, 112, 128). Again, A 2D Max Pooing layer is applied
of shape (None, 56, 56, 128). Later on, three 2D convolution layer layers are used
of shape (None, 56, 56, 256). 2D Max Pooing layer is applied of shape (None, 28,
28, 256). Next, three 2D convolution layer layers are used of shape (None, 28, 28,
512). After this, 2D Max Pooing layer is applied of shape (None, 14, 14, 512). Next,
three 2D convolution layer layers are used of shape (None, 14, 14, 512). Then, 2D
Max Pooing layer is applied of shape (None, 7, 7, 512). Finally, after flattening, we
get the dense layer of size (None, 2). In our applied model, we had 50,178 trainable
parameters. The model had 13 2D convolution layers along with 5 max pooling
layers. We have used Softmax activation function in our dense layer. We have also
used Categorical crossentropy as loss function, Adam as optimizer and Accuracy as
metrics. As for the weights’ values, we have used ImageNet dataset. We trained our
model in batch size of 64 for 20 epochs.

4.2.3 VGG19 Model

A convolutional neural network with 19 layers is called VGG-19. A variation of
the VGG model called VGG19 has 19 layers in total (16 convolution layers, 3 Fully
connected layer, 5 MaxPool layers and 1 SoftMax layer). There are further VGG
variations, including VGG11, VGG16, and others. 19.6 billion FLOPs make up
VGG19.
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Architecture

VGG19 model receives a fixed-size (224X224) RGB picture as input, indicating that
the matrix was shaped (224, 224, 3). The mean RGB value of each pixel, calculated
throughout the whole training set, was the only preprocessing that was carried out.
They were able to cover the entirety of the image by using kernels that were (3X3) in
size with a stride size of 1 pixel. To maintain the image’s spatial resolution, spatial
padding was applied. Stride 2 was used to conduct max pooling over a 2X2 pixel
window. This was followed by the Rectified Linear Unit (ReLu), which introduced
non-linearity to increase the model’s ability to categorize data and shorten compu-
tation time. Rectified linear unit (ReLu) was used after this to add non-linearity
to the model in order to enhance classification accuracy and computation time. As
opposed to earlier models that used tanh or sigmoid functions, this one performed
far better. Implementing three fully linked layers, the first two of which had a size
of 4096, followed by a layer with 1000 channels for classification using the 1000-way
ILSVRC, and the third layer being a softmax function.

Implemented Model

We have used modified 2D CNN architecture - VGG19 model to classify our MRI
image data. Initially, input layer of shape (None, 224, 224, 3) is used. Then, two
2D convolution layers are used of shape (None, 224, 224, 64). After that, a 2D
Max Pooing layer is applied of shape (None, 112, 112, 64). Consequently, two 2D
convolution layers are used of shape (None, 112, 112, 128). Again, A 2D Max Pooing
layer is applied of shape (None, 56, 56, 128). Later on, four 2D convolution layers
are used of shape (None, 56, 56, 256). 2D Max Pooing layer is applied of shape
(None, 28, 28, 256). Next, four 2D convolution layers are used of shape (None, 28,
28, 512). After this, 2D Max Pooing layer is applied of shape (None, 14, 14, 512).
Next, four 2D convolution layers are used of shape (None, 14, 14, 512). Then, 2D
Max Pooing layer is applied of shape (None, 7, 7, 512). Finally, after flattening, we
get the dense layer of size (None, 2). In our applied model, we had 50,178 trainable
parameters. The model had 16 2D convolution layers along with 5 max pooling
layers. We have used Softmax activation function instead of ReLu function in our
dense layer. We have also used Categorical cross entropy as loss function, Adam
as optimizer and Accuracy as metrics. As for the weights’ values, we have used
ImageNet dataset. We trained our model in batch size of 64 for 20 epochs.
Mathematically RelU function is expressed as,

f(x) = max(0, x) (4.7)
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4.3 Multichannel 2D CNN Model

CNN, a subclass of DNN, has been considered to be particularly effective at ex-
tracting features. To categorize 3D fMRI data, Multichannel 2D CNN model[23]
can be used. The model incorporates multichannel information gained from 2D
CNN networks and works with 2D fMRI data slices. In task-evoked fMRI scanning
[23], candidates are assigned with few task stimuli and simultaneously engaged in
particular actions that produce distinct BOLD signals which outputs time series of
a 3D volume of the brain. This volume consists of millimeter level spatial resolu-
tion for each task block. Task evoked fMRI data or resting state fMRI data can be
presented as 3D data with coronal, sagittal, and axial axes of the brain. Compar-
ing several CNN models, we observe that 3D CNN can perform well in extracting
information from 3D fMRI data, but it is computationally expensive and requires
exponentially more model parameters as each additional dimension is added. Ad-
ditionally, supervised learning can suffer from data overfitting due to the use of too
many parameters. In the meantime, to facilitate computing, models with separable
3D CNN has been developed in computer vision research. However, 3D SepConv
model can be less efficient due to usage of less parameters as compared to the gen-
eral 3D CNN model. Contrarily, 2D CNN models lose few spatial information of 3D
fMRI data for using fewer parameters and less processing power. After addressing
issues of various CNN models, we are proposed with M2D CNN. This model has
two phases. Firstly, 3D fMRI images are sliced into 2D fMRI images along with one
dimension. The 2D CNN model receives multichannel 2D images as input. This
model is used to extract feature from these three brain anatomical planes- coronal
as x-plane, sagittal as y-plane, and axial as z-plane. Secondly, fully connected hid-
den layer is used to concatenate the information from M2D CNN learning network.
Each 2D CNN performs convolution computation independently using a single type
of multichannel 2D picture as an input. All three 2D CNN segments’ outputs are
flattened and joined together to create 1D feature and passed to fully connected
neural network which outputs the categorization outcome. The speciality of this
model is that this model considers the 3D spatial information of the brain as the
features include the characteristics derived from all three orthogonal planes.
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4.3.1 M2D CNN Model Architecture
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Figure 4.7: Architecture of M2D CNN
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This architecture consists of input layers, convolutional layers, pooling layers, merge
layers, fully connected layers, and output layers.

4.3.2 Input Layer

Each 3D fMRI brain imaging sample has dimensions of dim X, dim Y, and dim Z.
By slicing per unit length along the y axis to obtain 2D images of size dim X x dim
Z on the sagittal plane, along the z axis to obtain 2D photos of size dim X dim Y,
and along the x axis to obtain 2D images of size dim Y x dim Z, we obtain three
groups of images in separate planes. As a result, 2D pictures with dim X, Y, and Z
channels are produced. These channels are similar to the stereostatic brain space.

4.3.3 Convolutional Layer

The convolution computation is processed by all the 2D CNNs, and features are
extracted on each plane. From previous layer each convolutional kernel is convolved
across the width and height of the 2D input and the dot product between the kernel
and the input is computed. The results are summed up and 2D activation map is
produced for each kernel.

4.3.4 Pooling Layer

Pooling layer filters out the results of convolutional layer and performs feature se-
lection.

4.3.5 Merge Layer

Result of all the 2D CNNs are then concatenated. We get 1D vector as output. In
other words, this output represents the merged spatial feature of brain data.

4.3.6 Fully Connected Layer

This layer takes merge layer as input. Also, feature combination and complex non
linear relationship modelling are performed in this layer.

4.3.7 Output Layer

Softmax function (4.5) is used for output computation of each category that the
sample belongs to.
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4.4 Modified M2D Model Structure

Figure 4.8: Structure of modified M2D CNN

We have passed our inputs through 3 different regions - axial input layer, coronal
input layer and sagittal input layer. Then, our model has two consecutive convolu-
tion layers with 16 and 32 filters, (3x3) kernel and ’reLu’ activation function. After
that, we have one normalization layer. We put one convolution layer with 32 filters,
(3x3) kernel and ’reLu’ activation function after the normalization layer. Then, we
put one (2x2) max pooling layer and another normalization layer. We have added
another convolution layer with the previous setup. Then, we added normalization
layer and finally flattened the 2D matrices through the flatten layer. 3 different re-
gions have gone through these layers in parallel and finally merged into one merged
layer and then we passed this merged matrix to a normalization layer and a dense
layer with 256 units and ’sigmoid’ activation function. After that, we have added
another normalization layer and another dense layer with 128 units and ’sigmoid’
activation function. We also used another normalization layer with a dropout layer
of 0.45. Then, after another set of dense layer, normalization layer, dropout layer of
0.20 and dense layer, we finally get the output layer.
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Chapter 5

Result and Analysis

This chapter describes the implementation of some built in models that we used
initially to check the performance of our taken dataset for detecting SZ and also
narrates our proposed model that we have built to get better perfomance. Ini-
tially We used six models - InceptionV3, VGG16, VGG19, ResNet50, ResNet101
and ResNet152. Then we proposed multi channel 2D CNN (M2D CNN) model.
We have used two dimensional data for three channels axial(xy), coronal(xz) and
sagittal(yz). The models were implemented and tested using Colab notebook. The
implementation of the models consist of four stages; input data pre-processing, fea-
ture extraction, classification and testing. Firstly, We have equipped our dataset[24]
in two part - testing set and training set. In both training and testing part, we have
created two classes for normal people and SZ patient where we have stored all MR
images of both normal people and SZ patient.

5.1 Initially used Models

Inception V3 is an image classification model of CNN which is a built in model
of Keras. From Inception-V3 model, in training, we got 94.54% accuracy and in
testing, we got 63.25% acccuracy.

(a) Training loss vs validation loss (b) Training accuracy vs validation accuracy

Figure 5.1: InceptionV3 model for 20 epochs

VGG16 is a method which identify the objects and it can reach 92.7% accuracy rate
when classifying more than thousands photos into thousands different classes. It is a
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well-known technique which can classifying images and employ with transfer learn-
ing easily. But for our dataset?? From VGG16 model, in training, we got 74.07%
accuracy and in testing, we got 76.07% accuracy.

(a) Training loss vs validation loss (b) Training accuracy vs validation accuracy

Figure 5.2: VGG16 model for 20 epochs

By using another built in model VGG19 , in training, we got 71.30% accuracy and
in testing, we got 73.93% accuracy.

(a) Training loss vs validation loss (b) Training accuracy vs validation accuracy

Figure 5.3: VGG19 model for 20 epochs

We also trained our data in ResNet50, ResNet101 and ResNet152 model. From
ResNet50 model, in training, we got 57.87% accuracy and in testing, we got 67.95%
acccuracy. From ResNet101 model, in training, we got 60.37% accuracy and in
testing, we got 66.67% accuracy. From ResNet152 model, in training, we got 58.06%
accuracy and in testing, we got 58.97% accuracy. Table 5.1 shows the training and
testing accuracy of our presented models in tabular form.
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Model Architecture Training
Accuracy

Testing Accuracy

2D-CNN InceptionV3 94.54% 63.25%
2D-CNN VGG16 74.07% 76.07%
2D-CNN VGG19 71.30% 73.93%
2D-CNN ResNet50 57.87% 67.95%
2D-CNN ResNet101 60.37% 66.67%
2D-CNN ResNet152 58.06% 58.97%

Table 5.1: Results of different model architectures

According to these six models we did not get a good performance to detect SZ. The
highest accuracy of these six models is 76.07% which is not up to the mark. So we
have designed an architecture of M2D CNN model which gives us far better result
than these models.

5.2 Proposed Model M2D CNN

Our proposed model is multi channel 2D CNN. As previously, we have tried one
channel 2D CNN where we ran the built in models on axial portion of brain. But we
did not get a good accuracy. Because the functional MR images of brain basically
carry 4D data which are x, y and z axis with time series. It is impossible for MRI
scanners to provide a 3D image of the brain using 2D pixels. Instead, the MRI
scanner used a 3D equivalent voxel of a pixel. A voxel resembles a small cube with
1-3 mm-wide edges. Then, structural MRI explore extremely high-resolution 3D
image of each slice of the brain and fMRI explore low resolution 3D image. The
blood oxygenation level dependent (BOLD) signal is measured by the MRI scanner
using a powerful magnet.[38] For these reason we took multi channel 2D CNN where
we used the data of three axes. We also figured out some specific slices of three
axes which ca be differentiated easily with other slices. In our proposed model
architecture we had to use the minimum number of max-pooling to get better result
as our images were very small. Besides, we had used Kfold process to get better
accuracy. For that we divided our dataset into 4 folds.

5.2.1 Accuracy of Our Proposed Model

This section will illustrate the accuracy of our proposed model. For training part
we have taken 1744 images and 592 images for testing part. Then We used co-
lab notebook to run our experiments. As we have used K-fold process, so we got
4 training accuracy and 4 test accuracy for 4 folds. Table 5.2 shows the training
and testing accuracy of our proposed model architecture in each fold in tabular form.
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Fold No Fold 1 Fold 2 Fold 3 Fold 4 Best
Training
Accuracy

93.63% 93.98% 96.04% 97.53% 97.53%

Testing
Accuracy

78.12% 89.86% 92.57% 97.13% 97.13%

Table 5.2: Results of 4 folds of M2D model architectures

5.3 Comparison with Related Research Works

Many research works already have done on this dataset ??. We have studied some
research papers where different models were used on this dataset to classify SZ and
normal people. We have shown the comparisons of some of those papers in 5.3 which
worked on this dataset.

Articles Published
Year

Models Dataset Accuracy

Our proposed
model

architecture

- multi channel
2D CNN

COBRE 97.13%

Qureshi et al.
[39]

2019 3D-CNN COBRE 98.09%

Kim et al.
[40]

2016 DNN COBRE 95.4%

Patel et al.
[8]

2016 SAE COBRE 92%

Du et al. [41] 2012 Feature
extraction
method

COBRE 98%

Table 5.3: Related Works on COBRE Dataset

So, according to this table 5.3 we can see that one paper [39] used 3D-CNN to
detect SZ from COBRE dataset. Another one [40] used DNN and the last paper
[41] used feature extraction model where they basically assembled a two-level feature
identification scheme with KPCA and FLD. Moreover, other research works had
done with different models where our model architecture is less complex and the
test accuracy is higher than some works. So it will help to detect SZ patient more
easily. Most of the papers used full dataset whereas we have used a small portion
and got a good accuracy by using some techniques such as used more specific slices
and time stamps of data.
Furthermore, We have studied some papers where authors worked on detecting SZ
and normal people by using both machine learning and deep learning on different
datasets. According to those papers, Kardy et al. [42] constructed VGG16 model
and used MRI slices to detect SZ. Yan et el. [43] suggested a multi-scale RNN model
to classify SZ and normal people. Zeng et al. [44] proposed SAE model to optimized
a multi site rs-fMRI dataset. Qureshi et al. [39] constructed 3D CNN based on ICA
to detect the discriminitive features of SZ. We have compared those papers in table
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5.4. Additionally, compared to these research works we can see that the accuracy of
most of the works are between 83% to 95%. Only a few work’s accuracy is 98.09%.
Among all these works our model architecture’s accuracy is better than most of the
works.

Articles Published
Year

Subjects Models Training
Set/

Testing Set

Accuracy

Our
proposed
model ar-
chitecture

- 74 N, 72
SZ

multi
channel 2D

CNN

4 fold cross
validation

97.13%

Kardy et
al. [42]

2021 500 N
slices, 500
SZ slices

2D-CNN - 94.33%

Jo et al.
[45]

2020 24 N, 48
SZ

SVM, RF,
NB

10 fold
cross

validation

68.6%

Yan et al.
[43]

2019 542 N, 151
SZ

RNN 5 fold cross
validation

83%

Qureshi et
al. [39]

2019 74 N, 72
SZ

3D-CNN 10 fold
cross

validation

98.09%

Bae et al.
[46]

2018 54 N, 21
SZ

SVM 10 fold
cross

validation

92.1%

Zeng et al.
[44]

2018 377 N, 357
SZ

SAE 5 fold cross
validation

85%

Kim et al.
[40]

2016 50 N, 50
SZ

DNN 5 fold cross
validation

95.4%

Table 5.4: Related works on SZ detection

5.4 Result Analysis

Figure 5.4 represents the training and testing accuracy among all 2D CNN models
those we have implemented. From the figure, we can glance that our constructed
model architecture of multi channel 2D CNN gives the best testing accuracy among
all the models. According to our model we got highest 97.53% training accuracy
and 97.13% testing accuracy. Besides, our initial testing models VGG16 and VGG19
gives almost similar testing accuracy which is 76.07% and 73.93% respectively. More-
over, ResNet50 and ResNet101 gives similar accuracy which is 67.95% and 66.67%
respectively. InceptionV3 and ResNet152 model gives lowest testing accuracy out of
all the models. In terms of training accuracy, InceptionV3 model gives the highest
of training accuracy which is 94.54%. And for the other models, training accuracy
is lower than testing accuracy which implies that the number of our input data is
not sufficient enough to train the models accurately which leads to under fitting. So
keep it in our mind we have built a model architecture which has no under fitting
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issues. In this case, we also used only two time stamp of MR images instead of
150 time stamp as our dataset has 150 time stamp. According to our dataset1, our
pre-processed dataset is size of 8 GB where we have used a small part with only
some slices of three axes, axial, coronal and sagittal. Though we have used small
data, our own model architecture gives a high training and testing accuracy. It will
reduce the both time and hardware complexity. So our proposed model architecture
is more machine friendly.

Figure 5.4: Comparison between different 2D CNN models’ accuracy

According to the histogram of 5.5 we can see some differences of four folds. Basically
we have divided our data in four parts and used different unknown test data to see
where we could get better accuracy. As we have used colab notebook for running
the code, we could not use large dataset for GPU limitations. Moreover our dataset
contains functional MR images which has very low resolution. So it is difficult to
detect data properly. Further we have to face some over-fitting issues for using this
small data. So to reduce some over-fitting issues and increasing the test accuracy
we used kfold methods. From this bar chart 5.5 we got highest accuracy from fourth
fold.

1http://cobre.mrn.org/
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Figure 5.5: Comparison between 4 fold M2D CNN models’ accuracy
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Chapter 6

Conclusion

The proposed multichannel 2D CNN model outperforms all the other previously
used built in models because of using sliced images of selective timestamps , taking
into account the 3D information of whole brain contained in fMRI data and changing
the architecture by reducing the number of maxpooling layers. The voxel feature of
3D images is preserved since we have used three 2D multichannel CNN in parallel
and integrated them using fully connected hidden layer. The limitations that we
have faced is overfitting in both validation loss and validation accuracy. This is
beacuse we have taken a small part of the entire dataset due to hardware limitations.
Moreover, by doing this work we came to understand that our dataset?? is not as
much good as it contains images with low resolution which cannot not be figured out
by using pre-processing. So it became difficult to detect SZ from MRI images. As
our dataset1 couldn’t show a clear MR image, initially we have tried to collect data
from hospital. But they denied us the permission for security reasons. Besides, we
faced another limitation which is Hardware limitation. To process this large dataset,
we need high configured GPU. In case of the shortage of GPU, we could not take all
the images of the COBRE dataset to check accuracy of those models we have used.

6.1 Future Plan

By using the six model architectures, we have got moderate accuracy but not sat-
isfactory. So we have tried to solve these problems as given below to get better
accuracy.

• We have built a model architecture using the concept of multichannel 2D CNN
in order to increase the accuracy.

• We had added necessary activation functions, dropout layers.

• We have increased the number of input data such as- we have taken 3 regions’
8 image slices from one region’s 3 slices’ to avoid underfitting.

Some of the planned things given below we have not tried yet which we plan to do
in future. The points below may stable and increase the accuracy of SZ detection.

• We will modify more specified slices of brain MR images to detect SZ precisely.

1http://cobre.mrn.org/
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• We have tried 2D CNN with 2D MR images. In future, we will try 3D CNN
with 3D MR images.

• We will try to use another dataset such as NUSDAST alongside COBRE
dataset as our dataset is kind of blurry and the features are not quite clear.
We will again try to collect clinical data from hospitals.

• We will apply further pre-processing of our data so that we can extract as
much features possible from the images.

• We will try to collect clinical data and make our own dataset.

• We will select images from the COBRE dataset, containing clearer features
and make a different dataset with those specific images and work on that
dataset to get rid of overfitting.

To conclude, we hope that 3D structural or functional MR images will give us higher
accuracy to detect SZ. Moreover, we hope that by implementing these future plans
mentioned above, we can achieve our goal which is to detect sz at an early stage
with greater accuracy and make the process cost effective and hassle-free.
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