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Abstract

One of the world’s most pressing issues right now is the lack of a competent waste
management system, particularly in emerging and underdeveloped countries. Re-
cycling solid waste, which comprises numerous dangerous non-biodegradable sub-
stances like glass, metals, plastics, etc., is the most essential step in reducing waste-
related issues in the environment. Typically, collected waste includes all types of
waste that must be thoroughly sorted to recycle efficiently. Most countries use man-
ual waste sorting techniques, which are efficient. Nevertheless, the waste sorting
process by human being is not safe as there is always a risk of exposing them-
selves to toxic wastes, which could be serious for their health. Our thesis presents
a Deep Learning technique based on computer vision for automatically identifying
waste. To construct the model, we used Convolutional Neural Networks, real-time
object detection systems, such as YOLOv5 and YOLOv7, as well as several trans-
fer learning-based architectures, including VGG16, MobileNet, Inception-Resnet-v2.
The model is trained on numerous images for each type of waste to ensure no overfit-
ting and greater accuracy. The highest accuracy we achieved for our waste detection
model YOLOv5x is 93.7%.

Keywords: TrashNet; Deep Learning; Object Detection; Image Classification;
CNN; VGGI16; Inception-Resnet-v2; MobileNet; YOLOv5; YOLOv7; Neural Net-
work; Image Processing
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The next list describes several symbols & abbreviation that will be later used within
the body of the document

CNN Convolutional Neutral Network
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Chapter 1

Introduction

The volume of trash generated, grows in parallel with the world’s population and
industrialization. Without proper disposal and trash management, these wastes
wind up in landfills and our oceans. The lack of an effective waste management
system is becoming a major concern around the world, particularly in developing
countries [1]. To demonstrate the issue of waste piling in terms of numbers, the
global population creates between 7 to 9 billion tons of garbage every year, among
which 70% is mismanaged and disposed of in landfills, potentially damaging natural
ecosystems [2]. As a consequence, this circumstance is causing numerous health and
environmental issues, as well as a significant depletion of natural resources. Natural
resources are limited all across the world. Therefore, to properly manage wastes we
must recycle.

Plastic, glass, metal, paper, and other waste items have high recycling values. Even
if their intended purpose has been served, these materials can be recycled and reused
several times. 75 percent of waste is believed to be recyclable, yet we barely recycle
only 30 percent of it [3]. Moreover, recycling plastics can assist in reducing the
demand for new plastic products, recycling paper products can help save our forests,
and recycling glass can help to limit the use of new natural materials like sand.
Metals can also be recycled numerous times while preserving the majority of their
properties [4].

However, classifying and sorting the collected waste into multiple waste categories
is one of the most difficult aspects of recycling. The majority of the waste collected
is cluttered with a variety of materials. To recycle, different types of materials
must need to be separated first. It helps to recover useful materials and reduces
the amount of waste transported to landfill. Recycling industries need to classify
and recycle waste materials to regain value from them [5]. Therefore, the need for
intelligence-based technology is increasing constantly in order to classify and sort
waste materials.

The use of intelligent and automated classification and sorting systems offer ad-
vantages over traditional approaches since they can distinguish a huge number of
objects in different waste classes in a short amount of time. Machine learning is a
subfield of AI that is capable of solving this type of classification, prediction, and
decision-making problems. Combining huge volumes of data with advanced learning
algorithms allows machines to learn specialized and complicated tasks [6]. Machine
learning can be highly effective for recycling plants because of its performance and
scalability and can be used to classify various sorts of waste materials to improve



productivity.

In this research, we intend to develop deep-learning models based on computer vision
that can classify and detect various sorts of waste items such as cardboard, glass,
metal, paper, and plastic.

1.1 Waste Management

Waste management [7] refers to the various strategies for controlling and dealing
with trash and garbage. The primary purpose of waste treatment is to manage the
number of worthless products while also avoiding potential environmental and health
concerns. Garbage can be cleaned, decreased, handled, regenerated, transformed,
or monitored. Complimentary rubbish collection is often supported by different
administrations. Waste is dealt with by a variety of techniques, including landfill
compression and burning. Heavy waste is burned to prevent further spread by 85
to 90 percent [7], transforming it into gases, vapor, charcoal, and warmth. It is
encouraged to adopt other methods, such as refining, recycling, and reusing the
material. Biodegradable wastes are permitted to decompose so that they can be
used as fertilizer or manure in farming, with methane into the atmosphere produced
by microbial decomposition gathered and then used to generate energy to heat. For
example, sewage is purified to produce sewage sludge, which may be dealt with
via burning, recycling, or open dumping. Furthermore, waste management seeks
to decrease the negative effects of garbage on public health and the environment.
Municipal solid trash, which is produced by industry, commercial, and domestic
activities, represents a large portion of garbage management.

Classification of waste is very important for recycling. The classification of garbage
refers to how it is divided among various MSW categories. Even though most
garbage generated in metropolitan areas falls into the MSW group, it is determined
primarily by the type of the substance and its management methods. Waste can be
classified into various groups, such as industrial waste, agricultural waste, municipal
solid waste, hazardous waste, and so on.

1.2 Problem Statement

With the assistance of image processing and machine learning models, we would
like to determine the types of recyclable waste that are currently present in the
environment as part of our research. There have been researches conducted on
how waste should be categorized, but in our opinion, the researches have a few
weaknesses. Real-time systems typically only have a limited amount of data to work
with, which can result in a low success rate. The current model for the categorization
of garbage is insufficient because, the majority of the time, it will only classify a
single waste item from an image. We intend to construct our model in such a way
that it will be able to deliver accurate waste detections through the implementation
of real-time object detection algorithms utilizing webcams or cameras that may be
found on mobile phones. For some limitations on videos in a public place, we will
also use the image classification models to predict waste to make a comparison with
the real-time object detection algorithms. This can be achieved by increasing the
number of training images and improving the algorithm’s accuracy. We planned



to have more than 8000 images included in our dataset so that we could improve
our accuracy and more accurately detect recyclable wastes. As previous research
has shown that it is possible to identify a single image at a time most of the time,
Our primary objective is to train the models in such a way so that they are able to
differentiate between different kinds of trash in a single image.

1.3 Research Objectives

The incorrect disposal of trash has become an international issue in recent years.
Improper management of our daily life wastages contributes to global warming and
poor air quality, along with harming our environments and wildlife. Landfills, which
are the waste hierarchy’s ultimate resort, release methane, a very powerful green-
house gas that has a direct effect on our climate [8]. In addition, the garbage is
treated only once it is collected. The transportation process generates co2, the most
prevalent greenhouse gas, and also harmful emissions such as particulate matter, in
the weather. Then there’s the theory of recycling, which not only allows us to lessen
our carbon footprints but also reduces the pressure on raw - materials collecting,
helps to conserve, reduces and limits greenhouse gas emissions, and much more [9].
Recycling minimizes our mining operations, therefore conserving natural resources
including gasoline, coals, petroleum, water, wood, and minerals [10]. The objectives
of this research are:

1. To separate the trash into separate categories, including metal, plastic, card-
board, paper, and glass.

2. To detect multiple types of waste from a single image or real-time video.

3. By identifying the recyclable garbage helps people to reuse it after minor pro-
cessing, therefore keeping the environment clean and reducing the quantity of waste
created.

4. Increase our recycling activities to help keep the environment clean and our nat-
ural resources safe.

5. To create a more efficient and accurate model than the present models

After detecting and classifying the recyclable waste, we can process the wastage
for reuse again in our environment. By recycling wood, glassware, polymers, and
other materials, we may save money and energy while simultaneously decreasing the
environmental impact of their extraction and processing.



Chapter 2

Related Work

A. Vogiatzis et al. proposed a unique picture classification approach that may be
used to differentiate recyclable materials with ease [11]. The usage of a convolutional
neural network has been proposed, which comprises two branches: recycling classifi-
cation and plastic-type classification. Both the TrashNet dataset and the WaDaBa
dataset were utilized throughout the training process of the architecture.

B. W. House et al. proposed a method for the purpose of automatically classify-
ing polycoat containers along with PET (Polyethylene Terephthalate) bottles [12].
This approach does not get influenced by Near-Infrared spectrometry and instead
uses a visible light camera. This research presents a high-speed approach for auto-
matically locating and removing portions of the picture that are likely to include
these items. These sections are united into whole containers, which are then classed
as either polycoat containers or PET bottles. This is accomplished using a linear
support vector machine (SVM) that has been developed on the histogram of pixel
intensities. The proposed method, which makes use of a field-programmable gate
array, was successful in achieving a recognition rate of 93 percent and is capable of
running at high frame rates in real-time.

S. Thokrairak et al. proposed a method of automatic trash classification optimiza-
tion using SSD-Mobile Net, a Convolutional Neural Network, in their research arti-
cle "Valuable Waste Classification Modeling based on SSD-MobileNet” [13]. (CNN).
They worked on plastic, glass, and metal bottles and cans. Their dataset included
952 photos that were trained using a 24,000-step model. They achieved the best
accuracy with a plastic bottle (95 %). Furthermore, this model may be suitable for
usage in an embedded system.

C. Bircanoglu et al. [14] presented a model based on transfer learning that is more
flexible, faster, and produces valid results with reduced accuracy loss. The model is
known as RecycleNet. They started from the beginning with a modest dataset of
1768 pictures of various forms of garbage. Moreover, they also worked on the dataset
from TrashNet which comprises mostly 6 forms of waste. In their study, they an-
alyzed a variety of Deep CNN-based architectures, including Xception, DenseNet,
Inception-ResNetV2, ResNet, and others. They further explored various techniques
for better optimization. During testing, the majority of models which are based
on CNN were producing results with an accuracy of around 75 percent. Whereas



models such as Inception-ResNetV2 produced results that were nearly 90 percent
accurate. DenseNet architecture, which was a layered 121 architecture, was able to
generate up to 95 percent accurate results after plenty of tweaking and calibration.

Shuteng Niu et al. addressed a solution to the enormous dataset required in trash
classification in their study "Transfer Learning-based Data-Efficient Machine Learn-
ing Enabled Classification ” [15]. Using information from pre-existing deep networks
like AlexNet, DensNet, and ResNet, a robust model was constructed with a small
amount of training data using transfer learning (TL) techniques. To generate a more
precise domain distance measurement, they propose a novel domain loss function,
Dual Dynamic Domain Distance. They were the first to employ TL to sort garbage.
The DeepCoral-ResNet50 has a test accuracy of 96%.

The convolutional neural network VGG16 model is utilized in this study paper [16]
as a way to investigate how deep learning may be put to use for environmental pro-
tection, with the specific goal of solving the problem of domestic garbage recognition
and classification. Before pre-processing the images into 224 x 224 pixels RGB im-
ages that the VGG16 network accepted, the OpenCV computer vision library has
been used to recognize and select the indicated entities. For this study, the training
dataset set has 8300 images, whereas the test set includes 2300. Following data im-
provement, a VGG16 convolutional neural system is created using the TensorFlow
framework, with the RELU activation function and a BN layer added to speed up
convergence while preserving the recognition rate. Household garbage can be cat-
egorized as reusable, toxic, culinary waste, or other trash in this study. The trash
classification system that relies on the VGG16 network proposed in this paper has
a 75.6% accuracy rate after real-world assessment. This project’s accuracy has to
be increased when compared to other deep project-based learning that uses image
recognition and classification. By classifying more types of trash in our daily lives,
we may improve accuracy.

Recycling solid waste is an important step toward reducing negative consequences
such as sanitary and health hazards caused by landfill misuse. Recycling, on the
other hand, needs the separation of solid waste, which is both difficult and costly.
In this paper [17] they provide a Deep Learning system that utilizes computer vi-
sion to automatically distinguish the kind of waste and classify it into five primary
categories: cardboard, paper, plastics, metals, and glasses. Their suggested solution
contains an intelligent recycling bin that opens the cover immediately based on the
type of garbage identified. The study’s main focus is on Machine Learning methods
for efficient identification that can be taught. Pre-existing data were used to train at
least 12 Convolutional Neural Network (CNN) versions spanning three classifiers for
this study: SoftMax, SVM, and Sigmoid. Their data shows that VGG19 with the
SoftMax classifier achieves a greater rate of accuracy than the other classifiers, at
roughly 88%. Due to dataset restrictions, they were unable to categorize food waste.

The world economy and climatic equilibrium rely on waste recycling. As a result,
recognizing recyclable garbage is a vital goal for humanity, which Deep Learning
models can help with. They investigated well-known Deep Learning algorithms to
determine the most effective method in this study [18]. The TrashNet dataset was



processed with the Densenet121, DenseNet169, InceptionResnetV2, MobileNet, and
Xception architectures, with Adam and Adadelta serving as neural network opti-
mizers. Adam beat Adadelta in terms of the expected accuracy, according to the
outcomes of this research. In addition, the data augmentation approach was im-
plemented to improve the accuracy of categorization. This was done because the
TrashNet dataset only had a small sample size. The better outcomes were identified
in the DenseNet121 applying fine-tuning with a test accuracy rate of 95% as a result
of the studies. The InceptionResNetV2 model was fine-tuned to produce a similar
rate of success of 94%.

Due to the fast rise of municipal solid trash in recent years, a large part of munic-
ipal solid garbage has been sent outside of the city for incineration and dumping.
This paper [19] presents a deep learning model that is based on the municipal solid
waste categorization and recycling program. This model makes use of a convolution
neural network to develop garbage intelligence at the same time. This was neces-
sary because the traditional method of treating MSW is very slow, and the level of
garbage classification is very low. The method is compared to the traditional BP
neural network methodology. According to the simulation results, the new method
is 30% faster than the previous way. This study also presents a migration learning
strategy for enhancing the efficiency and accuracy of municipal solid waste identifi-
cation in complex situations using the AlexNet convolutional neural network. This
work also has a positive impact on trash picture identification and classification in
a complicated context, demonstrating the algorithm’s viability.

In this research paper [20], they provide a unique way of identifying typical waste
products while they are processed on a moving belt in garbage collecting facilities in
this research as recycling is not an automated operation; enormous volumes of waste
materials must be handled manually and to manage the rising volume of waste ma-
terials at recycling plants, new and unique procedures must be employed. A method
for detecting and classifying waste materials is suggested, which may be employed
in real-world integrated solid waste management systems. This approach is based
on a convolutional neural network trained on a unique dataset of pictures taken on-
site from actual garbage collection belts. The findings of the studies demonstrate
that the suggested system achieves a higher level of accuracy in real-world scenarios
than any of the previously developed algorithms, reaching 92.43%. They have also
suggested that we can accomplish reduced on-site installation cost and complexity
by using pre-trained tiny embedded devices.

J. Kim et al. [21] implemented deep learning with the combination of a redesigned
LeNet model for categorizing various recyclable waste items in a robot. With the
help of an RGB camera, this robot gathers things and applies a Convolutional Neural
Networks (CNN) based model to classify them. They focused their research on only
two forms of waste: cartoon and plastic. During the testing phase, the waste classi-
fication model’s total accuracy was 96 percent.[28] This model, on the other hand,
was not designed to categorize objects in a congested environment. Furthermore,
because the model was only trained to classify cartoons and plastics, it struggles
with a wide range of materials and unfamiliar items, such as organic or glass.



G. Sakr et al. [22] presented a system derived from machine-learning techniques
with the aim to separate and classify several types of trash that can identify waste
types from colored 256 x 256 PNG images of waste. CNN and SVM had been uti-
lized in order to classify waste and it allows the model to distinguish between three
major waste groups: plastic, metal, and paper. They [22] got superior accuracy with
SVM, which was 94.8 percent compared to 83 percent for CNN. Furthermore, SVM
has demonstrated impressive flexibility for a variety of waste materials. Although,
a significant downside of the model is that the training dataset is small.

To enhance the performance and minimize the shortcomings of CNN, a new archi-
tecture based on CNN was developed by K. Sreelakshmi et al. [23], which is called
Capsule neural network also known as CapsuleNet. The CapsuleNet is mainly com-
posed with capsules that imitate how the human brain accumulates pertinent data.
They implemented CapsuleNet for managing solid waste materials, that involves
segregating plastics from non-plastic garbage. They [23] worked on two datasets
collected from the public (Dataset 1) and private (Dataset 2) domains. Overall accu-
racy after Capsule-Net deployment was 96.3 percent and 95.7 percent, respectively,
whereas accuracy after CNN implementation was 95.8 percent and 93.6 percent,
respectively.



Chapter 3

Research Methodology

3.1 Working Process

First of all, in order to keep track of the working procedures and manage them more
effectively, we have built a workflow for the approach we provided. With the help
of our proposed method, we hope to detect various types of trash materials in real-
time. To do this, we have implemented the YOLO architecture, widely recognised
as one of the most effective architectures for object recognition, into our system.
Cardboard, Plastic, Glass, Paper, and Metal are the five types of recyclable garbage
that we are detecting in this research. We will focus on YOLOv5 which is devel-
oped by Ultralytics because it gives the most stable performance. There are several
versions of YOLOvV5 like YOLOv5s, YOLOv5m, YOLOvV5], YOLOvHx etc. We will
use these models to train our dataset and evaluate and compare their performances.
We will also train on recently released YOLO models like YOLOv7 and YOLOvS
to compare the performance with all the models. We are going to train our custom
model with the help of transfer-learning techniques, analyze how well it performs,
and then utilize it to make inferences.

We prepared and annotated our dataset with the help of roboflow platform [1], which
is free for public use. The labelling format for YOLO provides a single text file for
each image’s annotations. Every text document contains bounding boxes for all the
waste in each image. Every annotation information is normalized and ranges from
0 - 1. The training setups are separated into 3 YAML files that are included with
the repository of YOLOv5 from Ultralytics. We will modify these documents based
on the tasks to meet our requirements.

Then, we will train our custom models with the required parameters. The trained
model must be exported in a format that the object detection program can load and
use. After training the model, the performance of the models on test images will be
evaluated. Then, we will be able to draw inferences from images or videos and detect
waste. This model is also capable of making inferences on live images. For this, we
will implement OpenCV in our system. OpenCV helps us take live video footage
from webcams or cameras and feed the footage for inference in order to detect waste.

To detect objects from a video, the video first needs to be divided into individual
frames, which are individually analyzed. Then, each frame is pre-processed to verify
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that it has the necessary format and dimensions for the YOLO model. This may in-
volve shrinking the image, turning it to grayscale, or adjusting the pixel values. The
preprocessed frame is then fed into the YOLO model, which generates an output
tensor comprising the bounding boxes and classification probabilities for each item in
the frame. Post-processing is performed on the output tensor to interpret the antici-
pated bounding boxes and class probabilities. The post-processing step employs the
concept of anchor boxes to enhance the precision of the bounding box predictions.
Non-Maxima Suppression (NMS) is utilized by the algorithm to remove duplicate
detections and accomplish real-time object detection. The final result is displayed
with the detected items surrounded by bounding boxes and the corresponding class
labels with confidence score displayed above each bounding box. The method is
performed for each video frame, resulting in a series of frames in which the objects
are recognized and labelled in real-time.

3.2 Computer Vision

In the domain of artificial intelligence (AI), computer vision is the study and con-
struction of algorithms and models which make it possible for computers to com-
prehend and read images and videos from the real world. It aims to replicate the
abilities of human vision in machines and enable them to perceive, understand, and
interpret visual information. There is a vast array of usage for computer vision,
including-

e Detecting and recognizing objects: detection and localization in still or motion
images.

o Face recognition: identifying individuals in images or videos.
o Image processing: enhancing, restoring, and analyzing images.

o Robotics: enabling robots to navigate and interact with their environment.



e Medical imaging: diagnosing and treating patients with the help of image
analysis.

o Augmented and virtual reality: creating immersive experiences.

e Deep learning methods, such as CNN, are frequently used in computer vision
systems and models because of their ability to simulate the way the human
visual system functions.

3.2.1 Image Classification

Assigning a class or category to a source image according to its visual characteris-
tics is the goal of image classification. This is also a part of computer vision. Feature
extraction, object classification, and image interpretation are just a few of the many
areas where it is brought to use, making it one of the most essential objectives in
computer vision. The traditional approach to image classification is based on hand-
crafted features and a linear classifier, such as SVM (Support Vector Machines),
Random Forest, and other similar algorithms. However, image categorization has
achieved a major leap in precision and speed with the introduction of deep learning.

There are several popular architectures for image classification, such as VGG, ResNet,
and Inception, that have been developed over the years and have been used for differ-
ent image classification tasks. Pre-trained models of these architectures are available
and can be fine-tuned on new datasets to improve performance.

Overall, image classification is a well-studied task in computer vision, and deep
learning has greatly improved the performance of image classification models. With
the increasing availability of large annotated datasets and powerful computational
resources, image classification models are becoming more accurate and widely used
in various applications.

3.2.2 Object Detection

In the domain of computer vision, object detection refers to a technique used to iden-
tify and localize particular types of content inside an image, whether that content
is stationary or dynamic. It’s a core of computer vision and finds widespread use
in things like autonomous vehicles, security devices, and visual analytics. Although
there are many varieties in object detection methodologies, they can be roughly
divided into two classes:

o Two-stage algorithms: These algorithms first generate a set of region proposals
and then classify the objects within these regions. Examples of two-stage
algorithms include R-CNN and Faster R-CNN.

o Single-stage algorithms: In a single step, these algorithms anticipate object
positions and corresponding labels. You Only Look Once (YOLO) and Single
Shot MultiBox Detector (SSD) are two instances of single-step algorithms.

One of the most popular and widely used approaches for object detection is the im-
plementation of deep learning algorithms, in particular CNNs and R-CNNs (Region-
based CNNs). These models are able to learn rich feature representations from large
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amounts of annotated data, and they have been shown to be highly effective in a
wide range of object detection tasks. Improved performance and faster speeds in ob-
ject recognition have recently received much attention for the introduction of new
architectures including RetinaNet, FPN, and EfficientDet. Overall, object detec-
tion is a challenging task, but there has been remarkable development in the last
few years. thanks to the development of powerful deep-learning techniques. New
advancements in the field will continue to improve the accuracy, speed, and robust-
ness of object detection models, making them useful for a wide range of practical
applications.

3.3 The Architectures

In this research, we will utilize several deep neural network-based architectures. For
example, for detecting waste from videos in real time, we utilized YOLO archi-
tecture. We have trained our dataset on four versions of YOLOvH and YOLOvT.
There may be situations where video features might not be available. In that case,
YOLO models would also be able to identify waste from images. And to compare
how well YOLO models perform to identify waste from images, we have used sev-
eral state-of-the-art image classification algorithms like VGG16, InceptionResNet V2,
and MobileNet.

3.3.1 Convolutional Neural Network (CNN)

When it comes to neural networks, CNN is by far the most well-known and widely-
applied architecture. CNN’s main benefit over its predecessors is that it can recog-
nize these crucial features automatically, with no human involvement [24]. CNNs
architecture is similar to classic neural networks and was inspired by the neuron
synapses present in human brains. So CNN is a network that contains multiple
convolutional layers and few other important layers. Multiple filters are applied to
the input in the convolutional layer, where the convolutional operation takes place.
Fully connected layers and CNN differ in a variety of ways that make this algorithm
more effective. A fully connected neural network’s complexity can be reduced via
CNN in two different ways: by decreasing the amount of interconnections, using
shared weights for the edges and the max pooling layers between the convolutional
layers further decrease the complexity. In a CNN model, each input layer x is struc-
tured with height, weight and depth, these three dimensions. We can represent
these as w x h x d. Grayscale images have a depth of 1, whereas RGB images have
a depth of 3. As a result, this depth also represents the quantity of image channels.
Each convolutional layer includes a set of filters, k, that are present. Much like input
image, all filters also consist of three dimensions. The depth can be lower or equal to
the input image, while the height and weight must be less than the input image. In
the convolution layer, we produce feature maps by doing dot multiplication between
the input layer and the filters. The quantity of filters used equals the number of
generated feature maps. The output dimension of conv layer can be calculated using
the given formula: For input dimension W1 x H1 x D1, the output dimension will
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Wy — F'+ 2P
W2:(( ! 5 ))+1 (3.1)
Hy— F+2P
HQ:(( ! S ))+1 (3.2)
Dy =k (3.3)

Now, in Eq. (3.1), F represents spatial extents, P denotes the zero-padding, and S
indicates the stride. In Eq. (3.3), k represents the count of filters. After getting
output from a conv layer, it goes as input in a max pooling layer where the dimen-
sions get further reduced to half. So the output dimension of max pooling layer is
(W3 x H3 x D3):

Wy = % (3.4)
H.

Hy = 72 (3.5)

D3 = D2 (36)

After repeating these convolutional layers and max pool layers a few times, we flatten
the inputs and finally feed these to a fully connected network for the final output.

3.3.2 YOLO Architecture

YOLO or You Only Look Once is an architecture that can detect objects in real-time,
was developed in 2015 by Joseph Redmon and Ali Farhadi [25]. The defining aspect
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for YOLO is its ability to process an entire image in one forward pass within the
network, making it much quicker than other object detection architectures such as
Faster RCNN and RetinaNet. The key factor behind its popularity is that it utilizes
one of the finest neural network architectures to provide high precision, accuracy
and high information processing. The YOLO algorithm aims to identify the type of
object present in an input image and determine its bounding box [26]. It uses four
parameters to identify each box’s boundaries: Box dimensions (height and width)
and center (X, Y) coordinates. Now, how does the YOLO works? Let’s see an
example. The image contains two bounding boxes, one for each of the plastic and
metal in the picture. A grid is created to organize the image as the initial step in
YOLO’s process. We have shown an example in Figure 3.3 using a 3x3 grid:

Figure 3.3: Grided Input Image

With a grid in place, we can now identify multiple objects in a single grid cell, rather
than just one in each image. As an alternative to using labels, we may encode a
vector which acts as a description for each grid cell. For example, we say that the
bottom-left cell (which contains nothing) is:

Cell?),l = (Pca Ba:7 By: Bh7 BUM Cl; 027 037 047 05) (37)
=(0,7,7,7,2,2,7,2,7.7)

Here, in Eq. (3.7), the object class probability is denoted by P., the x and y
coordinates of the bounding box’s center are represented by (B,, B, ), the bounding
box’s width and height are represented by (B, By), and the values of (Cy, Cs,.) are
either 0 or 1 depending on whether the bounding box represents a plastic or a metal
or other waste classes. Here, in Cells;, P. = 0 because there is no waste in that
cell. As P, =0, other values are not taken into consideration. Now if we check the
top-left cell, which contains metal, the vector we will get is:

Celly; = (1,0.6,0.3,0.5,0.2,0,1,0,0,0)

Using this method, the image can be described by nine vectors of size 10, or a 3x3x10
tensor, if one vector is defined for each grid cell. Therefore, within the dataset, ev-
ery image is tagged with a single 3x3x10 tensor. We will be able to train the CNN
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utilizing this set of data and construct a training, valid, and test set.

The YOLO neural network architecture is divided into three parts- Backbone, Neck,
and Head. The backbone consists of several convolutional layers which extract the
features from the input image. The extracted feature map is then passed on to the
Neck part which also consists of some conv layers. This part creates feature pyramid
from the feature maps. Finally, it is passed on to the Head or Dense prediction part
where the main prediction occurs. It renders the finished output, which includes
bounding boxes, confidence scores, and classes, by applying anchor boxes to feature
maps. This whole process of prediction is done in a single pass through the network.

Tnput Backbone | Neek ! Densc Prediction

:
:
&

Figure 3.5: YOLO Architecture [27]

YOLOv5

YOLOV5 is the 5th version of YOLO, which is also a real-time object detection
model developed by the team at Ultralytics. It is a single convolutional neural
network that can perform object detection on images and videos. YOLOV5 is an
improvement over previous versions of YOLO, with a focus on speed and efficiency
while maintaining high accuracy.

For the purpose of determining bounding boxes as well as class labels for objects
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present in an image, YOLOvV) utilizes one convolutional neural network. The model
utilizes anchor boxes to increase object detection performance and was trained on
MS COCO, a big dataset of annotated images with 80 classes and over 328,000
images of humans and daily objects.

The key difference between this version and the previous one is the usage of CSP-
DarkNet53 as the backbone. Darknet-53 served as the foundation for YOLOv3.
CSPNet (Cross-Stage Partial Network) has been added on top of that. By short-
ening the information flow, CSPNet assists in resolving the "Redundant Gradient”
issue brought on by Residual and Dense blocks. The neck of YOLOvH saw two
significant modifications. First of all, a version of SPP (Spatial Pyramid Pooling)
more accurately SPPF has been employed to increase the inference speed, and by
adding the BottleNeckCSP, PaNet (Path Aggregation Network) was transformed.
In order to provide a consistent output length, the SPP block aggregates the data
it gets from the inputs. To aid in the mask prediction problem, PANet is a feature
pyramid structure that enables efficient data flow and localization of pixels. Then,
the head consists of three conv layers which finally detect the object, class, and
bounding box. The activation function SiLLU was used in the hidden layers to help
the convolution tasks and in the output layer, the Sigmoid function was utilized.

It can also detect multiple objects in a single image and can run on a variety of plat-
forms, including smartphones and edge devices. In terms of performance, YOLOvH
has a high frame rate and can process up to 60 frames per second on a single GPU.
It also has a relatively small model size, making it suitable for devices with limited
memory and computational resources.

YOLOv7

YOLOVT is a real-time object detection algorithm developed by Alexey Bochkovskiy
in 2021. It is an improved version of the YOLO (You Only Look Once) algorithm,
which is known for its speed and accuracy. There four major changes introduced
in YOLOv7. The first architectural reformed that has been introduced is E-ELAN
(Extended Efficient Aggregation Network) as the backbone of YOLOv7. Feature
map learned from this type of network architecture is more efficient. Then the next
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Figure 3.7: E-ELAN (Extended Efficient Aggregation Network)

architecture reformed is compound model scaling. The goal of model scaling is to
adjust the attribute in order to generate models of various scales. For the training set
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Figure 3.8: Compound model scaling in YOLOv7 [28]

bag of freebies has been introduced. Re-parameterization, a method for enhancing
the model post-training, has been introduced. It extends the overall training period
but accelerates inference. We know that YOLO architecture has a head part that
predicts the object and gives the final output. However, YOLOv7 has two heads
instead of one. The head which generates the final output is the Lead head and The
auxiliary head helps the model while training in the hidden layers. YOLOv7 also
uses a new loss function called CloU (complete intersection over union) loss, which
improves the accuracy of bounding box prediction. Additionally, YOLOvVT7 uses a
technique called ”cross mini-batch normalization”, which helps to reduce overfitting.

Predicting bounding boxes and class probabilities for objects found within an im-
age is accomplished by YOLOv7 through the use of a single convolutional neural
network. The algorithm’s ability to handle small objects and its overall accuracy
are both improved as a result of these changes. In addition, YOLOvV7 makes use
of something called anchor boxes. These are pre-defined bounding boxes that are
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employed in order to improve the prediction of objects of varying sizes and shapes.

3.3.3 VGG16

VGG16 is a neural network made up of 16 layers that is based on CNN and widely
used because of its uniformity. The Imagenet dataset, that comprises 14 million
photos, was used to train this model. Each of the configurations takes as input a
224px x 224px photo with three color channels called RGB [29]. The only thing that
is performed before the image is utilized is to normalize the RGB values assigned to
each pixel. The image first goes through the initial set of two conv layers. After this
the ReLLU activation is done. This first bundle of conv layers consists of 64 filters
each. For the convolution operation, the stride and padding are both set to 1 pixel.
With this setup, the spatial resolution is maintained, as well as the shape of such
activation maps from output is identical to the shape of the input data. The map
then moves to the layer with the most pooling, with the stride amount of 2 pixels.
So the map size becomes half of the previous size. After that, the information passes
through another set of 2 conv layers and a max pool layer, which is similar to the
first set. However this time, there are 128 filters, which is twice as many as before.
The data then goes through 3 bundles of conv layers. There are 3 conv layers and
one max pool layer in each of the bundles. For each bundle, the filter was doubled
then the one before it. Finally, the final output from these bundles is 7 x 7 x 512.
After all of the convolutional and max pooling layers, the output is flattened and
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Figure 3.9: Information flow through VGG16

sent through three fully connected layers. Each of the initial two fully linked layers
contains 4069 neurons. The final fully connected layer, with 1000 neurons, is the
output layer. Following the output layer is the SoftMax activation layer, that is
used for categorical classification.

3.3.4 InceptionResNetv2

Inception-ResNet-v2 is a CNN architecture which was introduced by Google re-
searchers in 2016. This was learned using the 14 million images and 1000 classes
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available in Imagenet. The network architecture consists of 164 layers. Inception-
ResNet-v2 combines the Inception architecture with the residual connections intro-
duced in the ResNet architecture. Using the residual units allows for more Inception
blocks and hence more depth inside the network. Most of the difficulties with really
deep networks occur during training, and this is where residual connections come in
[30]. Whenever a significant amount of filters are applied in the network, the residual
is downscaled as a convenient method of addressing the training issue. Whenever
the amount of filters is greater than 1,000, disturbances occur in the residual varia-
tions, and it becomes impossible to train the network. As a result, network training
is more stable when the residual is scaled. Figure 3.10 shows a compressed view of
the schematic diagram of InceptionResNetv2
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Figure 3.10: Schematic diagram of InceptionResNetV2 model [31]

The Inception architecture is known for its use of "Inception modules,” which are
sub-networks that are used to extract features from an input image at different
scales. These modules use a combination of convolutional, pooling and other layers
to extract features that are then concatenated and passed to the next layer. The
Inception-ResNet-v2 architecture uses these modules for feature extraction from
a source image and uses residual connections to combine these features with the
output from previous layers. Inception-ResNet-v2 also uses batch normalization,
which is a technique that helps to reduce the internal covariate shift and accelerate
the training of deep neural networks. Additionally, factorized convolutions are used,
which minimize the model’s computation and parameter count.

3.3.5 MobileNet

MobileNet is a deep CNN-based architecture developed for efficient on-device image
classification. It is specifically built to run well on mobile and embedded devices,
such as smartphones and small embedded computers. MobileNet consists of 27
convolutional layers. Among them 13 layers are 3 x 3 Depthwise convolution layers,
13 layers are 1 x 1 convolution, and one 3 x 3 convolution layer. There are also one
average pool layer, one fully connected layer, and one Softmax layer for classification.

18



It takes a 224 x 224px image as input. The input layer takes in the image and scales
it down to reduce computational costs. The first layer is a depth-wise separable
convolution layer that performs a spatial convolution on all the channels of the
source image distinctively.
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Figure 3.11: MobileNet Architecture [32]

The following layers are a series of depth-wise separable convolution layers, further
reducing the number of parameters and computation. The convolution layers are
used to increase the number of filters. The final layers of the architecture consist of
fully connected layers, which are used for image classification.

MobileNet is a lightweight model, and it can be used for object detection and seman-
tic segmentation as well as image classification tasks. The architecture is designed
to be computationally efficient, making it well-suited for deployment on mobile and
embedded devices.
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Chapter 4

The Dataset

4.1 Dataset collection

After conducting some research, we came to the realization that will collect our
waste data from different sources. At first, we used the waste pictures from the
trashnet dataset. There were a total of 2527 images, which included pieces of paper,
cardboard, glass, and metal, along with garbage. We did not make use of each and
every image that was included in this dataset. We decided to take those pictures
only that we felt would be useful to us. We added images from the Kaggle website
that were related to garbage. We used certain images from the TACO dataset in our
attempt to identify multiple types of garbage from a single image. Lastly, we took
almost 300 waste images from our home and made a dataset with all these images.

Finally, our dataset contains 8373 images of waste. Plastic, cardboard, glass, paper,
and metal are the five different types of waste.

4.2 Source

For our research, we primarily utilized the TrashNet dataset [33]. We have also used
the Kaggle Waste Classification [34] dataset. For multiple types of waste from a sin-
gle picture we used some pictures from the TACO [35] dataset. Additional real-time
data from other sources including our household garbages were also incorporated.

4.3 Data Classification

For real-time object detection, we annotated 8373 images on the roboflow website.
Then we generated the train, test, and validation set. The train set contains 5860
images, the valid set contains 1673 images, and the test set contains 840 images.
70% of the images are in the train set, 20% of the images are in the validation set
and 10% of the images are in the test set. There are many images where there
are multiple types of waste. From table 4.1, we can observe the train, test, and
validation set according to all the classes. For the image classifier algorithms we
used 8250 images where each class has 1650 images. We didn’t use those image here
where there are multiple types of waste in a single picture. For training, each class
has 1320 images and for testing, each class has 330 images.
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Class Train | Validation | Test
Cardboard | 1117 | 317 157
Glass 1184 | 290 113
Metal 1135 | 371 220
Paper 1215 | 344 172
Plastic 1274 | 365 191
Total 5860 | 1673 840

Table 4.1: Classification of our Dataset
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Figure 4.1: Sample Data
In the figure 4.1, the first three row images represent images of plastic, paper and

metal. The bottom three row images represent the images of glass, cardboard, and
trash.

4.5 Data Preprocessing

In order to make it easier for the computer to analyze and train the model effectively,
dataset preprocessing is an important stage in the data analysis process. It involves
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transforming the original data from the actual dataset into different forms and types
in accordance with the needs of the model. Our dataset contains images of different
categories of waste. The majority of cases, there is no consistent size and design for
the image. We are aware that computers can only read Os and 1s and prefer to read
nicely structured information. Therefore, before analyzing the data, non- numeric
data like images needs to be prepared and cleaned. Data preprocessing for YOLO
object detection models typically involves several steps like annotating the images
in the dataset with bounding boxes around the objects of interest, converting the
annotations into a format that the YOLO model can use, such as a .txt file or a
xml file, resizing and augmenting the images and finally splitting the dataset into
a training set, a validation set, and a test set.

Figure 4.2: Data Preprocessing Flowchart

4.5.1 Annotation

Annotation is the technique of labelling the objects of interest inside an image or
video In order to train an object detection model like YOLO. Bounding boxes are
created around the objects of relevance as part of the annotation process, and each
bounding box is given a label or class. For object detection models, annotation is
an essential step since it gives the model the data it needs to figure out how to
recognize and locate objects in a picture. The bounding boxes around the objects
provide the model with the coordinates for where those objects are in the image.
The model wouldn’t be able to effectively detect and locate items inside an image
without this information. Additionally, the model may learn to detect a wide range
of objects in various contexts and scenarios by being given a vast and varied set of
annotated images. One annotation text file per image is provided by the majority
of annotation platforms when exporting in the YOLO labelling format. Every text
document contains bounding boxes for all the waste in each image. Every annotation
information is normalized and ranges from 0 - 1. We used the Roboflow platform
to perform annotation on the images. All of the images were annotated with bound
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Figure 4.3: Annotated Images

boxes enclosing any waste that was visible. After annotating all the images, we can
now move to resize and augment the images and finally create the dataset.

4.5.2 Resizing Images

The majority of the images in our raw dataset have irregular sizes. We need to
resize the images in order to efficiently and effectively train the models. The sizes of
each image should be uniform. In our circumstances, we fixed the image resizing to
a 1:1 aspect ratio. When preparing an image for object detection using YOLO, it’s
essential to ensure that the image is resized to the correct size for the model. The
size that the image needs to be resized to will depend on the specific architecture
of the YOLO model being used. Generally, YOLO models expect the input image
to be a square image with a specific width and height. The input image size should
be a multiple of the number of grid cells used by the model. For our case, we used
the image size of 416px x 416px. After annotating the images, we resized all the
images to 416px x 416px size.

Original Resized

Figure 4.4: Resized Images
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4.5.3 Augmentation

Image augmentation produces training images artificially by using multiple process-
ing techniques or a mixture of several processing techniques, like random rotation,
shear, shifts, flips, and so on [36]. This process is the transformed version of the
previous images of the training set. Data overfitting can be eliminated with the aid
of image augmentation. It improves the model prediction precision and data model
generalization ability [37]. We set the rotation range 40, shear range 0.2, brightness
0 - 25 percent and exposure -25 - +25 percent. We set the value True for horizontal
flip as it will help to flip both rows and columns horizontally.

Figure 4.5: Augmented Images

4.5.4 Splitting

To evaluate how well our image dataset works for our machine-learning model, we
divided the image dataset into the train, valid and test sets. The train set will be
used to train our desired model valid set will be used to validate the model while
training and the test set will be used for giving an accurate prediction. We split our
images into 70:20:10 ratios for training, validation and testing. The image we used
for our training set is not used again for the testing set. Test images are absolutely
new images for the model and help to evaluate the model. In this way, we split our
image dataset.
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Chapter 5

Result & Analysis

5.1 Experimental setup

We have done our experiments with the help of google colab. Here are the hardware
configurations.

CPU Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz
GPU GeForce GTX 1650 Super
Storage 256 GB SSD
RAM 16.0 GB

Table 5.1: Hardware Configurations

5.2 Evaluation of Models

In this section, we are going to discuss how the performance of our trained model
has developed over time. When testing our YOLO models for usage in real-time
object recognition, we focused on confusion metrics, mAP, recall, and precision. For
comparison, we also used other popular image classifiers such as VGG16, Incep-
tionResNetV2, and MobileNet and evaluated their performance through accuracy,
precision, and recall.

5.2.1 Confusion metrics

A confusion matrix is a chart that shows which classifications were accurate and
which were wrong. There are four parameters in a confusion matrix.

TP (True Positives) - These accurately predicted positive values imply that both the
actual class value as well as the expected class value are true.

TN(True Negatives) - These accurately predicted negative values imply that both
the actual class value as well as the expected class value are false.

FP (False Positives) - These imply the value of the actual class is False but the value
predicted class is True.

FN (False Negatives) - These imply the value of the actual class is True but the
value predicted class is False.
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Figure 5.1: Confusion metrics of YOLOvHx Model

In Figure 5.1, we can observe the True Positive value of Cardboard, Glass, Metal,
Paper, and Plastic is 0.86, 0.92, 0.92, 0.95, and 0.85 respectively.

5.2.2 mAP

The full form of mAP is mean average precision. It is used to figure out how
well object detection models work. The mAP will then compare the ground-truth
bounding box to the box that was found, and it will give a score based on that
comparison. When the score is higher, it means that the model is able to find things
more accurately.
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Figure 5.2: mAP_ 0.5 Accuracy of YOLOv5x Model

In Figure 5.2, we managed to get the accuracy up to nearly 94% in the YOLOv5x
model. This model is successful 93.7% time in detecting the bounding box with the
different types of waste in 100 epochs.

We have also reached the mAP_0.5:0.95 threshold with 70.5% accuracy. The accu-
racy graph of mAP_0.5:0.95 is illustrated in Figure 5.3.
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Figure 5.3: mAP_0.5:0.95 Accuracy of YOLOv5x Model

5.2.3 Precision

Precision is the ratio of accurately anticipated positive findings to the sum of all
predicted positive findings. This demonstrates the capability of classification to
identify positive values.

TP
PTGCiS’iOﬂ = TP_|_—FP (51)

In Figure 5.4, we observed that the YOLOv5x model has achieved 92.3% precision
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Figure 5.4: Precision of YOLOv5x model

in terms of detecting waste.

5.2.4 Recall

The recall is computed by dividing the fraction of true positives by the total number
of true positives. The recall is an evaluation of how effectively the model can identify
positive samples. The greater the recall, the greater the number of positive samples
discovered.

TP
RGC(J/” = TP-}-—FN (52)
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Figure 5.5: Recall of YOLOv5x model

In Figure 5.5, In our recyclable waste detection process YOLOv5x model has achieved
90.3% accuracy in finding the true positive samples.

5.2.5 Overall performance of the YOLO models

Our dataset was trained using the four different variations of the YOLOv5 model,
which are most commonly referred to as YOLOv5s, YOLOvbm, YOLOv5], and
YOLOvbx. We also used YOLOv7 to train our dataset.

We trained all the YOLOvV) variations with 100 epochs and the YOLOvV7 model with
150 epochs. We also track how long it takes to train each variation of the YOLOv5H
model and the YOLOv7 model. Our training YOLOv5s model took 1.341 hours.
The other three variations - YOLOv5m, YOLOv5], and YOLOv5x took 2.21 hours,
3.46 hours, and 6.23 hours respectively. The YOLOv7 model took 4.889 hours to
complete 150 epochs. In contrast to the other versions of YOLOv5, the YOLOvT
model did not perform very well with our dataset.

Now we will observe the accuracy, precision, and recall of all the variants of the
YOLOvV5 model along with the YOLOvVT7 model.

Types of YOLOv5s | YOLOvSm | YOLOv5l | YOLOvSx | YOLOv7
waste (mAP_0.5) | (mAP_0.5) | (mAP_0.5) | (mAP_0.5) | (mAP_0.5)
Cardboard 90.7% | 91.4% 92% | 92.6% 80.6%
Glass 95.4% | 96% 95.5% | 95.4% 85.6%
Paper 95.5% | 96.5% 97.4% | 96.9% 84%
Metal 95.6% | 95.8% 95.6% | 96.3% 89.9%
Plastic 87.1% | 88.2% 87.6% | 87.6% 74.9%
All 92.8% | 93.6% 93.6% | 93.7% 83%

Table 5.2: Comparison of the mAP 0.5 of the YOLO models

In the table 5.2, it is observed that the YOLOv5x variant of YOLOv5 model produces
the highest mAP_0.5. All the other variants of YOLOv5 perform almost similarly
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Figure 5.6: The mAP_ 0.5 graph of all the YOLO models.

but the YOLOv7 model obtained less mAP__ 0.5 among all the YOLO models here.
In figure 5.6, we can see the mAP__0.5 graph of all the YOLO models.

Types of YOLOv5s | YOLOvbm | YOLOv5! | YOLOvHx | YOLOvVT

waste (precision) | (precision) | (precision) | (precision) | (precision)
Cardboard 92.4% | 90.5% 94% | 92.1% 81.2%
Glass 96.7% | 95.6% 96.8% | 94.6% 70.7%
Paper 89.3% | 89.9% 92.4% | 93.9% 72.3%
Metal 93.9% | 93.3% 94.8% | 94.5% 86.7%
Plastic 84.1% | 86% 88.2% | 86.5% 79.1%
All 91.3% | 91.1% 93.2% | 92.3% 78%

Table 5.3: Comparison of the precision of the YOLO models

YOLOvSI

YOLOv5x YOLOv7

Figure 5.7: The precision graphs of all the YOLO models

In the table 5.3 it is observed that although the YOLOv5x model obtained the
highest mAP_ 0.5 in terms of precision YOLOV5I obtained the highest precision.
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The YOLOv5] model’s 93.2% predictions were correct. All the other variants of the
YOLOv5 model perform almost similarly and again YOLOv7 model performs less
than all the other models. in figure 5.7, we can observe all the graphs of precision
for all the YOLO models.

Types of YOLOv5s | YOLOvbm | YOLOvSI | YOLOvS5x | YOLOvT
waste (recall) (recall) (recall) (recall) (recall)
Cardboard 81% | 85.5% 85.7% | 84.7% 70%
Glass 90.7% | 91.4% 92.8% | 92.6% 84.9%
Paper 92.1% | 93.6% 93.9% | 94.1% 84.2%
Metal 93.9% | 93.3% 94.8% | 94.5% 86.7%
Plastic 84.4% | 84.7% 86.2% | 84.7% 63.4%
All 89.6% | 90.1% 90.5% | 90.3% 77.5%

Table 5.4: Comparison of the recall of the YOLO models
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Figure 5.8: The recall graphs of all the YOLO models

In table 5.4, we can see that again the YOLOv5I obtained the highest recall which is
90.5%. The YOLOv5] model was successful 90.5% time in finding the true positive
samples. In figure 5.8, we can observe all the graphs of recall for all the YOLO

models.

5.2.6 Predicted wastes after training

After training here, we can observe our detected wastes from the images below. In
figure 5.9, it can be observed that multiple types of waste are detected. In the
first picture, one plastic and one metal are detected and in the second picture, two
metals and one plastic are detected. These wastes are detected after the training of
the YOLOvV7 model. In figure 5.10, paper and plastic are detected from the video
with the help of our webcam. In figure 5.11, we can see different types of wastes are
detected after training the YOLOv5x model.
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Figure 5.11: Predicted wastes after training YOLOv5x model
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5.2.7 Image classification architecture Evaluations

In the YOLO models, we also used videos for prediction along with the images from
the test set. There might be some places where the video is not allowed. There we
can only detect wastes from images. This can also be done by the image classifier
algorithms also. Object identification and image classification are two tasks in com-
puter vision that are closely related to one another.

For comparison with the YOLO models, we have used popular image classifier al-
gorithms such as VGG16, MobileNet, and Inception-ResNet-v2 on our dataset.

5.2.8 Image classifier algorithms Result analysis

We evaluated the models for performance measurement after completing the data
pre-processing In the preliminary stage. For all these algorithms, we performed our
training with 80% data and the rest of the data is used for the test set. When
compared to the VGG16 and the Inception-ResNet-v2 architecture, we discovered
that the MobileNet architecture attained the highest level of accuracy.

MbobileNet architecture Performance

In order to train the MobileNet architecture, we operated for a total of fifty epochs
with the dataset containing 8250 waste images.

After training the MobileNet architecture for 30 iterations, the highest accuracy we
were able to achieve of 93%. The accuracy was 82% in the first epoch, and it ended
at 91% in the 30th epoch. In figure 5.12, we can see the train and test accuracy of
the MobileNet algorithm.
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Figure 5.12: Train and Test the accuracy of the MobileNet algorithm

Performance analysis of the Inception-ResNet-v2 architecture

We also trained the model with the same dataset containing 8250 images. The
accuracy of the test was 82% during the first epoch. The model’s highest level
of accuracy was determined to be 92.25%. Although the accuracy is not so bad in
figure 5.13 we can observe that the accuracy is not stable like the YOLO algorithms.
The train and test accuracy can be observed from the figure 5.13.
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Figure 5.13: Train and test the accuracy of the Inception-ResNet-v2 algorithm.

Performance analysis of the VG(G16 architecture

At first, we ran 10 epochs on VGG16 architecture but the accuracy result was not
very good that’s why decided to run 50 epochs on VGG16 The accuracy result was
less than from the other two models. We achieved the highest accuracy of 88.12%
in 50 epochs. The train and test accuracy curve is illustrated in figure 5.14.
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Figure 5.14: Train and Test the accuracy of the VGG16 algorithm.

5.2.9 Overall Performance analysis of all the models

We discussed the real-time object detection algorithms and the popular image clas-
sification algorithms so far. Now we will evaluate the overall performance based on
accuracy, precision, and recall.

If we look at table 5.5, we can see that all the versions of the YOLOv5 model are per-
forming quite well in terms of accuracy, precision, and recall. The YOLOv5x model
came out on top as having the most accuracy out of all the models. So far, this is
the most successful model that we’ve created. The YOLOvT7 model couldn’t perform
well like the other YOLO models. The YOLOvVT is very advanced architecture. We
think our dataset doesn’t suit this model. If we could have provided more high-
quality waste images we believe the YOLOv7 model also could have performed well.
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Models Accuracy | Precision | Recall
YOLOv5s 92.8% | 91.3% 88.4%
YOLOv5m 93.6% | 91.1% 90.1%
YOLOv5I 93.6% | 93.2% 90.5%
YOLOv5x 93.7% | 92.3% 90.3%
YOLOv7 83% | 8% 77.5%
Inception-ResNet-v2 92.25% | 91.4% 91%
MobileNet 93% | 91% 90.6%
VGG16 88.12% | 88.4% 87%

Table 5.5: Comparison of the performance of all models

The image classifier algorithms also perform pretty well, with Inception-ResNet-v2
and MobileNet doing somewhat better than the VGG16 model which is another
image classifier algorithm we have used.
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Chapter 6

Conclusion and Future Work

6.1 Future Scope

In the future, we will make an effort to include a greater number of images in our
dataset. We will try to add high-quality images for better performance. In this
research, we observed that plastics and cardboard performed less than the other
types of waste. If we add more varieties of cardboard and plastic we hope to get e
better accuracy in overall results. We have noticed that the color of the background
can cause it to be misinterpreted as being cardboard sometimes. We will work on
it for the perfect separation of the waste from the background. We can increase the
dataset’s diversity by including photographs from various environments, lighting
situations, and camera angles. This would help to increase the model’s stability and
make it more applicable to real-world settings. In the future, this model can also be
integrated into the robotic industry related to recycling for plants.

6.2 Conclusion

To summarize, recycling is an essential component of waste management since it
contributes to the preservation of natural resources, the reduction of pollution, and
the preservation of energy. It is necessary for individuals as well as communities
to recycle and sort their waste in an appropriate manner. This will ensure that
the waste is processed appropriately and provides the greatest possible benefit. In
this research, we tried our best to detect recyclable waste. This work can be fur-
ther extended by fine-tuning the model with more data, testing it in more complex
scenarios, and exploring different architectures.
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