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Abstract

Natural Language Processing (NLP) is a subset of Machine Learning which resides
at the intersection of Linguistics and Computer Science. It deals with the capability
of computers to learn and work with human languages. With the emergence of social
media platforms, modern-day communication is being digitalized more than ever.
To keep up with this rapid flow of development, the advancement of automated
text processing and artificial language interpretation has become necessary. These
concerns have given birth to a domain called Sentiment Analysis where blocks of
text are processed to extract prominent sentiments that are prevalent within them.
These sentiments can be happiness, sadness, anger, disgust, etc. Over the past few
years, similar studies have garnered the attention of a vast number of computer
scientists and linguists but as the study progresses and expands in the form of lan-
guages, concentrations, and contexts more and more challenges have started to show
up. One of these challenges is the interpretation of figurative language. Figurative
language refers to the structure of speech where the actual meaning defers from
the literal meaning. The best example of this is Sarcasm which is a sort of figu-
rative language used with an intention of mockery or humor. Detecting sarcasm
is considered to be one of the most challenging tasks in the domain of NLP due
to the figurative structure and creative nature of sarcastic texts and the lack of
relevant data on the internet. Determining sarcasm can often be difficult for even
human beings as one has to have a strong understanding of the context to detect
sarcasm. However, many studies have achieved respectable results by following the
context unaware unimodal methods using classical Machine Learning, Deep and Hy-
brid Neural Networks. Motivated by such research, the objective of this paper is to
take a step toward detecting sarcasm in the Bengali Language domain using Sup-
port Vector Machine (SVM), Cogniinsight(Word2Vec), and Bidirectional Encoder
Representations from Transformers (BERT) on a novel dataset. To the best of my
knowledge, this will be the first-ever initiative taken toward detecting sarcasm in
Bengali Language using BERT.

Keywords: Natural Language Processing; Sentiment Analysis; Machine Learning
; Support Vector Machines; Word2vec; BERT
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Chapter 1

Introduction

This chapter addresses the motives behind this research and elaborates on the im-
portance of analytical exploration in this field. The background section discusses
the current state of sentiment analysis and figurative language detection and its
importance, the problem statement addresses the issue that this research aims to
solve and the research objective section outlines the core targets that this research
is conducted around.

1.1 Background

Sentiment analysis is one of the most important applications of Natural Language
Processing which mainly focuses on detecting the emotions that are underlying
within a block of text by analyzing the words that make up the sentence and their
correlation to each other. Here each sentence is analyzed to generate a local con-
text and these contexts are further concatenated to create a global meaning of a
paragraph. Sentiment analysis aims to detect the emotions within a sentence by
detecting the polarity of the positive and negative nature of the meaning of that
sentence. The sentences are scored to create a spectrum of positivity where the
distinctions can be: very positive, positive, neutral, negative, and very negative.
The very negative statements have a score of 1, negative sentences have a score of
2, neutral statements have a score of 3, positive sentences have a score of 4 and very
positive sentences have a score of 5. The main motivation for sentiment analysis
is to automate the process of understanding statements and taking decisions ac-
cordingly. With the rapid development of internet-based communication, in-person
communication is being replaced wherever it is possible. These transactions of in-
formation are done in many forms such as text messages, posts, digital blog articles,
comments, etc. Even though the volume of information is overwhelming and im-
possible to operate manually, the need for governing the data to ensure appropriacy
and to maintain communication protocols hasn’t become invalid. This horribly rig-
orous task can be made simple with the help of sentiment analysis. Utilizing SA
businesses can understand the feedback made by the customers in their e-commerce
environment, and social media websites can make sure that the information that is
being transmitted via their platform is legitimate and appropriate for the demog-
raphy of users that their system caters to. Books and transcripts are also being
made available online these days for the sake of better monetization and more prof-
itable business. This has created the scope and need for text analysis even more.
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The frequent and continuous analysis of language will ultimately be beneficial for
linguistic studies also as it contributes to the creation of a new norm of narrative
for the upcoming generation. We know the mechanics of a human language stay
the same with time but the interpretation of it changes and because of this it is im-
portant to understand all possible interpretations of a statement before proceeding
towards transmitting it. English is the most widely spoken language in the world
but there are many other languages in the world which are used by a huge popu-
lation of people. Bengali is the 7th most spoken language in the world with over
272 million speakers worldwide. This brings the same complexities of automated
language comprehension as English to large demography of people. To satisfy the
needs of Bengali speakers a number of studies have been conducted that deal with
the classical sentiment analysis problems but in the domain of the Bengali language.
Despite the increasing frequency of research in the field, there are a few research
gaps in the Bengali language domain that are yet to be addressed properly. One
such segment is the detection of figurative language such as Sarcasm in the Bengali
Language. To automate the machine interpretation of a human language it is im-
portant to figure out patterns within all forms of expressions in that language. So
that we can create rules and embed them into learning algorithms and ultimately
teach the machines to predict our desired outputs accordingly. Previous works in
the English language domain suggest that the task can be done by implementing
rule-based algorithms and deep learning. However, this study aims to implement
transfer learning to address the issue.

1.2 Research Problem

With the advancement of technology, the occurrence of online communication has
increased and conversations that took place in person previously are being done digi-
tally. This has created a huge repository of information that needs to be understood
properly so that proper communication protocols can be maintained and advance-
ments in linguistic studies can be done. Lack of understanding within a language
domain can create a plethora of problems for people communicating online. Online
conversations lack a multitude of components compared to physical communication
such as: In an online conversation the body language of a person is often absent
which eliminates the entire nonverbal arc of conversations. Another core aspect that
is absent in digital communication is the ambiance of the environment where people
do not take the environmental components such as people’s facial expressions, noise
margin of the conversation space, and the perceived collective attitude of people
participating in a conversation. On the other hand, offline conversations maintain
better records of a sequence of information which ensures better accountability of
speech compared to in-person conversations. Even though these differences are sub-
tle, in the larger picture these subtle differences may build up to complex problems.
Some problems that may occur from the lack of proper understanding of a language
are misrepresentation, the spread of false information, violation of community stan-
dards, etc. All of these problems lead to the disruption of harmony in society.
Although these problems might occur regarding all forms of narratives, the concen-
tration of misinterpretation of language is the highest among the statements that
follow a figurative form of language. The most frequently used form of figurative
language in social media is Sarcasm which is the act of using irony in order to mock
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a person or an idea. The difficulty in distinguishing sarcasm occurs because of its
figurative structure. Machines can be taught to detect a certain emotion within
a sentence of regular structure pretty easily as the literal meaning is the intended
meaning of the statement. But it is hard in terms of figurative language as the
literal meaning and the intended meaning are different from each other. This means
detecting sarcasm without any prior context associated with the statement can be
a very difficult task. But this is necessary as we often see sarcasm being misrep-
resented and misinterpreted in social media and news portals which often leads to
extreme problems.
Even though sarcasm is mostly used to mock people or establish a comedic angle in
a situation it can work as a layer to encapsulate any type of emotion within a sen-
tence. For example from comments that hurt a certain group of people or a pattern
of ideas, we can determine the underlying agenda of the authors, from comments
that are self-deprecating and established dark humor through suggestive comments
we can detect suicidal tendencies within a person.
Alongside making an approach towards solving the aforementioned issues regard-
ing language understanding one of the core reasons behind initiating this study has
been the lack of research in the Bengali Language domain regarding figurative lan-
guage detection and language analysis in general.Bengali is the native language of
Bangladesh and it is widely used in other countries as well but despite the high
number of speakers the figurative form of this language hasn’t gotten the attention
of many researchers yet. in order to encourage the use of this language in social
media platform and digital media the development of the analysis field associated
to this language needs to prospers even more.

1.3 Research Objectives

My research aims to achieve the following objectives :

• Initiating figurative language detection in the Bengali Language domain

• Developing an optimal Bengali text processing method

• Creating a figurative language detection framework for the Bengali language

• Detecting sarcasm in Bengali comments efficiently

• Encouraging automated language comprehension
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Chapter 2

Literature Review and Related
work

In this section, I aim to describe the key technologies that are used to conduct my
research and previous works that support and describe the functionalities of those
technologies. This section also addresses the origins of the approach that I have
taken in order to solve the issues that I am working on and how the previously con-
ducted research that is mentioned here have inspired and motivated me to proceed
further.

2.1 Natural Language Processing

Natural language processing or NLP is the subset of Artificial intelligence that deals
with the process of making machines capable of comprehending human spoken lan-
guages such as English, Spanish, French, Bengali, Hindi, etc. It is the intersection of
computer science and Linguistics. NLP is a combination of several learning meth-
ods such as Statistical Learning, Deep Learning, and Classical Machine learning.
These methods are directed by a rule-based model created for a specific language.
This gives NLP the ability to understand, manipulate and generate texts in human
languages according to the requirements.

Figure 2.1: Components of NLP.[13]

Modern classical language processing can be divided into two components where
one deals with the comprehension of the language and the other works on the gen-
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eration bit of it. Natural language Understanding or NLU tries to make sense of a
sentence fed into the NLP model by looking for lexical ambiguity within it, where
there can be multiple interpretations of the literal meaning of a sentence and the ac-
tual meaning of the sentence cannot be understood without some sort of additional
information associated with the actual sentence. The NLU segment also looks for
Syntactic Ambiguity where the order of the words within a sentence is given empha-
sis while generating interpretations for a sentence. Finally, after making sure that
the sentence does not have any syntactic ambiguity or lexical ambiguity the segment
looks for referential Ambiguity within the sentence where a unique reference for the
specific set of syntax in that sentence is looked for.

The Natural language Generation or NLG segment of an NLP model mainly works
with the output that is expected from the entire model. It starts to generate the
statements from the base level as texts using the vector representations of the words
coming in as an input. The texts are further concatenated to create sentences and
the sentences are then used to generate full-fledged statements. After the statements
are generated the NLG segment tries to realize the meaning of that sentence and
whether it is coherent with the input or not.
In my work NLP mainly facilitates the inputs that are collected in order to detect
sarcasm in Bengali comments by providing a toolkit to process that makes the com-
ments more functional and efficient for the models that are in use.

2.2 Sentiment Analysis

One of the most prominent and widely used implementations of NLP is Sentiment
Analysis. It is mainly the study of detecting the emotions that are prevalent within
a sentence or a block of text. In online communications, some formats do not require
the core insights of what a statement represents rather only the positivity or the
negativity is taken into account. For example, when a new product is launched into
an e-commerce platform for the first time the sellers try to gather user feedback from
user comments. Before getting into the constructive information in the comments it
can be helpful to get an idea about the positivity: negativity ratio of the comments,
this can save time to a larger extent. Sentiment analysis on a higher level harnesses
the NLP pipeline in order to distinguish whether the words that are present within
a sentence depict a positive or negative meaning. The meanings of the sentences are
treated as local entry points initially which are associated with a polarity score and
later on the local scores are re-iterated with the concatenated context to calculate
the global score which is the indicator of the actual sentiment within that block of a
sentence.[4] In a more granular level sentiment analysis works with qualitative dis-
tinctions while classifying sentences. A sentence can have a plethora of sentiments
embedded into it such as Happiness, Sadness, Anger, Disgust, Surprise, Fear etc

From previous research conducted by Shubham et. al[5], it is suggested that emo-
tion detection can be an effective way of sarcasm detection as sarcasm itself can be
treated as an emotion where other emotions are prevalent but not literally expressed.
This study shows multiple approaches towards sarcasm detection revolving around
sentiment analysis some noticeable methods are :
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Figure 2.2: Sentiment analysis MLP diagram.[20]

1) A word-based detection approach where the emotions depicted by each word is
collected using SentiWordNet to generate a relevant score portraying a specific emo-
tion. The scores are calculated to distinguish a strong emotion for each comment
in a feed. After that, the comments are grouped according to their nature of senti-
ment. The emotion that occurs maximum time is taken as the prominent sentiment
of that feed and the other comment groups depicting different emotions are taken
as Sarcasm.

2) An emoticon-based approach that emphasizes the emoticons or emojis that are
used in a comment. Emoticons can portray an emotion very well without the need
for an elaborate description hence, they can be used to classify emotions in a sentence
effectively. Using these emoticons, this approach also creates groups of comments
that depict a specific emotion. The emotion of the group with the maximum num-
ber of comments is taken to be the prominent emotion and the rest of the emotions
depicted by the other groups are taken to be Sarcasm.

3) Another interesting approach discussed in this study is a Positive Sentiment and
Negative Situation approach where the disparity between the situation and the com-
ments that are reacting to that situation is given priority. At first, the context block
is analyzed for a prominent sentiment and then the reaction comments are analyzed
in a similar manner as the aforementioned approach to figure out the prominent
sentiment within the reaction comments. After that, the sentiments are compared
to find out polarity. If the situation is detected to have positive sentiments, the
reaction comments that represent the negative sentiments are Sarcastic ones. Other
methods in this research are A Hybrid Method, Hashtag Method, and Pattern Anal-
ysis Method. Among these methods, the most effective method is found to be the
Word-based method which achieves the highest precision score of 0.8841

Another research conducted by J. H. Balanke et. al[7] has suggested that senti-
ment analysis in sentences is a step forward toward sarcasm detection and it can
be done by the popular lexicon Algorithm where words that are fed into the sen-
timent analysis model are initially compared to the words available in the valence
dictionary which mainly contains words associated with a score that indicates the
polarity of sentiments in that word. The study addresses the functionality of this
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Figure 2.3: Method scores [5]

algorithm alongside the need for it to be extended in order to be efficient enough to
generate acceptable results. In the process, they have devised systems that extend
the lexicon-based algorithm to make it capable of depicting sarcasm more accurately.

1) The first system combines the lexicon-based algorithm with a distinguished sar-
casm detection algorithm where the lexicon algorithm performs the polarity calcu-
lation of the text data that is fed into the model. The outputs from the lexicon
algorithms are grouped into positive and negative statement clusters. The positive
statements are then fed into the sarcasm detection algorithm as the authors believe
that in order to be sarcastic a statement can only be either positive or neutral in
nature.

2) The second system focuses more on the environment in which a statement is
generated alongside extending the functionality of the lexicon algorithm. It takes
into account the personality, level of education, and narrative of the author while
detecting the sentiments present in a statement.

Both systems in the research are mentioned to have similar results with the first
system being faster due to fewer calculations per iteration and the second system
being a little bit more accurate due to the multi-metric nature of the calculation.

2.3 Figurative Language

Figurative language is the form of language that refers to the intended meaning of
a statement and the literal meaning of that statement being different from meach
other. With the advancement of technology communication has become digitalised
beyond the barrier of formal and casual use only. Nowadays in social media platforms
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figurative language is being widely used and the practise is increasing in popularity
day by day. This has brought the need for the automation of figurative language
comprehension.
Figurative language can be of many forms such as:

1) Metaphore: Here a situation is described with the help of a comparison with
another situation to portray the main gist of one situation through its similarities
with the other.

2) Simile: A figure of speech where a notion or an idea is expressed or associ-
ated to a degree with help of another notion or an idea which has an established
distinction of nature.

3) Irony: A sort of narrative where the statement widely differs from the related
situation which generated the original statement.

4) Sarcasm: A form of irony used in a way to mock an idea or person or to achieve
a comedic angle

5) Satire: A form of speech where exaggeration, irony and humor are used used
interchangeably in order to express comedy or ridicule someone

6) Hyperbole: Statements that are exaggerated and not meant to be taken seri-
ously.

In this study, I focus on Sarcasm which is the most common form of figurative
language currently being used in the social media platforms and in informal com-
munication. As sarcasm depicts a completely different meaning compared to the
literal meaning of the sentence used to express sarcasm it is exceptionally hard to
detect sarcasm without any context. It is often hard for even human beings to detect
sarcasm in realtime conversations.[12] However form previously done researches we
can observe that many approaches of sarcasm detection have been developed over
the years that may use the context of the statements or may not . Either ways
respectable results have been achieved by most of the studies regarding this.
From a research conducted by P. Verma et al[23] we can observe multiple techiniques
of sarcasm detection :

Rule based approached to sarcasm detection are the preliminary approach that lays
out the base line thought process for the task. Here basic tasks like lexical, semantic
and syntactic analysis are done on the sentences that are fed as an input to the
detection models. This approach doesn’t deal with pitfalls and exception cases ,
also doesn’t take auxiliary features into account therefore are basic and inefficient
compared to the modern methods. There are lexicon based methods that may use
lexicon dictionaries or corpuses to detect sarcasm , these methods are a bit better
than rule based methods.[6]

The smarter methods in the spectrum are the automated approaches to the problem
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Figure 2.4: Figurative language detection approaches[23]

incorporating machine learning and deep learning methods. From previous studies
we can find a pattern based approach towards sarcasm detection. This type of
approach is the most common approach in terms of classification problems in the
sentiment analysis domain . Here words are embedded to generated scores to depict
the polarity of sentiments in them . The scores for a specific sentiment will have a
specific range. After the ranges are calculated the scores of new words are used to
determine the sentiments within the words. This approach can be found to be more
advanced with the introduction of Support Vector Machines within the processing
pipeline. This adds a dimensional functionality to the system. After the features
are extracted from the dataset through using NLP tools the SVM classifier pins the
feature scores and creates clusters with specific distinctions representing each senti-
ment prevalent in the text data. This enables the model to concurrently distinguish
between sentiments and generate accurate outputs.

Figure 2.5: SVM based approach in Sarcasm detection[6]

Other approaches include deep learning based methods. Deep learning is a subset
of machine learning which aims to mimic the working mechanism of a human brain
in machines. These methods introduce multi layer calculation to the sarcasm detec-
tion with the help of multi layer perceptrons or MLPs. A study published in 2021
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demonstrated that sarcasm detection can be done effectively with the help of Deep
Learning. In their research they have used convolutional neural networks to extract
features from the data sets that they have gathered.[1] In their study they have
associated a lexicon based algorithm in order to generate distinctions between types
of words. After that, for the sarcasm detection process they have worked with In-
congruity detection where the disagreement between the context and the statement
is detected , Hyperbole detection where exaggeration in statements are taken care
of, Temporality detection where the time frame of the statement is understood and
finally dislike detection. After the detection process a number of machine learning
classifiers are implemented in order to generate the accurate outputs . With this
process they have achieved a 94 percent accuracy.

A similar study shows that satire can be detected using deep learning methods
as well.[22] This could come in handy as satire is closely related to sarcasm and
often it can be represented as a subset of it.[27]

Two studies from recent times argue[9] [19] that in sarcasm detection the accuracy
and functionalities of the common methods can be extended by introducing multi
modal data handling. The common sarcasm detection techniques usually work with
only one sort of data at a time such as text data or audio data. But these studies
state that if multiple representations of sarcasm are taken into account while build-
ing an algorithm the sarcasm detection process can be better in multiple volumes
and the detection model will not be limited to only text based data to work with.

One of the studies have used a hierarchical attention layer mechanism where di-
alog level attention function is used to achieve the context behind the dialogue more
efficiently on the other study a CNN and SVM based approach is visible where dif-
ferent data forms are processed for sarcasm detection and finally used to build a
model incorporating all outcomes. Both of the models achieve a respectable accu-
racy while adding volume to the sarcasm detection process.

Even though sufficient amount of techniques are available for sarcasm detection
that have shown remarkable results. Still the process of building on the previous
methods have to keep going as with time the interpretation of language changes.
Something that is considered to be sarcastic today may not be considered sarcastic
in the future.[26] As new platforms are emerging and formats of different sorts are
being developed sarcasm detection for each format needs to be developed separately.
Even though the platforms change most of the approaches will stay the same such as
understanding the connection between several emotions and sarcasm , incongruity
among statements and their contexts and the figurative nature of sarcastic state-
ments. Keeping these in mind will always help to progress in the process.

2.4 RNN-LSTM

Recurrent Neural Networks or RNNs are neural networks that have a circular input
structure where the outputs of the first iteration are used in the second iteration
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and so on. Due to this repetitive dataflow system, RNNs are a very good fit for
sequence modeling problems. A few examples of sequence modeling problems are
voice recognition, image recognition, etc. RNNs can be used to detect emotions
within a block of text as well because sentiment analysis mainly converts the texts
within a sentence fed into the model into vectors and further calculates the nature
of the sentiments accordingly. So, for a certain type of sentiment, the embedded
values of a sentence will be within a certain range. If we can determine that range
the analysis process becomes a pattern recognition process.

Even though RNN has a memorization property it fails to perform when the se-
quence of data is largely due to the vanishing gradient problem where the iterations
of the model don’t work towards teaching the model how to generate accurate in-
puts.This occurs due to the weight calculation in the backpropagation process being
too frequent and insignificant because the gradient calculated from the loss function
is too small. As the structure of an RNN has only one nonlinear gate there is no
workaround to this problem within the model itself. However, to solve this problem
a more verbose and effective model has been developed.

Long-Short Term Memory or LSTM Is a variation of RNN where the structure
includes three nonlinear gates: The input gate, forget gate, and output gate. These
three gates are responsible for the data flow within an LSTM cell. An LSTM cell
takes the hypothesis of the previous cell as input alongside the input for the current
cell and a self-maintained cell state which indicates the nature of data inside an
LSTM cell. The inputs are fed into all three gates where the input gate decides
which portion of the data that is fed into the network should be propagated as an
input into the cell, the forget get determines which part of the input to keep and
which part to forget about and the output gate decides how much of the data that is
kept inside the cell should be carried forward to the next LSTM cell as the hypoth-
esis of this cell. This interconnected structure of LSTM makes the network immune
to the vanishing gradient problem and helps it to keep a track of long sequences by
holding on to necessary data for a long amount of time.

A previous study was done by H M Mahamudul et al[14] which demonstrated that
RNN can be useful in Bengali speech recognition and can be further processed to
analyze sentiments effectively. They have used Mel-Frequency Cepstrum Coefficient
for the delineation of the spectral components of an audio block. Further down
the line, they have used SVM and RNN to decide which of the core 6 sentiments
are available within that block of audio. They have achieved up to 51.33 percent
accuracy by using RNN categorization on top of their generic algorithmic approach.

A previously published journal[21] has explored a multitude of variations in LSTM
to achieve a promising 95.30 percent accuracy with a stacked Bidirectional LSTM
structure which uses a word embedding model that is based on inverse gravity mo-
ment and is term weighted. Bidirectional LSTM learns the context within a lan-
guage by first forward propagating a sentence from start to finish and then back
propagating a sentence from the end to the beginning which gives the model better
understanding of the relationships between the words that are being used within
the sentence.Stacked LSTM layers increase the accuracy of prediction by gathering
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better contextual elements taking into account past, present and future data. They
have proposed a 3 layer stacked Bi-LSTM model which maximises the performance
of LSTM networks using optimised word embedding techniques.

Figure 2.6: Stacked-3 Bi-LSTM diagram[21]

Form their study it has been made evident that the stacked LSTM-3 model is the
most effective one among all other LSTM approaches and the inverse gravity mo-
ment based term weighting is the most effective method.

Figure 2.7: accuracy values comparison[21]

Other mentionable approaches incorporating LSTM in sarcasm detection that I have
come across are: A research conducted by A. Kumar et al.[16] that proposes a multi
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head attention based bidirectional LSTM model that is said to outperform feature
rich Support Vector Machine based approaches. The structure of the model includes
a Bi-LSTM layer that encodes the embedded words that are generated from the in-
put sentences, a multi head attention layer that tries to identify the parts that are
responsible for the sarcastic nature of a comment the most instead of detecting only
one phrase or word like other single headed LSTM models, a concentration stage
where auxiliary features extracted from additional processes are combine with the
embedded sentences and a softmax classifier. This approach without the auxiliary
features attains the highest precision over SVM and generic Bi-LSTM with a score
of 72.63 percent.

Figure 2.8: Multi Head Attention based BiLSTM structure[16]

A similar study shows that a soft attention layer [11] based model combined with
convolutional neural networks can achieve respectable results while detecting sar-
casm within a sentence.
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Chapter 3

Methodology

In this section I aim to portray a rough outline of the process following which I will
be detecting sarcasm on Bengali comments. The core technologies that are used to
solve the issue in hand will be discussed here alongside the dataset description.

Figure 3.1: Methodology workflow diagram
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3.1 Dataset Description

The dataset that has been used in this study is called ‘BN-SRCM’ which is a novel
dataset developed by me. Due to the lack of open source datasets that would be
fit for my task I have built this dataset for the sole purpose of sarcasm detection.
The dataset contains 8048 unique entry points in the form of comments made in
the Bengali language. The comments are collected from the most widely used social
media platform of Bangladesh, Facebook. These comments are further associated
with a polarity score that indicates the presence of sarcasm within that comment.
Comments that are sarcastic have a polarity score of ‘1’ and comments that are not
sarcastic have a polarity score of ‘0’ attached to them. The Binary encoded nature
of the dataset makes the detection of sarcasm a bit easier.

The comments that are collected are mainly from famous Bengali social media news
portals such as Prothom Alo ,Somoy News , BD News 24, Jamuna News etc. The
post that are selected from the facebook pages of these portals are selected randomly
on the basis of availability of a huge variety of Bengali comments attached to them.
While collecting the comments I have tried to include sarcastic statements that are
pretty straightforward to detect as sarcastic and rely less on context. I have also
tried to include the variation of comments in a way so that from a single post equal
amount of sarcastic and non sarcastic comments can be taken in. By maintaining
almost a symmetric distribution of sarcastic and normal comments it can be made
sure that the test and train splits of the dataset will have equal amounts of com-
ments belonging to both polarities easily.

Figure 3.2: BN-SRCM Dataset snapshot

15



3.2 Data Cleaning

The data cleaning phase handles the data that is in a form which cannot be dealt
with. Here duplicate comments that are generic and always imply the same meaning
whether they are sarcastic or not, are removed. Comments that have a broken sen-
tence structure or do not make any sense at all are removed. Comments that have
missing sections are removed and finally emojis within comment are also removed.
Even though emojis depict a certain sort of sentiment and can be made use of while
detecting sarcasm within a text, to reduce complexities of calculations I have chosen
to remove them using regular expressions

3.3 Data Preprocessing

The data preprocessing phase contains multiple steps where data is formatted in a
way so that the model can make the most sense of the data and efficiently detect
sarcasm without any bias.

After collecting the comments and labeling them with a polarity score that indi-
cates the sarcastic nature of a comment a few basic procedures are followed with
the help of the open source Python library bnlp toolkit .

1. Punctuation Removal:As punctuations do not add any value to the senti-
ment analysis process all punctuations occurring within a simple sentence are
removed using regular expressions.

2. Stop word removal: There are a list of words present in all languages that
do not provide much value while being parsed through the sentiment analysis
pipeline, these words are called stop words. In the preprocessing phase stop
words are removed using the remove stopwords method int he bnlp toolkit
library.

3. Tokenization: In the Tokenization process the words that are supposed to
be fed into the model are converted into tokens or little lumps of information.
While parsing a large sentence or sequence of sentences the individual mean-
ings of words may be lost due to the computational complexity. Tokenization
makes sure such an issue doesn’t occur.

4. Stemming: Stemming is the process of reducing a word to its root. This
is mainly done to reduce the complexity of a sentence and allocate a global
score for a certain word which can be used to create a dictionary containing
standalone scores for future reference. The words in the dataset are stemmed
using the bangla stemmer library available on PyPI.

5. Lemmatization: Lemmatization process refers to keeping only the origin
of a word if multiple forms of a single word are prevalent within a sentence
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Figure 3.3: Tokenization process[17]

for example if a sentence contains the words ‘Doing’,’Done,’Did’ and ‘Do’ the
process will reduce the words to the lemma or the base form of the word which
is ‘Do’. As my dataset is small to retain semantic information I have avoided
lemmatization.

3.4 Feature Extraction

As sarcasm detection is a text classification problem we will need some features in
order to differentiate between the future words that will be fed into the model for
generating predictions accurately

3.4.1 Vectorization

Countvectorizer:Count vectorizer is a method that converts text data into nu-
merical data for it to be acceptable for machine learning models. It utilizes the bag
of words approach to create a histogram based on the data it is passed into it. A
histogram is a sort of an adjacency matrix where the column headers depict each
unique word and the row headers depict different data points or comments in this
case. The process begins with converting each sentence into tokens and mapping
those tokens to the frequency of their occurrence in the document of comments.
Based on these frequencies the method sorts the unique words in ascending order
and creates the column headers. The comments are fitted onto the row headers
and the cross section of each row and column indicates the magnitude of presence
of the word of that column in the sentence of that row. 1/2/3 means the word is
present once, twice/thrice and 0 means the word is absent in that sentence. For
my dataset the size of the histogram is 8048 X 15552. This matrix or histogram
can be further split into test and training sets to be fed into machine learning models.

3.4.2 Word Embedding

TF-IDF: Term Frequency - Inverse Document Frequency or TF-IDF is another way
of converting text data into vectors. It is comparatively better than countvector-
izer as it can hold more semantic information which can be used to make sense of
text data more efficiently. Here the term frequency is calculated by the ratio of the

17



number of repetition of a word in a sentence and the total number of words in that
sentence. On the other hand the inverse document frequency of a word is calculated
by taking the logarithm of the ratio of the number of sentences in a corpus and the
number of sentences that contain that word. Finally the TF-IDF value is calculated
by multiplying the two previously calculated values.
This process basically generates separate values for each word within the corpus. If
a word has a higher value than that word can be determined to be a distinguishable
word that represents its labeled value. For my dataset if there are 8 words in a
sentence and the label is 1 which means the sentence is sarcastic by calculating the
values of each word through TF-IDF we can find out which words are more likely to
depict sarcasm by finding out the words that have a higher value as output through
the TF-IDF process. By this manner the TF-IDF vectorization process takes more
information into account to generate values that retain better semantic information
compared to countvectorizer.

GloVe: Global vectors for word representation or GloVe is one of the most widely
used and efficient word embedding techniques in the Natural Language Processing
domain.
We have seen that we need to convert words into numerical formats to pass them
through machine learning models as they do not understand text data. However,
deep learning models give us the added advantage of using multiple layers while cal-
culating our predictions. Among these layers we have a specialized layer known as
an embedding layer that helps the deep learning model to convert texts into vectors
to generate embeddings for words or sentences.
The GloVe embedding process consists of generating one hot encoded vector of words
in sentences and then taking them into consideration to generate a contextualized
matrix that has representations of all words within that sentence. The process
mainly generates a co-occurrence matrix of each word within a corpus separately in
the context of other words. This is generated based on the the hypothesis that if
the probability of occurrence of a word given that another word will co occur with
it in the same sentence the probability of the output converging towards the trained
label of the previous occurrences will increase. For my dataset I have used a pre-
trained GloVe model called Bangla GloVe from the bnlp toolkit module to generate
embeddings for the corpus based on my dataset. The one hot representations are
passed into the embedding layer of the neural networks along with the vocabulary
size, max length and padding sizes to generate embeddings for each word in sen-
tences transformed into a vector size that is uniform throughout all data points of
the dataset.

BERT-Embedding: Bert embedding is a word embedding method which is built
into the BERT model. This method has a similar function compared to GloVe ex-
cept that it works with sub segments of texts called word-pieces.In this study both
of the embedding techniques are made use of for better vectorization of the scores
for each word and better output generation.
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3.5 Experiment- 1

In experiment 1 I have applied traditional machine learning algorithms on my dataset
to detect sarcasm. From previous studies I have observed that for text classification
tasks under the Natural Language Processing domain two of the best performing
models are the Multinomial Naive Bayes and Stochastic Gradient Descent algo-
rithm. I have used the extracted features from the TF-IDF vectorizer to calculate
the predictions in the aforementioned models. Another credible model for tasks of
this sort can be the K Nearest Neighbor algorithm which I have paired with the
countvectorizer to calculate predictions.

3.5.1 Multinomial Naive Bayes

The Naive Bayes classifier basically uses the bayes theorem to classify features into
labels.In text classification problems it implements a probabilistic method of calcu-
lating the likelihood of a piece of text belonging to a certain category depicted by
a certain label. The model takes a lot of things into consideration while predicting
the labels for vectorized sentences that are passed into it. To put things into per-
spective of my task, to classify whether a sentence is sarcastic or not we mainly have
to calculate using the Bayes theorem that what is the probability of the sentence
being Sarcastic/ Not sarcastic given that the featured are x1,x2,x3 and so on. Here
the values of the features will be the vectors generated by the TF-IDF vectorizer for
each word in the sentence that has been passed for classification. The vectors will
contain the information depicting which words are more important while represent-
ing the label that it is associated with.
To calculate this we will need the global probability of sentences being Sarcastic/
Not Sarcastic and the conditional probability of a feature appearing given that the
label is Sarcastic - 1 or Not Sarcastic - 0. These probabilities will be then multiplied
and normalized to a value with a max range of 1 by dividing the product by the
total probability of the features appearing in the dataset as per the bayes theorem.
Even though it is a lightweight and simple classification model perfect for baseline
evaluations in text classification tasks the Naive Bayes classifier has a downside
called the zero frequency problem. Here the model assigns a 0 value to words that
have not appeared in the train set of the dataset that has been passed into the
model.Which makes evaluations for new data unreliable and faulty.

P (class/features) =
P (class) ∗ P (features/class)

P (features)

• P(class/features) : Posterior Probability

• P(class) : Class Prior Probability

• P(features/class) : Likelihood

• P(features) : Predictor Prior Probability
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3.5.2 Stochastic Gradient Descent

The Stochastic Gradient Descent classifier utilizes a linear transformation equation
consisting of the input data in forms of vectorized text which are labeled in numer-
ical format, a learning rate the slope of the equation curve, the iterative prediction
values alongside a loss value which can be calculated in many different ways. The
model mainly takes a random guess about the possible label for the text data that
has been passed into the model and further tries to converge towards an optimal
value to finally determine the actual label for the text by minimizing the loss itera-
tively.
Here the model calculates the linear transformation function and plots the points
of the range in a plane which allocates the graph of the function. After the random
estimation value is taken the iterations of the calculation guides the position of the
value towards the point with the lowest level of error. Each iteration takes normaliza-
tion of outputs and penalization for errors into account to calculate the latest values.

3.5.3 K nearest Neighbor

K nearest Neighbor or KNN is another popular model for text classification tasks
which basically predicts the label of a training data based on the K closest data
points with the passed data found in the training dataset.
In the perspective of my task once the data is vectorized and split into the test
and training set the classification task can be initialized. Here when a new piece
of text data is passed into the model from the test set the model calculates the
similarity between the passed test data and the stored training data points and cal-
culates K number of datapoints that have the most similarity with the passed data
by calculating similarity scores. Then the model utilizes these data points to predict
whether the data point that has to be classified is Sarcastic or Not. For example
if we take into consideration 10 nearest comments in the perspective of a random
comment and 7 of them are Sarcastic, chances are the input text which is similar to
these data points will be Sarcastic as well so it will predict the label of that text as
Sarcastic.
The accuracy of the KNN algorithm is based on the value of K . If the value is low
than the predictions may be incorrect as the increasing amount of data points with
different biases will not be taken into account and a possibility of getting a skewed
answer will increase on the other hand if we take the K value too high than the
computation will take larger amount of time and hence the model will be slow.

3.5.4 Evaluation

From the table we can see that the multinomial naive bayes algorithm is the best
performing algorithm and the KNN algorithm is the worst performing one.

20



Model F1- Score Precision Accuracy
Multinomial Naive Bayes: 64.41% 64.52% 64.48%
Stochastic Gradient Descent: 61.86% 63.15% 62.43%
K Nearest Neighbor: 56.70% 58.51% 54.60%

Table 3.1: Traditional models Performance measure

3.6 Experiment- 2

In experiment 2 I have applied deep learning models to solve the problem that I
am working with.In the traditional machine learning model when the data points
are converted into numerical format using the countvectorizer or TF IDF. vectorizer
and passed into the models the sequential information is lost. This mainly means
that the machine learning models do not keep track of the information of which sen-
tence comes after which and what was the output of the evaluation of the previous
datapoint. Because of this a good amount of semantic information is lost and this
can affect the outcome of the evaluations drastically on a large scale. The recurrent
neural network based deep learning models address these problems by taking the
hypothesis generated from the previous datapoint evaluation into account. There
are three different deep learning models that I have implemented for my task. For
all of the models I have made use of the embedding layer available in Keras. Before
that we need to create a uniform input which is done by firstly embedding the text
inputs using the previously discussed GloVe embedding method. Here I have used
the bnlp toolkit to access the Bangla GloVe module which is a pre-trained GloVe
model. This model has two versions one of which is trained on Bengali news datasets
and the other one is trained on Bengali wiki text data. I have used the Bengali news
dataset version as it converges with the type of data in my dataset. Further the
embeddings are put into an uniform length as the Keras embedding layer accepts
input of uniform length. This is done by padding the embeddings generated from
GloVe.
I have set the maximum length of the input comments as the base length and padded
any other comment with lesser length with zeros at the end of the list.

3.6.1 Simple-RNN

In all RNN models there are three stages of evaluating an input to generate out-
put.The first stage involves the input layer which keeps all of the inputs or the data
points from the test set moving forward to the hidden layer where the necessary
calculations are made to generate the predictions for the inputs. On the second
stage the predicted values are compared with the actual values that were originally
associated with the text at the output layer. This process incorporates the loss
function. The loss function is a performance measure of the deep learning models
of the loss- function generates a low value, the model is working well. If the loss
function generates a high value the model is not performing well.
The final stage is the calculation of gradient for each datapoint and updating the
weights of nodes using the calculated gradients. The first two stages are a part of
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forward propagation and the last stage is a part of backwards propagation.
The simple RNN consists of only one tan hyperbolic layer which normalizes the in-
put value within a range. Even though the RNN model is a good approach to solve
sequential text classification problems it suffers from a problem called the vanishing
gradient problem where due to very small adjustments in the weights for the nodes
the gradient generated becomes smaller and smaller. After a point the gradient be-
comes so small that it doesn’t impact the weight adjustments at all and the learning
rate drops to almost zero. The model is rendered functionless at this point. This
problem is addressed by the LSTM model

3.6.2 LSTM

The Long Short Term memory or LSTM model has a similar structure and working
procedure to the simple RNN model. Only the hidden layer calculations are more
efficient and verbose in this model. here the hidden layer consists of three gates: the
forget gate which is responsible for which part of the data to forget that is passed
into the cell. This gate consists of a sigmoid activation function, an input gate which
takes in the inputs and consists of a sigmoid function and a tan hyperbolic function
that rationalizes the data within a range. Finally the output gate that calculates
the output depending on the previous cell hypothesis and outputs from the other
gate. Since the vanishing gradient problem occurs in the back propagation part.
The LSTM architecture prevents the values of the gradient to go below a certain
threshold. This eliminates the vanishing gradient problem.
As the gates work simultaneously to generate the prediction there is more precision
and control available in the LSTM model compared to the RNN models. This makes
it more versatile and efficient.

The formula for the gates inside an LSTM cell:

Input gate: it = σ(Wixxt +Wihht−1 + bi)
Forget gate: ft = σ(Wfxxt +Wfhht−1 + bf )
Output gate: ot = σ(Woxxt +Wohht−1 + bo)

Cell state: ct = ft ⊙ ct−1 + it ⊙ tanh(Wcxxt +Wchht−1 + bc)

In the picture the three inputs coming into the LSTM cell are the cell state, the
hypothesis from the previous cell and the input data itself. And the output are
the cell state for the next cell connected to this cell, hypothesis of this cell and the
hidden state output for the next cell

3.6.3 biLSTM

The BiLSTM model is exactly the same as the LSTM model except that. The Bidi-
rectional LSTM model generates context for the text data from both sides. It runs
the text through the model in the correct order through forward propagation and
in the backwards order in the backwards propagation. This generates better con-
text and better understanding of the meaning or the passed text within the model
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Figure 3.4: LSTM Structure

compared to the single directional LSTM model. It also parses data faster as the
propagations take place simultaneously.

3.6.4 Evaluation

From the table we can see that the best performing model is the Bidirectional LSTM
model with GloVe embeddings. This comes obvious as it is a faster and more effi-
cient model with a better working procedure compared to the other two models.

Model F1- Score Precision Accuracy
Simple RNN 51.98% 52.51% 52.30%
LSTM 54.01% 53.93% 54.03%
Bi-LSTM 57.72% 57.64% 57.71%

Table 3.2: RNN Performance measure

3.7 Experiment- 3

In experiment 3 I have implemented five different pretrained transformer based
BERT models specialized for working with Bengali data. The difference between
these models are the bases which are different variants of BERT with slightly dif-
ferent architectures. This also brings in different tokenizers and encoding processes
for the text data that is passed into the models.Another difference is the training
dataset that these models are trained on.
The implementations of these models are done with the help of either Tensorflow
and keras or the Simpletransformers library and Pytorch.
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3.7.1 Transformers

Sequence modelling tasks are tasks where long sequences of data is handled with for
example : image recognition, voice recognition , pattern recognition are prominent
problems of the sequence modelling domain. A state of the art approach for solving
these problems is RNNs where the circular input-output structure of the cells are
used to keep track of memory. These models are known as sequence to sequence
models which are perfect for tasks such as translating a block of text from one
language to another. Despite the advanced functionalities offered by these models
there are some limitations with them. One of them being the previously mentioned
vanishing gradient problem, for which the model cannot work with sequences of
data that are too long. Another problem is the inability of parallelization due to the
sequential nature of the models.[2] To address these issues the Transformers model
was invented at Google Brain back in 2017. This model introduces a Encoder -
Decoder structure which works parallel to each other in order to make sense of the
sequence of data that is being fed into the transformer model.

Figure 3.5: Transformer Structure[10]

Here the little block on the left is the encoder and the long block in the right is the
decoder both of which have multi head attention layers and feed forward network
layer attached to an addition and normalization function. The encoder takes in the
input information as embedded words the inputs then go through the stacked en-
coder cells in the encoder block and after the data passes through the last encoder it
is propagated to all of the decoder cells in the decoder block together which further
calculates the output of the operation. Here a self attention layer is present consid-
ers one word within a sentence and calculates its co-relation with all of the other
words withing that sentence to get a better understanding of the context within
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that sentence. This self attention is calculated through three different vectors called
the Query Vector, Key Vector and Value Vector. The multi head attention layer
enables the transformer model to calculate multiple representations of a single word
in multiple positions of the corpus concurrently.

3.7.2 BERT

Bidirectional encoder representation for Transformers of BERT is transformer based
model developed at Google AI with the intention of language modelling. The core
functionality of BERT is making the training of transformers technically bidirec-
tional. Due to the increased iteration process bidirectional models can grasp the
context of a block of text better than that of a unidirectional model. BERT includes
a novel method called Masked Language modelling which enable the bidirectional
training of the transformers in the model.

We know that there are two parts within a transformer one is the encoder and
the other one is the decoder. Here the encoder part deals with input data to make
sense of the words that makeup the input sentences and the decoder works with
output data which is basically the prediction task. BERT is a model built with the
intention of language modelling only therefore here the decoder part is not need and
we only have to work with the encoder part.The BERT model takes in a sequence
of tokens as an input and faces the training challenge of having a defined prediction
goal from the beginning of the calculation. This challenge is dealt with using two
training strategies within BERT:

1. Masked Language Model(MLM): The MLM part of the BERT model
mainly converts 15 percent of the words in the sequences that are being fed
into the model into into masked tokens after that the model tries to predict
the words that are masked from the context that it gathers from the sen-
tences around it. This require the addition of a classification layer over the
encoder output in the blocks of encoder, transforming the output vectors into
the dimension of the vocabulary present in the context of the sentences and
implementing a softmax classifier to calculate the probability of each occurring
word.Here the loss function of the BERT model only takes into consideration
the masked words in a sentence the unmasked words are ignore for this matter.

2. Next Sentence Prediction(NSP): The NSP part of the model deals with
the co relation between a pair of sentences that are fed as an input into the
model. Here the model takes in pairs of sentences as input and tries to predict
whether the second sentence is consequent to the other.in the process half of
the sentences are original pairs of sentences prevalent in the actual block of
text and the other half is randomly selected sentences from the corpus. The
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Figure 3.6: Masked Language Model Structure [3]

two halves are further compared with the assumption that they are not con-
nected to each other. Here a CLS token is added to the starting of the first
sentence and a SEP token is added to the ending of the second sentence. An
embedding articulating the position of the sentence is then added to in order
to keep a track of the sequence

Figure 3.7: Next Sentence Prediction Structure [3]

The sarcasm detection model is a classification task where the inputs are taken in
to predict whether the sentences are sarcastic or not. For this task the BERT model
can be fine tuned according to the Next sentence prediction bit of the model by
adding a classification layer on top of the encoder output.
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Figure 3.8: General structure of BERT [3]

3.7.3 csebuetnlp/banglabert

The banglabert model by csebuetnlp is the most popular transformer based model
on the Huggingface website specialized for working with Bengali data points it based
on the widely used model Electra which, like the other BERT based models has a
generator model which is used to replace tokens within a datapoint. Also it trains
another model called a discriminator model which can be used to find out which of
the tokens have been replaced by the generator within a sentence. This makes the
the model perfect for text my text classification task as the model is trained with
special normalization pipeline developed by the csebuetnlp trained on Bengali data
collected from the Bengali part of the OSCAR dataset available of Huggingface.[24]

3.7.4 csebuetnlp/banglishbert

Like the banglabert model the Banglish bert model is developed around Electra as
well. The only difference is that banglishbert is trained on banglish data which ba-
sically means the mixture of Bengali and English data. This model is implemented
with my dataset with a different pre-processing method where only one step has
been altered. The step where I removed the Banglish components from the dataset.
As this model enables us to work with banglish words I have kept the likely banglish
words within the dataset. Both of the Electra based models uses a tokenizer called
ElectraTokenizer which is used to automatically encode text data into numerical
format that is acceptable to the model.[25]
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3.7.5 neuralspace-reverie/indic-transformers-bn-bert

indic -transformers-bn-bert is a pre-trained BERT based model which is trained on
3 gigabytes of bengali data taken from the OSCAR dataset that is available on the
Hugging Face website. It is finetuned for downstream tasks such as text classifica-
tion and parts of speech tagging. Which makes it even more credible for our task .
it uses the BertTokenizer to encode data that is passed into it.[15]

3.7.6 Xlm-roberta-large

Xlm-roberta-large is the multilingual version of the popular RoBERTa model which
itself is a modified version of the original BERT model. This model has a few changes
in the hyperparameters and the embedding technique. The main advantage of using
this model is the amount of data it is trained with is 2.5 TB of common crawl data
which are filtered and represented in 100 languages including Bengali. This gives
the model a huge flexibility advantage over models with multilingual or low resource
monolingual datasets from the huge training corpus. It uses the RobertaTokenizer
to encode the datapoints.[8]

3.7.7 sagorsarker/bangla-bert-base

Bangla-bert-base is another pretrained BERT based model used to execute tasks on
Bengali language centered datasets. It is trained with the OSCAR datasets bengali
part and the Bengali Wiki dump dataset. It also uses the BertTokenizer to encode
the text data before evaluating them and predicting the labels.[18]

3.7.8 Evaluation

From the table we can see that the best performing model is the BanglaBERT model
from buetcsenlp. The second best model is the bn bert model by indic transformers.
The xlm roberta multilingual model also performs well in the dataset.

Model F1-Score Precision Accuracy
csebuetnlp/banglabert: 74.53% 74.48% 74.52%
csebuetnlp/banglishbert: 72.61% 72.57% 72.63%
neuralspace-reverie/indic-transformers-bn-bert: 71.89% 71.86% 71.88%
Xlm-roberta-large 70.51% 70.55% 70.54%
sagorsarker/bangla-bert-base: 69.78% 69.75% 69.77%

Table 3.3: BERT performance measure
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Chapter 4

Scope and Analysis

4.1 Comparison and Observation

From comparing all of the models and accuracy scores we can see that the bert
models perform better in sarcasm detection compared to the other models. The
traditional models paired with the countvectorizer or TF-IDF vectorizer perform
close to the bert models and the RNN based deep learning models perform the
worst. This is partially due to the embedding technique that is used with the RNN
based models. The pretrained GloVe model generates embedding for the texts in
the dataset based on previously trained sentences used to generate the vector values
for each word. These words are further matched with the words in my dataset.
Therefore the words may match but the spatial meaning and the contextual semantic
values may not be accurate as the reference sentences are different. Also for words
that are not available in the corpus that was used to train the GloVe model, the
model cannot generate numerical values.

4.2 Conclusion and Future Work

From the study we can conclude that the best set of models for this task would be
models that have a better chance of being contextualized for the classification class
in the Bengali Language domain. Because of its spatial meaning awareness it is able
to understand the text data better than the other models.
In the future I want to broaden the dataset in volume and follow better labeling
methods with multiple evaluators which would ensure the semantic structure of a
category of labeling to be uniform and coherent. I would also like to generate better
embeddings for the dataset using the Continuous Bag of Words based vectorising

Model F1- Score Precision Accuracy
csebuetnlp/banglabert 74.53% 74.48% 74.52%
Multinomial Naive Bayes 64.41% 64.52% 64.48%
Bi-LSTM 57.72% 57.64% 57.71%

Table 4.1: Comparison of models
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model Word2Vec and train the model based on a corpus that will contextualize
the model and prepare it for my dataset. This would ensure better features and
better semantic meaning retention while passing the data into the models. Training
the word embedding models on custom data will eliminate the possibilities of word
embeddings not being found. This would significantly improve the accuracy of the
RNN based models.
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