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Abstract

Throughout the world, millions of people and their families are impacted by the
serious illness of cancer. The total number of new cancer cases worldwide in 2020
was predicted to reach 18.1 million. Serious emotional disorders, like depression,
are often present in cancer patients due to many factors, including the intensity of
certain situations, the negative consequences of their long treatment, or the deaths
of other cancer patients. Therefore, keeping an eye on the patient’s moods is crucial
to their ongoing treatment. Many cancer patients use online social media sites such
as Facebook and Twitter to communicate their thoughts and emotions about their
treatments, as well as the difficulties associated with them, in the form of posts
or messages. From these sources, we can get good information about the mood of
those patients, which will further help us with their treatment. After applying the
necessary pre-processing to this data, we can apply sentimental analysis methods,
which will help us predict the positive or negative emotions of cancer patients on
these online platforms. We can give better psychological support to these patients
after analyzing their mental health. So, our objective is to design a model capable
of identifying such actions, as among all the cancers we are working on, five have
the lowest survival percentage.

Keywords: Sentimental Analysis, Psychological Support, Cancer Patient, SBERT,
RNN, GRU, LSTM, Few Shots, Emotional Valence, and Arousal.
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Chapter 1

Introduction

1.1 What is Emotion Detection?

Recognizing a person’s emotional state, such as rage, perplexity, or dishonesty, across
voice and nonvoice mediums is the process of mood detection. The most popular
method examines the speech signal’s properties and any accessible word used as an
extra input. Additionally, mood detection is the precise determination of an indi-
vidual’s emotional state based on surrounding data. When a better understanding
of a text’s underlying tone is required, we often discover that emotion analysis has
a substantial impact on business choices. This technology has gained popularity as
a result of enhanced text analysis using NLP, machine learning, and computational
linguistics to extract emotion and satisfaction significance.

1.2 Significance of Using Emotion Detection

Emotions play a vital role in the communication between consumers of various cul-
tural languages during digital interactions. In general, there are six sorts of emotions:
delight, astonishment, disgust, rage, melancholy, and dread. The communication
of emotions via plain text, texts, tweets, and the like is generally casual and un-
structured. Consequently, the requirement to expand our perspectives to recognize
emotions from such text data has expanded dramatically. Detecting complicated
emotions from enormous data volumes has become a severe difficulty for anyone
working with data. Emotion detection identifies and depicts correct conclusions and
emotions by using sophisticated computer approaches to effectively evaluate internet
information.

1.3 Methods of Mental Health Recognition

There really are four distinct strategies for text-based mood classification, listed
below:

• Keyword Spotting Method

• Lexical Affinity Procedure

• Learning-Based Approach
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• Hybrid Based Approach

Figure 1.1: Emotion Detection Methods[20]

1.4 Analyzing Mental Health using NLP

Natural language processing (NLP) is a computer-aided method for text analysis
based on a collection of concepts and a collection of technologies. It focuses on the
interconnections between computers and (natural) human languages. NLP presents
texts derived from natural language at one or more levels of lingual analysis to attain
human-like language processing for a number of activities or tasks.

NLP has two techniques for analysis. They are:

1. Keyword Analysis or Pattern Matching Technique

2. Syntactic-driven Parsing Technique.

Figure 1.2: Flow Chart for Keyword Analysis

From Figure 1.4, we can see that the lowest accuracy rate is 88.40% and the highest
rate is 99.08% for mood detection. So, we can say that by using Natural Language
Processing (NLP), we can get a successful accuracy rate for detecting human mood.
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Figure 1.3: Research in text-based mental health detection[9]

Figure 1.4: Recognition rate for emotion detection[16]

1.5 Problem Statement

The research is to address: “The problem is to identify the mental health of can-
cer patients with the lowest survival percentage using natural language processing
techniques so that we can get an idea of their mental health”

1.5.1 Description of the problem

We all know that cancer treatment is a lengthy and arduous process. Everyone
around them is focused on improving their physical health via chemotherapy, ra-
diation therapy, and a variety of other cancer-fighting therapies. But we are quite
worried about what is going on in their heads during this depressed period of ther-
apy. Determining the state of their mental health is also an important aspect of
their therapy. So we aim to forecast the emotions of cancer patients with the low-
est survival rates using data from social media, which will help us take better care
of these patients. According to research conducted in the UK, the following can-
cers have survival rates below 60%: brain cancer (12.8%), liver cancer (13%), lung
(17.6%), leukemia (55.4%), and colon (57.7%) [17]. We collected our text data from
three main social platforms, which are Reddit, Health Board, and Daily Strength,
and further analyzed and annotated our data by arranging it with its valence and
arousal states.
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1.6 Research Objective

Our objective for the paper is to

• Construct a natural language processing (NLP)-based method for assessing
the mental health of cancer patients with the lowest chance of survival.

• Classify the emotions according to their mental states.

• Maximize the precision and accuracy of the detection.

• Concentrate on faster prediction, resulting in greater time efficiency.

• Publish and disseminate our manuscript to computer science students so that
it may be useful for their future research.
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Chapter 2

Literature Review

The wide and comprehensive research on mood detection conducted by researchers
from across the world is vast and exhaustive. Multiple researchers all around the
globe are giving emphasis to developing a more precise technique for recognizing
the emotional state of a human being. Basically, we will try to find out if a brain
cancer patient is suffering from depression, anxiety, illness, etc. Moreover, we will
do it text-based by extracting and predicting analyses of the reviews.

MATLAB 2016b, Support Vector Machine (SVM), K-Nearest Neighbors (KNN),
Decision Tree (DT), and Ensembles were used in the work [3]. First, the authors
collected data about depression-related postings through Facebook and other social
media sites. They used NCapture to gather data from Facebook since it was impos-
sible to determine whether or not Facebook users had posted comments. However,
they evaluated the effectiveness of Facebook comment detection using the afore-
mentioned categorization techniques. According to the results of the investigation,
Decision Tree is the most effective model overall. KNN delivers the maximum ac-
curacy, while Decision Tree offers the highest recall and F-measure for the category
of depression-related comments from Facebook users. The decision tree delivers
the greatest outcomes in terms of accuracy, recall, and F-measure, just as it does
with linguistic style. The investigation achieved between 60 and 80 percent accuracy.

The authors of the research [8] intended to identify depression-related messages on
the social media site Reddit. They used machine learning and Natural Language
Processing (NLP) techniques to train the data and evaluate the efficacy of their
proposed approach. In addition, they identify a lexicon that is more prominent
in depressive tales. The results reveal that the performance precision of their pro-
posed technique may be significantly enhanced. With an accuracy of 80% and 0.80
F1 scores, respectively, Bigram and the Support Vector Machine (SVM) classifier
are the best single features for detecting depression. With 91% accuracy and 0.93
F1 scores, the Multilayer Perceptron (MLP) classifier performs best in identify-
ing depression, highlighting the strength and usefulness of the combined features
(LIWC+LDA+bigram).Their study reveals that judicious feature choices and their
varied feature combinations may lead to greater performance gains.

The research [12] focuses on predicting a person’s emotional state based on shared
postings and language from social media sites. Various posts, messages, and pho-
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tographs from Facebook, Instagram, and other platforms were gathered for this pur-
pose. However, they primarily focused on employing a Twitter dataset to measure
people’s sadness from their postings. For this objective, many classifiers are utilized,
including the decision tree technique, the random forest approach, the assist vector
machine method, the naive Bayes approach, and a suggested hybrid algorithm. It is
found that the suggested hybrid method, which is a fusion of assist vector machines
and naive Bayes, outperforms the separate classifiers in terms of accuracy. More
variation factors are included in the suggested method to fine-tune the performance
measure.

Another fantastic piece of research [2] investigates the sentimental analysis of data
from social networking platforms, which is able to decipher the underlying emo-
tional undercurrent of a string of words or texts. The purpose of this analysis is to
determine whether the tone of the text is positive, negative, or neutral in order to
gain additional insight into how well we can anticipate a person’s level of depression.
They primarily focused their analysis on the Twitter dataset and the 20 newsgroup
datasets, both of which were used to assess the effectiveness of their methods. In
the process of preprocessing the data, a number of steps were carried out, including
tokenization, the elimination of stop words, and stemming. Approaches based on
meta-learning or voting can be utilized in order to train the dataset. This strat-
egy utilizes multiple classifiers and selects the resulting label based on which one
receives the most votes. The nested voting operator employs a majority rule for
classification and regression, on top of the predictions made by the inner learners.
Classification methods such as the support vector machine (SVM), the Naive Bayes
algorithm (NB), and maximum entropy were used for the internal learners (ME).
Results show that the Support Vector Machine (SVM) outperforms the Naive Bayes
and Maximum Entropy classifiers. The results produced using SVM are 91% accu-
rate, those from Naive Bayes are 83% accurate, and those from Maximum Entropy
are 80% accurate.

Moreover, in the study [1], the authors used Twitter feeds to analyze user emotions
with a focus on sadness. For analyzing emotions, they mostly employed NLP and
machine learning methods. In addition, they enhanced the efficiency of their sug-
gested method. Through the social media site Twitter, the data is being analyzed.
This work employs the Naive-Bayes and Support Vector Machines classifiers in order
to detect tweets that exhibit indications of mental discomfort and sadness. SVM
was outperformed by Multinomial Naive Bayes, which had an F1 score of 79.73 as
opposed to 83.29 for SVM. According to their analysis, the count of false positives
may be minimized by appending a level of expert recommendations to the model.
This would boost the accuracy of recognizing depression using sentiment analysis.

Following Paper [6], Their primary objective is to develop efficient methods for rec-
ognizing emotions from diverse sources, including text and voice. In this paper,
they examined the research done on categorizing emotions based on text and voice.
In their research to improve accuracy, they have applied several word-based and
sentence-based methodologies, machine learning, natural language processing tech-
niques, etc. The study compared the efficacy of keyword-based and machine-learning
algorithms for recognizing emotions to see which method was more effective for var-
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ious types of datasets. This study utilizes nonlinear and linear classifiers, such as
GMM, SVM, and HMM, to categorize utterances into feelings with the purpose of
finding those that exhibit indicators of mental distress and sadness. In addition,
hybrid and ensemble systems are applied to achieve superior outcomes. Hybrid sys-
tems tend to perform better than systems that rely solely on a single information
source. It appears that individual classifiers perform less effectively than ensemble
systems. They are working on developing a model that can evaluate multiple emo-
tions in a single message and comprehend the motivation behind a feeling.

In another noteworthy study[10], the major goal of their research is to create an
application that scans Twitter users’ postings to diagnose personal sadness using
machine learning. This program informs the user about their previous emotional
state based on their present feelings and assists them in taking appropriate action.
They collected data from Twitter postings using Python and JSON. The system
used Naive Bayes as a machine learning method, NLP as a Lexicon-based method,
and Feed Forward neural network as a Deep Learning method. They also employed
the SVM classifier in conjunction with the Naive Bayes to close the gap between
positive and negative accuracy. After retrieving the database results, the system
will assess the tweets in three models, delivering anticipated sentiments as Neutral,
Negative, or Positive. The system will use the positive anticipated expected average
sentiment if it returns two positive outcomes and one neutral or negative output,
just as it would if two negative outcomes and two neutral outcomes were returned.
After processing 10,882 tweets from Twitter, containing both English and Malay
tweets, the Naive Bayes algorithm achieved an accuracy of 0.68, whereas the NLP
achieved an accuracy of 0.64 since they could only deal with English tweets. Feed-
forward Neural Network, on the other contrary, attained a precision of 0.72 since it
could deal with both English and Malay tweets.

According to a different paper [5], both unsupervised and supervised approaches
were used to identify the sentiments of tweets and short message services, respec-
tively. Unsupervised approaches were applied to various datasets of Twitter posts,
while supervised approaches were applied to datasets of text messages or SMS. Es-
sentially, positive, negative, and neutral data were utilized as outcomes to determine
the moods of the datasets. Various machine learning methods, including Support
Vector Machines, Maximum Entropy, and Multinomial Naive Bayes (MNB) were
used to identify the sentiment of tweets and evaluate the efficacy of different feature
combinations. In this study, the unsupervised strategy achieved an accuracy of 80.68
percent, whereas the supervised or lexicon-based approach achieved an accuracy of
75.20 percent.

In accordance with the paper [4], this method of diagnosing human depression us-
ing facial characteristics was developed. Following is a study in which the authors
provide a method for recognizing faces, and demonstrate how this may be used
to infer information about a person’s emotional state. They employed image pro-
cessing methods, which can be performed on a real-time basis or in the format of
VDO files from CCTV cameras. This data may be obtained from the cameras.
To begin, they separated the aspects of the psychological state into the three cat-
egories of learning, emotions, and patterns of behavioral expression. These are the
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categories. They have categorized the several ways in which people convey their
emotions, including facial expressions, gestures, and noises. A study on psychoed-
ucational literacy communication found that voice communication had only a 7%
emotional impact, while voice communication had a 38% emotional impact. This is
in comparison to the 55% emotional impact that facial expressions have, indicating
that human facial expressions are the most important factor in identifying emotions.

The study in [7] centers on emotion detection and prediction exploiting users’ daily
behaviors. According to S. Pouneh, Z. Min, and M. Shaoping (2018), studies have
shown that our daily activities and mood states are influenced by our mood states,
but this isn’t the only method. Our daily activities have an impact on our mood
as well. In this study, they employed ”lifelong” user data to identify and fore-
cast users’ moods. The emotional states presented in this essay are grounded in
Thayer’s two-dimensional theory of mood. This study is the first to thoroughly
examine the physical information gleaned from lifelog and how it relates to factors
that influence mood, such as biometrics, physical activity, sleep patterns, food, and
the user’s surroundings. Their study shows that the links exist and are significant.
Lifelogging is the practice of digitally documenting a person’s everyday activities
for a number of reasons and in great detail. Such information can be maintained
to track daily activities and enhance the quality of the human experience. This
lifelogging technology has already been used to recollect human memories and fore-
cast and diagnose health risks. Utilizing mobile applications and wearable sensors,
the lifelog data is automatically logged. The first stages include data extraction,
preparation, and preprocessing. Some of them are data shifting based on sleep and
waking time, summarization, and feature normalization. Then, they acquired a
number of characteristics and classified them into six sections, including biometrics,
actions, proximity and surroundings, dietary habits, consumer history records, and
sleep statistics. Every morning, life loggers manually identify the data according
to Thayer’s two degrees of mood. The primary objective was to predict the user’s
mood in 2 dimensions which are valence and arousal detecting the user’s mood in
two dimensions using lifelog data from today. For the sake of coherence following
data extraction, we shifted the data in two directions which are one for emotion
prediction and emotion detection. They reasoned that the more time passes be-
tween an activity or biometric collection and going to bed, the less of an impact
it will have on one’s mood the following morning. There are better indicators of
the mood label provided by the user in the case of mood detection, where the ac-
tions and documented biometric identification are relative to the wake-up time and
thus labeling. Then the feature was normalized. Moreover, they labeled features
of multiple attributes according to a table which includes Sleep Data, Activities,
Surroundings, etc. They used Adaptive Boosting in conjunction with SVM and
C4.5 decision tree generators to train the models. Due to data limitations, they
did not use any deep learning algorithms. For this study, lifelog data from one of
NTCIR13’s lifelog datasets and data collected on five volunteer life loggers were
used. The users hail from various nations. Five users including user 1 from the
NTCIR13 dataset contribute 25 days of data, and user 6 contributes 175 days of
data, for a grand total of 300 instances that have been labeled. The data contains
biometrics, activities, User’s Environment, Diet, Sleep, and daily mood labels. The
following accuracy was observed in SVM, it was around 82.53% and for C4.5 it was
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around 81.04%. The challenge of the research was that there was no adequate data
for research, and since the users are from different places, the data varies according
to their surroundings. However, they want to overcome the challenges in the future
through more data and also increase the number of parameters accordingly.
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Chapter 3

The Dataset

3.1 Dataset Type

The objective of our study is to conduct sentiment analysis on the mental health
of individuals diagnosed with cancer. The extracted data from the aforementioned
posts are in the form of textual content. The individual seeks to communicate their
mental state through various social media platforms, in order to seek some mental
help or suggestions. Therefore, we could gather approximately ten thousand textual
data. So, text dataset will be our area of focus.

3.2 Dataset Collection

For our study, we need the postings of the patients, from which we will analyze
the emotions associated with them; thus, we scraped the posts of the patients and
their caregivers mostly from Reddit, Daily Strength, and the Health Board. These
are some of the forums where patients, together with their friends, family members,
or caregivers, communicate their ideas, thoughts, pains, and other emotions they
experience throughout their cancer journey. Our first goal was to find out which
types of cancer, such as brain, colon, liver, lung, and leukemia, had the lowest
survival rates. Consequently, we obtained unprocessed data from the comments of
individuals diagnosed with these malignancies, and we can guarantee that we did
not rely on datasets from other resources.

3.3 Data Analysis

We gathered about 10,087 posts from the aforementioned social forums. Further
analysis revealed that there were 875 cases of brain cancer, 2122 scenarios of colon
cancer, 3083 occurrences of liver cancer, 1054 instances of leukemia, and 2952 lung
cancer cases.
After reviewing all the entries in our dataset, we determined that the greatest length
of a post is around 613 words, while the shortest length is just 3 words. Therefore,
the average post length is 308 words. In addition, we divided the feelings of patients
gleaned from their postings into three primary categories: positive, negative, and
neutral. When we recognized a negative emotion in a post, we assigned it a number

10



Figure 3.1: Percentage of Comments Collected from Reddit, Health Board, and
Daily Strength

of -1 or -2 depending on its intensity, and when we found a positive sentiment, we as-
signed it a score of 1. Negative emotions include sorrow, despair, worry, and concern,
while positive emotions include hope, curiosity, offering guidance, and being joyful
or content. Posts that looked to be advertisements/needed advice/confused/others
were categorized as neutral and assigned a score of 0.
A total of 2,373 data were manually annotated from a sample of 10,087 posts. The
posts were categorized based on their respective conveyed emotional states, namely
positivity, negativity, or neutrality. The positive posts were assigned a score of 1,
whereas the negative posts were assigned a score of -1 or -2, depending on the degree
of severity. Posts that conveyed extreme sadness or depression were assigned a score
of -2, while negative posts that only conveyed anxiety or concern were assigned a
score of -1. The following is a data representation consisting of 500 scored data out
of a total of 2373 annotated data.

3.4 Data Representation

In this study, we collected raw data for analysis from three different platforms. After
that, we had to combine all these data for getting a proper representation. These
data were initially classified into two divisions: 1) Arousal and 2) Valence.

3.4.1 Arousal, Valence

Arousal:Arousal refers to a state of physical and mental wakefulness or the activa-
tion of sensory organs to the point of perception. It includes turning on the brain’s
”ascending reticular activating system” (ARAS), which regulates the sleep-wake cy-
cle, the endocrine system, and the motor nervous system. This results in elevated
heart and blood pressure as well as a sensory state of acuity, desire, agility, and
reaction. Some examples of arousal could be happiness, sadness, anger, etc.

Valence:The emotive quality of valence, also known as hedonic tone, refers to the
inherent attractiveness or goodness, or positive or negative valence, of a situation,
an item, or an event. An example of emotions that indicate ”negative,” such as
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Figure 3.2: Emotional Valence of our scored data

anger and fear, have a negative valence, and ”positive” emotions could be happiness
and laughter.
For the pre-analysis part, we arranged the data in their respective arousal and
valence states. For the (Arousal: Valence) representation, we chose:

Valence Arousal
Very negative -2
negative -1
neutral 0
positive 1

Table 3.1: Arousal/Valence Relation

In the above, arousal indicates the intensity of that particular emotion. The value
(-2, -1, 0, 1) in the column ”Valence” means (very negative, somewhat negative,
neutral, somewhat positive, or very positive). A graphical representation of how the
data were arranged in an Excel file is shown below:
In this manner, we arranged posts related to each of the cancer diseases that have the
lowest survival rate. After that, each member of our group scored the arousal rate
of the first 200 posts for each cancer disease individually. After anonymous scoring
by each of our members, we calculated the number of negative, neutral, and positive
scored posts separately for each cancer disease. After scoring and calculating, we
found the following information:
The total numbers of positive, negative, and neutral scores are 219, 398, and 392,
respectively. From the above analysis of the score, we were able to get an average
of around 44 positives, 80 negatives, and 78 neutral emotional valences.
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Figure 3.3: Sample Data Representation

Cancer type/disease Positive Negative Neutral
Brain 32 131 37
Lung 33 83 84
Leukemia 37 73 94
Liver 48 84 72
Colon 69 27 105

Table 3.2: Scored results of first 200 data of each cancer patient

3.5 Data Annotation

For our further work, we labeled the data as follows:

• Sad/Depressed: The posts which expressed suffering, pain, frustrations, or
which seemed like someone was venting out their grievances

• Anxiety/Concerned: It consists of the posts which indicate that a patient
or caregiver is in panic or tense for some physical condition

• Hope/Curious to know/Giving Advice: The posts which conveyed some
hope or aim to people or if someone is just curious about something or if
anybody is giving a piece of advice to the people

• Happy/Satisfied: In most cases, when someone successfully fought against
cancer or made some progress in their cancer journey, the posts depicted a
happy/satisfied emotion

3.5.1 Cohen’s Kappa Score

The Kappa score is a metric utilized to quantify the degree of agreement or dis-
agreement between two human reviewers when assessing subjects. This method is
utilized to assess the efficacy of a machine learning classification model by taking
into account the level of agreement between two raters in terms of perfect agreement
and chance agreement. In our study, the posts pertaining to a particular type of
cancer were evaluated through pair scoring by two members of our research team.
Both individuals obtained scores in accordance with our established scoring sys-
tem. Subsequently, we assessed the level of concordance or discordance among them
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through the utilization of Kappa’s coefficient. The following scores were obtained
through the implementation of Cohen’s Kappa:

Figure 3.4: Kappa’s Score Between Two Raters

A Kappa coefficient ranging from 0.4 to 0.6 denotes a moderate level of concordance
between two assessors, whereas a coefficient lower than this range indicates a slight
level of concordance. Based on the aforementioned scoring, it is evident that there
exists a moderate level of agreement among the pairs of raters (1,2), (3,4), and (4,5).
However, the level of agreement is considerably lower between the pairs of raters
(2,5) and (1,3). To address this matter, it is necessary to enlist the services of a
third reviewer who is commonly referred to as a meta-reviewer. The meta reviewer
will assign a single score to a post in the event of disagreement between two raters,
by selecting one of the scores provided by the raters.

3.5.2 Meta review

The collected posts consisted of five categories of cancer in total. Each category of
cancer post was annotated by two of our members. The posts were gone through
and scored between the numbers -2 to 1 that is -2,-1,0, and 1. Based on the feelings
it portrayed, these scores were assigned. According to the intensity, entries that
appeared to be expressing grief, suffering, or depression received a score of -1 or -2.
On the other side, comments that expressed some happy emotions were rated posi-
tively and given a score of 1. Positive emotions include feelings of relief following a
cancer battle or a sense of accomplishment after making progress in cancer therapy.
Some messages expressed no emotion at all; instead, they were merely questions,
medication names, or strange advertisements. These comments received a score of
0 and were classified as neutral.

After the pair scoring of specific cancer posts was done by two members, then the
same cancer posts were reviewed by a third member of our group. After reading
each message, the third person scored it by choosing a number between the prior
scores of the first two members. He or she will give this score based on which of the
previous two scores seemed more accurate based on the emotions conveyed by the
post. In this manner, all five categories of cancer posts were meta-reviewed by our
members. 2373 posts were hand-annotated as well as meta-reviewed.
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3.6 Data Preprocessing

We need to prepare and filter the raw data for further analysis and the running
of the classifiers. Because the data was accumulated from social media postings,
there will be multiple superfluous terms in this data. So, first, we lowercase all
of the phrases, and then we tokenize all of the sentences by normalizing texts and
managing punctuation. After that, we eliminate stopwords, and our data is ready to
be processed for future work. Then we utilize Fasttext and TF-IDF as pre-processing
techniques before passing data to the classifiers for further processing.

Figure 3.5: Data Pre-Processing and Procedure

The following pre-processing has been done within our dataset so that machine
learning models can be implemented through it:

• Several posts contained personal email addresses of individuals. These data
are considered to be irrelevant and do not contribute to the achievement of our
mission. Consequently, all email correspondences were expunged to maintain
the cleanliness and efficiency of our system by eliminating extraneous data

• Within the compiled posts, we encountered specific HTML tags. The afore-
mentioned tags are often regarded as extraneous data as they do not effectively
communicate any emotional states. As a component of the data cleansing pro-
cedure, it is necessary to eliminate the tags

• To ensure uniformity in the presentation of characters, all textual content of
the dataset’s posts has been converted to lowercase

• The posts included extraneous characters that were not pertinent to our pre-
dictive objective. The special characters were eliminated from the posts to
preserve only the significant textual content

• For data cleansing purposes, several accented characters that were present
were eliminated

• All the verbs with past, continuous, or any other forms were transformed to
their base form for ease of implementation of the models
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3.7 Pre-processing Techniques

3.7.1 Fasttext

Word embedding is the process of converting the meaning of a word or sentence into
a vector that may then be used in mathematical computations. It creates vector
representations of words with connected meanings. It also helps the model better
represent the grammatical meaning of the word. To make predictions, we must use
machine learning models on the postings we have gathered. Therefore, in order to
make these posts machine-readable, we need to transform them into numbers. Al-
though there are several approaches to word embedding, fasttext word embedding
works best with our challenge and dataset.

Fasttext is one of the word embedding techniques that enhances the depiction of
morphologically rich language. The unit on which fast text provides embeddings
is character N-grams instead of words, representing words as the average of these
embeddings. Here N is a hyperparameter that usually ranges from 2-6. In this
process, we are breaking apart a word by taking N characters at a time. After
the character N-gram representation of a word is accomplished, then the skip-gram
model is implemented to learn the word embeddings. As the internal framework
of the word is not taken into account, it is considered to be a bag of words model
featuring a sliding window over a word. It is an extension of the word2vec model.
So, its architecture is similar to that of word2vec, which uses CBOW and Skip Gram
to determine the vectors.

Figure 3.6: FastText components

3.7.2 CBOW(Continuous Bag of Words)

When given the sentence’s context as input, a continuous bag of words (CBOW)
predicts the target words. By expressing the words in a numerical vector space
during the prediction process, it learns the word embeddings. Three layers, including
an input layer, an output layer, and a hidden layer, make up the continuous bag of
words’ basic architecture. The context of the word is provided as input to the input
layer. The input vectors are the representation of one hot encoded vector, where
each element of the vector represents a distinct word. The target word is finally
predicted by the output layer once the hidden layer, a dense layer that learns word
embeddings from contexts, has learned all the word embeddings.
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Figure 3.7: CBOW Architecture

3.7.3 Skip-Gram

In contrast to the CBOW architecture, skip-gram outputs the context of the target
word when the target word is given as input. It is one of the techniques used in
unsupervised learning to identify the words that are most related to a given word.
It is a bit more difficult compared to CBOW as multiple target words are to be
determined concerning a single target word. Similar to CBOW, it also has three
layers, an input layer, a hidden layer, and an output layer. The target word is given
as input in the input layer. The dot product between the input vector and the
weight matrix is conducted in the hidden layer with no application of the activation
function. Then the output layer is given the dot product of the hidden layer. The
output layer further calculates the dot product between the hidden layer’s output
and the weight matrix of the output layer. Finally, the most probable context words
are determined by applying the softmax function.

Figure 3.8: Skip-Gram

17



3.7.4 Advantages of using FastText

Some of the advantages of fasttext that we implemented on our dataset are:

• It captures more fine level and more granular information of the words which
can’t be acquired through typical embedding processes like Word2vec, and
Gloves

• Fasttext has the capability to address the issue of Out of Vocabulary Problems,
commonly referred to as OOV problems. The issue of out-of-vocabulary arises
when certain lexical items emerge that were not included in the training corpus
and are therefore absent from the lexicon of the model. Within the context of
word2vec, words that were not included in the training phase are designated
as out-of-vocabulary (OOV) words. The out-of-vocabulary (OOV) issue is ad-
dressed to a significant degree in Fasttext. The model can promptly recognize
an unknown word by leveraging its prior exposure to small portions of the
word through other words in the vocabulary. This eliminates the challenge
of encountering out-of-vocabulary issues, a prevalent concern encountered by
alternative text embeddings

• Fasttext is our first choice because we want to train a custom embedding for our
domain. Our dataset contains many medical-specific or other scientific terms
related to cancer. It becomes difficult to train such models with standard
models like Bert or word2vec. In this case, we have to train our own custom
model and the best choice is to implement fasttext embedding

• Fasttext is lightweight. So, we need fewer resources on it and we get a solid
baseline in our first attempt. Therefore, it is worth the effort to train the
model with fasttext rather than another accessible embedding method

3.8 TF-IDF

TF-IDF: The process of vectorizing text known as Term Frequency-Inverse Term
Frequency (TF-IDF) is widely used in the domains of Natural Language Process-
ing and Information Retrieval. The TF-IDF method enables the establishment of
a correlation between individual words within a given document and a numerical
value that denotes the significance of each word in that particular document. This
approach involves ascertaining the significance of a term in a given document in
relation to a corpus or set of documents. Each term within a document is converted
into numerical values to determine its significance. The TF-IDF methodology con-
fers a numerical value to a given term or converts it into a vector by computing
the product of the term’s term frequency (TF) and the inverse document frequency
(IDF).

Term Frequency(TF): The ratio of the number of times a particular word appears
in a text to the total number of words in the document is referred to as the the term
frequency of that particular word.
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TF =
Number of times term t appears in a document

Total Number of words in a document
........(i)

Inverse Term Frequency(IDF): The IDF of a term is the proportion of docu-
ments in the corpus that contain the term. Through this calculation, words that are
unique or contains in a smaller percentage receives higher importance whereas the
words which occur more frequently receive lower importance.

IDF = log(
Number of documents

Number of documents with term t in it
)........(ii)

The TF-IDF value of a word is calculated by multiplying its TF and IDF value.

TF − IDF = TF ∗ IDF........(iii)

As an illustration, consider the following three sentences: sentence 1, ”Beautiful
nature”; sentence 2, ”Beautiful scenery”; and sentence 3, ”Nature scenario beau-
tiful.” In order to determine the Term Frequency (TF) of the words ”Beautiful,”
”Nature,” and ”Scenery” within three given sentences, the frequency of each word
will be calculated by dividing the number of times it appears in each sentence by the
total number of words in that sentence. Regarding the IDF, a logarithmic function
is employed to calculate the ratio of the total number of sentences to the number
of sentences that contain the specific word. In this particular instance, the total
number of sentences is 3. Regarding the sentiment analysis of the text, the loga-
rithmic function of the ratio (3/3) will be applied to the category ”Beautiful”, as
there are three sentences in total and the term ”good” appears in all of them. For
the ultimate result, the TF will be multiplied by the IDF.
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Chapter 4

Methodology

4.1 Gated Recurrent Unit (GRU)

The Gated Recurrent Unit was created as a solution to the problem of vanishing
gradients in conventional recurrent neural networks. Given their structural simi-
larities to LSTMs, GRUs can be thought of as a form of LSTM and even achieve
similar results in certain circumstances. When an ordinary RNN’s gradient stops
decreasing, the update gate and reset gate must be operated by GRU to restore the
lost information. The information that will be transmitted to the output is largely
determined by these two vectors. They are special because they can be trained to
remember details from the past without the effects of time passing on the data, as
well as to extract details that are irrelevant to the estimation.

Figure 4.1: Workflow of GRU[15]

Update gates, reset gates, and current memory gates are the three distinct varieties
of gates used in GRU. The amount of data from the past that must be used to make
predictions is set by the update gate. However, the model employs the reset gate
to determine what, if any, of the previous data to forget. The current memory gate
is often disregarded during discussions on Gated Recurrent Unit Networks. In the
same way that the Input Modulation Gate is a part of the Input Gate, the Zero-
mean Input Gate is a part of the Reset Gate. This makes the input nonlinear. First,
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calculate the update gate (zt) for the time step.

zt = σ
(
w(z)xt + v(z)ht−1

)
........(i)

The input vector for this network node process is denoted by xt. Their parameter
weight matrices (Wz) are multiplied by it. h(h(t1) means that it stores the data from
the previous unit and multiplies it by that unit’s mass. This means that t1 must
be some kind of storage system. After the values of the parameters are combined,
sigmoid activation function is applied. In this case, sigmoid function would return
numbers between 0 and 1.
Similar to the update gate formula, the reset gate formula utilizes a gate and weights
that are different from the original.

rt = σ(w)(r))xt + U
(r)

ht − 1........(ii)

Here, xt and ht serve as inputs, and the sigmoid function is applied after being
multiplied by their respective weights and added together Using this method, we
can determine the state of the memory gate. At the outset, a weight U is applied
to the input xt and a weight U is applied to the output ht. Solve for the Hadamard
product of the reset gate r t and Uht, element by element (t − 1). Here you may
choose which time steps to deduct from the previous ones. The tanh nonlinear
activation function is applied to the combined outcomes of steps 1 and 2. Finally,
the network must compute ht at the current time step in the final memory. The
update gate is required in this situation. The current unit’s data will be stored
in and sent from the network through this vector value. The collected data will
be selected based on what is now stored in memory (h′t) and what was collected in
earlier timesteps (h′) (t−1). Component multiplication (Hadamard) is performed on
the update gate and h(t-1) and then added to the Hadamard product of (1−zt) and
h′(t). The model’s best guess for the update gate vector value is 1. In this instant
in time, 1 − zt is quite close to zero, thus we may safely disregard the remaining
feedback.

Figure 4.2: Final Memory Content [19]
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Subsequently, zt is accustomed to compute 1 − zt, which is then added to h′t to
generate results.h(t − 1) and zt are used to compute the Hadamard product. The
output of the product is supplied into the pointwise inclusion with h’t to generate
the concealed state’s end outcome.
The GRU and its gating method are briefly described in this guide. A model keeps
proper information and communicates it to the next time step to avoid disappearing
gradients. GRU excels in difficult tasks including speech recognition and synthesis,
natural language processing, and deep learning.

The dimensions of the embedding vectors and the number of classes in the classifi-
cation dataset are indicated by the hyperparameters embedding dim and class num,
which were initially used to train our data. Then, a sequential model was initialized
with a Keras sequential class. The model is then given the embedding layer, which
is used to produce word embeddings to convert each input word into a dense vector
representation. The output dim parameter, which controls the dimensionality of the
embedding vectors, is set to embedding dim, while the input dim parameter, which
specifies the vocabulary size, is set to num words. The embedding process is ter-
minated by setting the trainable option to false. After the embedding layer and in
between the GRU levels, dropout layers are added. This dropout is a regularization
approach that, in order to avoid overfitting, randomly sets a function of input units
to 0 during training.
Three GRU layers are added to the model, each of which is configured to return
sequences and has a predetermined number of units (200, 300, 200). A GRU is
a kind of recurrent neural network (RNN) that can record sequential data and is
often used for problems involving sequence modeling. It is next essential to link the
GRU layers to the dense layer, and they are added to the model. The first layer
has 100 units and employs ReLU activation functions. A flattening layer is then
added to the model, flattening the output of the previous layer into a vector. The
ReLU activation function is also used in the second dense layer, which comprises 64
units. The final dense layer, which makes use of the softmax activation function and
contains class num units, generates the probability distribution over the classes.
The model summary is printed by the model 3. summary() function, which also
displays the kinds of layers, output shapes, and the overall number of trainable
parameters. In order to produce predictions based on the learned representations,
the model architecture seeks to capture the sequential patterns in the input text.

4.2 Few-Shot Learning

Few-shot learning is a specialized area within the broader field of machine learning
and deep learning that seeks to impart the ability to AI models to learn from a
limited quantity of labeled training data. Few-shot learning aims to facilitate the
ability of models to extrapolate to unique, unobserved data instances by leveraging
a limited set of samples provided during the training phase[13].

A significant obstacle in the field of machine learning pertains to the requirement
for substantial quantities of training data that possess a balanced distribution of
training samples in order to effectively train models. Machine learning models are
capable of generalizing to new and unseen data samples based on their training with

22



Figure 4.3: Illustration of Few Shot Classifier

large datasets. However, in practical scenarios, acquiring significant quantities of
standardized data can prove challenging and require a considerable amount of time.
Few-shot learning is a technique that is utilized in this context. This facilitates the
utilization of machine learning algorithms with a limited amount of training data.
Subsequently, the model acquires knowledge from a limited set of structured data
and proceeds to label the remaining unstructured data samples.

Given that our dataset consists of textual data, we have selectively annotated 2,100
out of 10,000 data samples to facilitate the implementation of a few-shot learning
algorithm. The purpose of this approach is to enable the algorithm to learn from
the annotated data samples and subsequently annotate the remaining data samples.
The manual leveling of 10,000 data samples is a laborious and challenging task. By
employing few-shot learning techniques, it is possible to classify the remaining data
samples[18].

4.2.1 Sentence Transformer (SBERT)

The Python library known as Sentence Transformer is capable of generating ad-
vanced embeddings for sentences, text, and images. These embeddings can be uti-
lized for classification purposes employing cosine similarity between embeddings.
This approach is particularly useful for identifying sentences with similar meanings,
thereby facilitating semantic textual similarity, semantic search, and paraphrasing.

For example, we have employed four distinct divisions. Classes are: very negative,
neutral, and positive, with 404,896,841 and 231 leveled data, respectively. Then, we
developed a classifier using this minimal data. We created embeddings of our labeled
dataset and, during inference, measured the distance between the new dataset and
the embeddings of each category to determine its classification. During the process
of generating embeddings for our dataset using SBERT, the dataset was segmented
into multiple sentences. This is because SBERT operates at the sentence level, pre-
serving contextual information and making comparisons accordingly. The SynTOK
Library was employed to segment the document into numerous sentences and apply
various regular expressions to partition the dataset into a sentence list.

Now that we have the list of phrases for the dataset, we will use SBERT to extract
the embeddings. In this study, the all-minilm-l6-v2 model was employed in the
algorithm, as this is faster and gives decent accuracy.
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Figure 4.4: Flowchart of dataset embeddings

4.2.2 all-MiniLM-L6-v2

The all-MiniLM-L6-v2 sentence transformer is a neural network model that has been
specifically developed to produce sentence embeddings of superior quality. Sentence
embedding refers to a vector representation of a sentence that has a fixed length and
is capable of capturing both its semantic and syntactic meaning. The mentioned
sentence transformer is based on the MiniLM architecture, which is a variant of
the SBERT model that uses fewer layers and parameters while maintaining high
performance. During the training process, the all-MiniLM-L6v2 model is fed pairs
of sentences and learns to make embedding vectors that accurately show how sim-
ilar the sentences are. The model acquires this through training with contrastive
learning, a self-supervised learning objective. Contrastive learning involves training
the model to optimize the similarity between two augmentations of a given sen-
tence. Once the model is trained, it can be used to generate sentence embeddings
for new sentences, and these embeddings can be used for various tasks such as text
classification. The quickness and precision of this sentence transformer render it a
state-of-the-art tool for numerous natural language processing (NLP) applications.
It is trained on a large corpus of text data using the same self-supervised learning
that involves predicting missing words within sentences in order to learn general
patterns of language.

We have used the all-MiniLM-L6-v2 sentence transformer as it is suitable for our
dataset, and this model is better than other variants of SBERT in some ways,

• Architecture: The all-MiniLm-L6-V2 employs the MiniLm architecture, a
model architecture that has been optimized for sentence embeddings and is
known for its high efficiency and effectiveness

• High Accuracy: The all-MiniLm-L6-V2 sentence transformer is able to pro-
duce more accurate vector representations of sentences since it has been trained
on a significant amount of text data

• Versatility: The model exhibits versatility in natural language processing
(NLP) applications, as it can be fine-tuned for a range of tasks, including
sentiment analysis, text classification, and question answering

• Performance: In comparison to all-mpnet-base-v2, the all-MiniLm-L6-v2
sentence transformer is five times faster and provides high quality
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In general, the language model known as all-MiniLm-L6-v2 is a robust tool for devel-
opers seeking to construct sophisticated applications capable of comprehending and
generating responses to natural language processing (NLP) inquiries with heightened
precision and fluency

4.2.3 Data Augmentation

Data augmentation refers to the methods or procedures utilized to artificially ex-
pand the size of the training dataset by introducing modifications to numerous copies
of the pre-existing dataset. This method is primarily undertaken to augment the
dataset’s volume or to integrate greater diversity within it. Insufficient data in the
training dataset can have a significant impact on the accuracy of a machine-learning
model. Collecting new data can be a time-consuming and costly process, further
exacerbating the issue. Therefore, the implementation of data augmentation is nec-
essary in order to mitigate the constraints posed by limited data. Enhancing the
performance and outcomes of machine learning models can be facilitated through
their utilization. The utilization of data augmentation techniques enhances the di-
versity and sufficiency of the data, resulting in improved and accurate performance of
the model. The utilization of data augmentation techniques increases the likelihood
of overfitting the model by producing supplementary training data and subjecting
the model to diverse variations of data.

In our dataset, we have four classes of posts in total which are very negative, nega-
tive, neutral, and positive. We didn’t have proper distribution of data for all of the
four classes which was hampering our model’s performance. We were facing a class
imbalance issue due to limited data in a specific class. Previously, we had 4375 neu-
tral posts, 4112 negative posts, 1155 very negative posts, and only 750 positive posts
after labeling our data with few-shot learning. The number of positive posts was
inconsistent with respect to other classes for which we were facing problems related
to accuracy. After augmenting the dataset, the amount of positive data increased
by 400 and became 1150. Hence, data in four of the classes were balanced.

Figure 4.5: Data Distribution after augmentation
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Chapter 5

Result Analysis

5.1 Precision, Recall, and F1 Score

Precision: Precision can be defined as the ratio of true positives to the total num-
ber of positive instances. The term ”positive predictive value” is also recognised
in academic literature. Precision is employed in conjunction with recall to mitigate
the effects of erroneous positive and negative classifications. The class distribution
might have an effect on the precision. Precision will be reduced if there are a greater
number of samples from the minority group. The level of exactness or quality that
may be achieved is referred to as precision.

Precision =
TruePositives

TruePositives+ FalsePositives
........(i)

Recall: Recall is the measure of how well our model accurately finds true positives.
The term ”true positive rate” is commonly used to refer to this metric. Also, it
evaluates how well our machine learning model can differentiate between false and
true positives inside a dataset.

Recall =
TruePositives

TruePositives+ FalseNegatives
........(ii)

F1 Score: F1 score is a measure that can combine both precision and recall. Due to
the connected trade-off between precision and recall, F1 may be applied to evaluate
the efficacy of our models. A small value of precision or recall would lead to a reduced
aggregate score. Therefore, it aids in achieving equilibrium between the two metrics.

F1 =
2(Precision ∗Recall)

Precision+Recall
........(iii)
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5.2 Result

Our results were evaluated using four distinct methods. The subjects were cate-
gorized into four different categories, namely ”neutral,” ”positive,” ”very positive,”
and ”negative.” The determination of the outcome is achieved by employing diverse
metrics, including accuracy, precision, memory, F1 score, and multiclass classifica-
tion, which are utilized in the analysis of the confusion matrix. The subsequent
outcomes are derived from the utilization of GRU and Few Shot techniques.

Classifications Precision Recall F1 Score
Neutral 0.77 0.80 0.79
Positive 0.50 0.62 0.56
Negative 0.71 0.68 0.70
Very Negative 0.67 0.60 0.63
Macro average 0.67 0.67 0.67
Weighted average 0.71 0.71 0.71

Table 5.1: Few-Shot Result

The total accuracy of the model in the above scenario is 0.71.The macro average is
a metric that denotes the mean level of performance across all classes. Overall, the
macro average of the F1 score is 0.67. Instead, a weighted average is calculated by
adding all the account support from each class. The class’s evaluations are affected
by this. The weighted average value of the F1 score is 0.71.

Classifications Precision Recall F1 Score
Neutral 0.81 0.83 0.82
Positive 0.72 0.39 0.51
Negative 0.71 0.83 0.76
Very Negative 0.75 0.73 0.74
Macro average 0.75 0.70 0.71
Weighted average 0.75 0.75 0.74

Table 5.2: GRU Result

Here, the overall accuracy of the GRU model is 0.75. The F1 score of the macro
average value is 0.71. It is the outcome of the model’s average performance of all
classes. The weighted average of the F1 score value is 0.74 which takes the support
of each class.

5.3 Confusion Matrix

In the context of evaluating the effectiveness of a classification model, a confusion
matrix is employed. This matrix is of dimensions N-by-N, where N denotes the
overall count of target classes. The matrix facilitates a juxtaposition between the
pragmatic objective values and the prognosticate values generated by the machine
learning algorithm. A very common way to solve classification problems is to use a
confusion matrix. This methodology is applicable for classification tasks involving
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both binary and multi-class scenarios. The determination of true values for test
data is a prerequisite for accurate determination.

Figure 5.1: Confusion Matrix[11]

The confusion matrix is a tabular representation that displays the number of cor-
rect and incorrect classifications made by a classifier.. It is used to see how well a
classification model works. A confusion matrix can be used to determine how well
a classification model figures out the calculation of accuracy, precision, recall, and
F1 score. Confusion matrices are mostly used because they can give a model better
success. For instance, assume you have data that has only two classes and 89%
of the data is in Class X and 11% of the data is in Class Y. Also, imagine your
classification model identifies properly all the instances of Class X and incorrectly
identifies all instances of Class B. Here, the accuracy of the model is 85%. On the
other hand, class B is incorrectly classified which is not acceptable.[14].

True Positive: The true positive metric evaluates the effectiveness of the model
in predicting instances belonging to the positive class. The model suggests that
the given instance will yield a positive outcome, and subsequently, this outcome is
observed. Accurately identifying positive cases is a crucial aspect when evaluating
the predictive performance of a model. In practical scenarios, a true positive is
identified when the model accurately predicts the classification of an email as spam.
The true positive rate refers to the frequency with which an instance is accurately
classified into a specific category. Based on the confusion matrix provided, it can
be observed that among the total of 98 actual positive cases, 95 were accurately
predicted as positive, resulting in a True Positive value of 95.

31 3
3 95

Table 5.3: Example of Confusion Matrix

False Positive: When a model incorrectly identifies an instance as belonging to
a certain class, this is known as a false positive. It is also known as a Type 1 er-
ror. False positives occur when our model incorrectly predicts a negative result.
You assumed a negative number, but it turned out to be positive. For example, a
woman tested pregnancy positive but actually she is not. The overall accuracy of a
classification model might be impacted negatively by the presence of false positives.
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False positive refers to the quantity of negative instances, out of a total of 34, that
were erroneously classified as positive. Three of the 64 true negative instances were
erroneously classified as positive. Thus, the value of False Positive is 3.

True Negative: True negatives refer to the outcomes that the model accurately
predicts as negative. How many times have we counted actual negative values and
those values are predicted as negative values? Whenever you predict a negative
value, it is correctly a negative value. A true negative value is correct when there
is a system or tool that has no threat or vulnerability. For example, if an antivirus
software identifies that a file is virus free and it is totally clean it can be consid-
ered as a True negative. A classification model’s accuracy may be evaluated in part
by counting the number of false negatives it produces. In most cases, good model
performance is indicated by a high number of true negatives. There were 34 true
negatives, and 31 of them were accurately predicted. In this case, the true negative
has the value of (31).

False Negative: In the context of predictive modelling, the term ”false negative”
refers to the situation where the model predicts a negative outcome, while the ac-
tual outcome is positive. It is also known as Type 2 error. For example: When
an antivirus program fails to detect a virus in a file, although the file is infected.
Computer systems and networks are vulnerable to damage from such results. The
consequences of false negatives are generally more severe than those of false posi-
tives, thus they must be taken into consideration when evaluating the effectiveness
of a classification model. Only 3 true positives out of 98 are wrongly identified as
negative. Therefore, a false Negative has a value of (3)[21].

5.3.1 Confusion Matrix-Based Result

We can derive the levels of arousal—neutral, positive, negative, and very nega-
tive—from the comments on the confusion matrix. Our confusion matrix demon-
strates the differences between the predicted and actual values. The types of content
in both forms are the same. The primary comparisons made by the confusion matrix
are those between the true positive, true negative, false positive, and false negative.
Our true values come into four categories: True negative, True very negative, True
neutral, and True positive. Here is one of our confusion matrix tables attached
below:
From the matrix table, the true values are 67 (True Negative), 69 (True Neutral),
13 (True Positive), and 30 (True Very Negative). All the values indicate the actual
values and other values of the table are false values in our case.
From Figure 5.3, true values are 339 (True Neutral), 58 (True Positive), 78 (True
Very Negative), and 293 (True Negative).
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Figure 5.2: Few shot Confusion Matrix

Figure 5.3: GRU Confusion matrix

5.4 Result Comparison

Similar research by Mandar Deshpande and Vignesh Rao (2017) entitled ”Depres-
sion Detection Using Emotion Artificial Intelligence” In their paper, they detect
depression using the Multinomial Naive Bayes and Support vector machine models.
They obtained Multinomial Naive Bayes scores of 0.83 for recall, 0.83 for precision,
0.8329 for F1 score, and 0.83 for overall accuracy. The SVM Recall score was (0.79),
the precision score was (0.804), the F1 score was (0.7973), and the model’s accuracy
is 0.79. For the few-shot model, we obtained recall (0.83), precision (0.81), F1 score
(0.82), and accuracy (0.75). The comparison of the top results from both studies is
provided below:
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Figure 5.4: Comparison Table

5.5 Future Proposed Work

In our forthcoming work, we aim to persist in our data collection procedure and
annotation to augment the quantity of data for training objectives in our dataset.
Additionally, we aspire to produce high-quality data by implementing appropriate
pre-processing techniques and endeavor to balance our four data classes suitably
through data augmentation. Enhancing accuracy would be facilitated. Furthermore,
we seek to seek the advice of experts regarding our data annotation. Given that
it pertains to mental health, it is advisable to seek assistance from professionals
in the field of mental health. Subsequently, the reliability of our annotations will
significantly increase. Furthermore, there is a desire to augment the variety of
cancer types for which patients can achieve survival, with a minimum target of five
distinct types. Additionally, we aim to gather data through direct communication
methods such as face-to-face interactions and virtual meetings. We aim to conduct
a thorough examination of the emotions and thoughts experienced by individuals
during that period, with the goal of enhancing our comprehension of their emotional
states beyond what has been previously documented. Consequently, this will enable
us to produce high-quality data annotations. In addition, this study made use of
two machine learning models, namely few-shot learning and Gru, for the analysis
of the datasets. In our forthcoming research, we aim to leverage hybrid models
through the amalgamation of various models used during our training phase, with
the objective of creating a unified machine-learning model.

31



Chapter 6

Conclusion

Throughout this research, we have shown that a variety of social media platforms are
also utilized to evaluate and identify significant depression among cancer patients
with the lowest survival rates. In order to provide a full picture of our work, several
research topics were covered. Using a dataset for mental health identification, the
accuracy of several classifiers in identifying mental health is compared. The analysis
done on the chosen dataset sheds light on the research concerns. Here is a rundown
of the things we have learned: The definition of mental health detection as well
as its frequent causes, including depression, anxiety, etc. Although gloomy, melan-
choly, or negative emotions are prevalent, few people experience them regularly,
over extended periods of duration(weeks, months, or even years), and often without
obvious explanation. Despondency may be a true illness that affects a patient’s
physical and mental emotions, as opposed to being only a state of mind. Depres-
sion may affect any individual at any moment. However, our circumstances might
occasionally heighten our vulnerability to despondency. Getting old, the death of a
close friend, establishing a family, and retiring all result in somatic and emotional
alternations that, for a tiny number of individuals, may be depressing. We stud-
ied the unrestrained process, the secular process, and the linguistic style, and we
oriented a model to operate each kind of component alone and in conjunction with
the others. We classify the qualities of texts using approaches from machine learn-
ing. Our research indicates that, on average, each classifier achieves accuracy in the
60-75% range. We want to employ a more cutting-edge method to extract phrases
from a wider range of emotional traits in future research. We would also want to
verify the usefulness and effectiveness of our strategies using other datasets. We
concur with the body of existing data that targeted research on mental health anal-
ysis is required. The emotional process element was shown to be the most essential
characteristic.
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