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Abstract

Malware detection research has been popular over the years as the variations and
complexity of malware attacks are increasing daily. Using variously Supervised and
Unsupervised machine learning algorithms to detect, identify, or classify malware
attacks has been proven a very effective technique for some past years. Some com-
mon and widely concerning malware attacks are Trojan, Adware, Ransomware, and
Zero-day. In this paper, we used ten ML algorithms such as AdaBoost, Stochastic
Gradient Descent (SGD), Naive Bayes (NB), Decision Tree (DT), Random For-
est (RF), XGBoost, Logistic Regression (LR), Multi-Layer Perceptron (MLP), K-
Nearest Neighbour(KNN), Support Vector Machine (SVM) for classifying software-
based Trojan attacks, Ransomware, Adware and Zero-day attacks. This research
was conducted on a dataset having a total sample of 12863 malware, consisting of
the malware categories mentioned above, to extract features and learn patterns.
Also, we showed a comparison between these ML methods and analysis based on
how they classify these popular malware in this paper after testing each classifier
on the selected dataset. After implementation, RF achieved the highest accuracy of
86.97%, and Gaussian NB achieved the lowest accuracy of 47.84%. MLP, XGBoost,
KNN, DT, AdaBoost, SVM, LR, SGD got 83.60%, 82.59%, 80.68%, 79.63%, 73.30%,
73.22%, 67.08%, 64.40% accuracy respectively. Other than accuracy, our analysis
was based on individual accuracy, precision, and F1l-score, TPR, TNR, FPR, and
FNR of malware classes for each ML classifier.

Keywords: Machine Learning; Malware; Trojan; Adware; Ransomware; Zero-
day; Classification; Decision tree; Naive Bayes; Stochastic Gradient Descent; Ran-
dom Forest; AdaBoost; XGBoost; Logistic Regression; Multi-Layer Perceptron; K-
Nearest Neighbour; Support Vector Machine; Analysis
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Nomenclature

The next list describes several symbols & abbreviation that will be later used within
the body of the document

FN  False Negative
FNR False Negative Rate
FP  False Positive

FPR False Positive Rate
TN  True Negative
TNR True Negative Rate
TP  True Positive

TPR True Positive Rate



Chapter 1

Introduction

1.1 Thoughts behind Malware Classification

Malware is an abbreviation for malicious software, is created with the intention to
harm data or devices. These viruses are either a file or a code which is often supplied
through a network that can infect, steal, examine or even can perform nearly any
activity an attacker wishes. Malware classification is the technique of collecting
all the unknown malware and grouping them based on their selective attributes
or features [49]. Malware is defined as any software that performs unwanted and
suspicious activities on victim computers and devices without his/her authorization.
There are several types of malware variants that can steal confidential data, launch
distributed denial of service (DDoS) attacks, and cause disruption to computer
systems [31]. Malicious attacks surged by 700% between 2012 and 2013, according
to Symantec’s 2014 Annual Security Report. Additionally, in 2013, more than 552
million private identities were made public, a 493% rise from 2012. These attacks
frequently included malware of some kind [9]. According to the McAfee report
[4], of the fourth quarter threat, there were 75 million unique malware samples in
2011. And also, according to the Computer Economics Inc., the total global damage
caused by malware is $13.3 billion. Even though antivirus software is useful for
malware protection, it is not always capable of detecting incoming malware attacks.
Malware attacks can be spread through email attachments (almost 92%), android
ads, different website popups, different types of torrents, or file-sharing software can
also be the cause of malware attacks. The malware attacks are varied in different
types. In this paper, we are focusing on four different types of malware attacks;
Ransomware, Trojan attacks, Zero-Day attacks Adware. FEach type of attack is
similar yet can be distinguishable to some extent.

1.2 Research Problem

According to [36], malware is a very concerning threat that invades computer se-
curity and makes it vulnerable. Analyzing it is a challenge both theoretically and
practically in the field of Computer Science, and there could be lots of undecid-
able problems to face during the research. Some problems are unpacking execution,
identifying malware samples by matching against a set of known templates, and end
detection of trigger-based behaviour [13]. In this work, we focused on four types of
malware (Adware, Ransomware, Trojan Zero-day).

1



Android malware is evolving very fast, and these can escape the traditional solutions
[13]. One of the ways it is spreading very fast is through mobile ads. Third-party
apps are also responsible for hosting mobile malware. According to a statistic [9],
mobile malware is on the rise, with the number of new mobile malware varieties
increasing by 54% in 2018. Machine learning-based solutions are quite a popular
tool to detect adware.

Ransomware is another deadly malware that is aimed to restrict targeted victims
from accessing computer data by encrypting it with an indestructible method that
can only be decoded by the attacker [47]. Even if the victim tries to delete the
software, it leads to the victim losing all his/her data permanently. This paper [24]
stated how traditional software’s vulnerable to detecting Ransomware in executable
files. In another paper, the author tried to distinguish Ransomware from other kinds
of malware [23].

The trojan is another well-known malware. Trojans have been upgraded, and a
variety of sophisticated tactics have been merged, making detection much more
complex and time-consuming than in the past. Lack of awareness and information,
as well as effective Trojan analysis techniques, have resulted in financial loss, lower
productivity, and harm to organizations’ reputations [1].

Zero-day is another type of threat that hasn’t been encountered before. It has been
created to exploit or interrupt network communications. Unsupervised algorithms,
which are anomaly-based, may demonstrate low detecting performance. It has been
seen that unsupervised algorithms like KNN and MLP work better than a lot of
supervised algorithms. Another paper also demonstrated a previously mentioned
advantage in detecting zero-day attacks using supervised algorithms; hence, a logical
strategy appears to be to develop a synergy between supervised and unsupervised
ML algorithms in order to design a successful model [3][41].

Therefore, with a large number of datasets that is available to us. In this paper, we
are going to answer the question:

Which ML classifier has the highest accuracy in classifying certain kinds
of malware?

As mentioned earlier, we are going to use ten different ML algorithms.

The research has given an answer to the above question by exploring the different
malware and finding the best accurate algorithm.



1.3 Aims and Objectives

This research aimed to understand better different ML classifiers’ effectiveness on
different types of malware. With our large dataset, we used ten popular machine
learning algorithms to evaluate the performance, along with the following objectives
for this research.

1. To evaluate the use of ML Algorithms in cyber security.
2. To deeply understand the different types of malware.
3. To find the effectiveness of different ML algorithms for a vast dataset.

4. To compare the accuracy and other parameters of different ML algorithms on
the classification of different malware.

5. To understand the use of Neural Network to improve the detection of malwares.

1.4 Application area of ML algorithms

Along with cyber security, ML algorithms have been proven an effective tool to solve
many problems in every sector of human life. ML algorithms are vastly used in the
healthcare sector. Detecting many diseases has been much easier with the help
of ML classifiers. In addition to that, people use ML algorithms in other sectors,
such as agriculture, transportation, and financial services. As ML algorithms work
on datasets, this tool benefits data-intensive legal works also. As a result, many
researchers work with ML algorithms in those sectors. Besides, many are working
to bring more novel approaches to solve the same problem more effectively and
efficiently.

In a recent paper [32], authors have improved the NB classifier to reduce traffic risk.
They have used feature weighting and Laplace calibration for the improvement of
this ML algorithm. This modified classifier works better on the large dataset than
on small samples. However, this improved NB classifier has an accuracy of 92% in
predicting and classifying driving risk, whereas the original NB has an accuracy of
49.5%. After that, in another research [35], an SGD-based algorithm was used to
predict cancer genes. Univariate analysis was performed before applying the ML
classifiers in this paper, and a log loss metric was used to evaluate the model. Other
than this, Neural Network has also been used in the prediction of hereditary cancers
in another paper [46]. The researchers have developed NN-based models to predict
breast cancer. Furthermore, AdaBoost has been used to classify soil and, based on
the soil class, recommends appropriate fertilizer to enhance the productivity of a
field [11]. This algorithm identifies the richness rate and supplements of soil to pre-
scribe the fertilizer based on the outcome. Furthermore, as the Decision Tree-based
models have a low prediction accuracy level in data mining, the authors of the paper
[29] aimed to improve the optimization technique of this model. They suggest a way
to discretize continuous characteristics using a probabilistic approach. It vastly im-
proves the categorization rule, eliminating incorrect classification rules to improve
accuracy. Several other papers [34][20] also used DT to predict daily smoking be-
havior and classify the pavement’s roughness. Besides, DT and LR were used to



predict the traffic congestion problem of the urban area. LR achieved 95.69%, and
DT achieved 97.65% accuracy from the confusion matrix in another paper [28].

Further, these algorithms and SVM combined were also used to predict heart disease
[5]. The author attempted to identify the key factors and accurately estimate the
total risk by applying homogenous data mining techniques. The author also used
hybrid data mining methods with the amalgamation of these algorithms to find the
best result. RF was used in spam email filtering and house price prediction models
[43][10]. RF utilizes the concept of ensemble learning to address complicated issues
by adding multiple classifiers to boost the model’s accuracy. While testing the
accuracy, it was learned that the house price prediction model almost predicted
the prices perfectly and only with a -/4+5% price difference in some cases. The
spam filtering model also performed very accurately, with an accuracy of 99.92%.
Multifactorial genetic disorder diseases like cancer, dementia, and diabetes can be
stopped if it is detected at early stages [45]. ML classifiers like KNN and SVM
are used to predict diseases with multifactorial genetic inheritance history with an
accuracy of 92.8% and 91.2%, respectively. In the paper [44], the author examines
using a mathematical model as a substitute for the software thermal testing using
XG Boost algorithm. XG Boost is a machine learning technique that was used to
develop a mathematical model that utilizes decision trees. The author predicted
the temperature of silicon heaters which are similar to IC chips on a circuit board.
With the maximum error being 13.5% and a minimum error of 8.5%, the xG Boost
can be seen as a valuable method for predicting IC chip temperature and reducing
electronic failures caused by insufficient heat dissipation. From the above discussion,
we can say that ML has a vast application area that covers almost every aspect of
our life.

1.5 ML in Malware Detection and Classification

In cyber security, many researchers use a static or dynamic approach to analysis to
determine whether software code is malicious or benign. Static analysis methods do
not run code and instead rely on the code structure and other data features which
are binary. On the contrary, dynamic analysis methods run the code to examine
its execution characteristics via the network or endpoint devices [16]. In addition
to that, using Machine Learning (ML) techniques enables automatic identification
of malware based on their dynamic behavior and improves security [26]. In this
paper, we used ten different ML algorithms. They are NB, RF, DT, MLP, Ad-
aBoost, XGBoost, KNN, LR, SVM, and SGD. After applying the algorithms, we
analyzed which classifier has the best malware classification and detection efficiency.
For the dataset, we merged four datasets from ”[CIC-AndMal-2020] Static-Dynamic
Malware Analysis” [42] containing different datasets on different malware, and we
worked with the merged dataset. After merging, we applied Feature Selection to
extract features and then applied ML algorithms for further analysis. The exper-
iment result showed the effectiveness of different classifiers in classifying different
malware.



Chapter 2

Literature Review

In the world of technology, malware attack is a prevalent cyber-attacks that is ex-
panding all over the world at a threatening rate. Malware can cause many problems
on a computer, mobile, or any other smart device. Some malware can occupy a great
space in a device, causing a storage shortage, whereas some malware can freeze the
system or crash it. Moreover, some malware can access important information and
manipulate it in various ways, which dramatically threatens cyber security. For this
reason, various ML algorithms are a handy tool to detect and prevent such malware.
Besides, many researchers are working to ensure data security by using advanced
techniques like Neural Network, Deep Learning, Data Mining, etc., which can also
detect unknown malwares. As a result, using ML algorithms and other advanced
techniques for detecting and classifying different malwares has become a viral work
in the last many years.

2.0.1 Malware

Any file or program that is intended to cause harm to a user is classified as malware.
A virus is one of the types of malware which works on its own and spreads to other
programs. Another such type of malware is worms, that self replicates and spread
autonomously; spyware, which discreetly collects user information and activity; a
Zero-day attack is something that uses a zero-day exploit to steal or damage data
from a computer or any other system; Ransomware encrypts a user’s data and
demands payment. Some other forms of malware are Adware, Keyloggers, Rootkits,
and Backdoor viruses.

Usually, the intentions of the owners of malware are to steal personal, financial,
or corporate information either to target advertisements or to have control over a
particular device within a botnet.



2.0.2 Related Work

Adware

Adware is advertising-supported software that usually displays unwanted advertise-
ments. In the research paper[30], a detection model was proposed which would
protect the smart devices from adware attacks. Different data pre-processing ap-
proaches, feature selection algorithms, and ML techniques are used to detect Adware
using any dataset. In this research[30], (CICAndMal2017) dataset is used, which
consists of samples of benign and other malwares.

The researchers of the paper [18] used a machine learning approach based on a
scheme to detect Android Adware based on static and dynamic features. Classifying
each adware sample into a specific family of machine learning techniques, Adware
was detected. The machine learning approach combining static and dynamic features
was preferable to using static and dynamic features alone. From the Drebin dataset,
APK files were obtained for adware families Hamob and Copycat.

Ransomware

According to [47], one of the problems with preventing Ransomware totally that
new types of Ransomware are getting created every day, and old traditional anti-
Ransomware systems are struggling against them. So the authors included Neural
Network in the traditional system that can be used extensively in the creation of
novel Ransomware solutions. The authors used a dataset from Github named Ran-
somware (Malware) Detection Using ML. The authors implemented a 10-fold cross-
validation technique to generalize the model. They used accuracy, F-beta score,
precision, recall and area under the ROC curve to evaluate the performance of the
models. In [24], the author also stated how traditional antivirus softwares are vul-
nerable to detecting Ransomware in executable files. In both of these models, we
can see the highest accuracy in Random Forest (RF) algorithm.

In this experiment, the author tried to distinguish Ransomware from other kinds
of malwares [23]. The proposed Class Frequency and a Non-Class Frequency model
is generated using the generator vector with weights. They also used six ML Al-
gorithms RF, NB, SGD, KNN, SVM and LR, of which the detection accuracy was
up to 98.65%. In this solo author paper [19], the author aimed to expose the Ran-
somware attacks on android phones using machine learning. This study also used
the popular Machine Learning Algorithms like DT, RF, Gradient Boosting Decision
Trees and also AdaBoost. The author used datasets from HelDroid and merged
selected datasets to a total sample of 1923 records. Using the dataset with five
attributes, the author found a high average of 98.05% accuracy rate, but the author
also found decreasing in the accuracy in the Gaussian and Bernoulli on 97.6% while
the Multinomial is on 81.6%.



To identify Ransomware, in paper [12], the researchers created a reverse engineer-
ing framework that incorporated feature engineering and machine learning. Their
methodology is utilized for multi-level analysis to inspect in a better way and com-
prehend the intent of malware code parts. In this model, the author proposed two
major attributes, which are Feature Generation Engine along with ML model. Also,
they have used eight ML classifiers, and all of them could reach an accuracy level
of more than 90%. Among them, BN obtained the highest accuracy of 97.076% and
LR had the lowest accuracy of 89.183%.

Trojan

Sequential Minimal Optimization (SMO) was designed to identify Trojan Horse ac-
cording to [6]. The researchers worked with datasets from VX Heaven and Offensive
Computing, and they implemented Data Mining (KDD) and Knowledge Discovery
to extract the patterns. While comparing the findings with other classifiers like
MLP, J48, IBK, and Naive Bayes in [6], SMO got the highest TP rate which is
98.2% accuracy.

A recent work [15] shows the importance of detecting the Trojan attacks on runtime.
STRIP was conducted on MNIST, CIFAR 10, GTSRB to check if it could identify
Trojaned inputs. Besides, other Trojan detection works like AC, NC and SentiNet,
along with STRIP, were performed to compare with each other. In this comparison,
STRIP could evaluate on MNIST and CIFAR 10 datasets along with SentiNet and
its computation cost and time overhead were less than that. In another research
[40], Meta Neural Trojan Detection (MNTD) was introduced, which was also trained
on the MNIST dataset. This model was also compared with the other algorithms
used in the paper [15] and achieved the highest accuracy with less time complexity.

Further, many Supervised and Unsupervised Machine Learning algorithms are used
in the detection of Trojan in hardware. According to [7], Online Learning Algorithm,
which is MBW (Modified Balanced Winnow), is used for detecting hardware Trojans
in real-time. In another paper [33], Random Forest Model was designed to detect
hardware Trojans. However, our focus will be on software-based Trojan rather than
hardware-based Trojan.

Zero-day

Zero-day attack is known as the threat of an unknown security issue. It can be
either software or an application for a computer or other smart devices. The patch
has not been released, or the application developers were unaware of or did not have
sufficient time to address it. Zero-day is created using code obfuscation techniques
that can modify the authentic code to produce multiple copies which have similar
functions in different signatures.

According to [38], a methodology has been introduced to evaluate the performance
of ML techniques in the detection of zero-day attacks. Zero-shot Learning (ZLS) is
a new technique which is used to evaluate and improve the ML models for new or
unseen data classes [39]. In this research, two NIDS datasets are used to evaluate
the performance of the ML models, i.e., NF-UNSW-NB15-v2 [46] and UNSW-NB15



[35]. In work [25], an autoencoder implementation is proposed for the detection
of zero-day attacks. Two well-known IDS data sets are used for evaluation—CI-
CIDS2017 dataset and NSL-KDD. The results demonstrate a zero-day detection
accuracy of 89%-99% for the NSL-KDD dataset and 75%-98% for the CICIDS2017
dataset [39]; a detailed analysis is provided on three datasets, the CIC-IDS2018,
which is a better approach than other open-source data sets, which are very popular
but old, KDD99 and NSL-KDD. Dataset Wednesday-21-02-2018 reached the highest
accuracy of 99.999%.

Reference Number Algorithm Ransomware | Adware Zero-day Trojan
Naive Bayes 90.33% [12],
Classifier (NB) 97.6% [7]
Decision Tree 97.46% [38],
18], [38], [37], [7) OT) 98% [37), | 98.66% [8] - -
97.6% [7]
98.51% [12], N
121, 38, 57 B, 5] | TR omsen a8 S e
' 99% [37] 4070 199
[7] Ada Boost 97.5% [7] - - -
Logistic Regression 90.27% [12],
8], [12], [38], [37] &t (LRSg 78.54% [38], | 83% [8]
98% [37]
K-Nearest 98.06% [12], o
18], 12, [38] Neighbor (KNN) | 97.46% [38] | %307 [8] - -
8], 35] XG Boost (XGB) - 98.10% [8] | 93.513% [35] -
12, [35] I\Sﬁiﬁ (\ge\c;l\(}g 79.82% [12] - 98.058% [35] -
Multi-Layer o o 85.5% [32],
18], 137, 32 Perceptron (MLP) 97% [37] 96:4% 81 1 95.90% [32] -
Meta Neural Trojan Average over 977%
[46] Detection (MNTD) - - - and over 90% for
’ jumbo MNTD [46]
Over 93% for
(14] STRIP - - - several datasets
14

Table 2.1: Accuracy of ML Algorithms for Malware Detection of Previous Works



Chapter 3

Working Principles of Algorithms

3.1 Gaussian Naive Bayes

Naive Bayes is a robust algorithm used for classification [2]. It calculates conditional
class probabilities based on Bayes Theorem, which can be denoted as equation 3.1.

P(X).P(Y|X)
P(Y)

P(X|Y) = (3.1)
Here, P(X) = Probability of X

P(Y) = Probability of Y

P(Y|X) = Probability of Y given X

P(X|Y) = Probability of X given Y

Then, it computes the most probable class from a vector of training data X and
sample data D. Gaussian NB approach uses Gaussian distribution X, computing its
parameters from the sample data, covariance matrix, and mean vector. A particular
feature is chosen from the dataset, and an assumption is made that this picked
feature is strongly independent of any other features. In a supervised learning
method, GNB can be very efficient and implemented in real-life situations.

3.2 AdaBoost

AdaBoost starts working by making stumps from each feature of the dataset. Here,
a stump is a node with two leaves. At the initial stage, weights are calculated for
each record and assigned sample weights following w = 1/N, where N is denoted
as the number of records [48]. After that, from each stump, this algorithm will
generate a decision tree and calculate its Gini and Entropy.

Gini=1-Y p? (3.2)

Entropy = — Zpi * l0gy * p; (3.3)

1

In formulas 3.1 and 3.2, p; is the probability of the corresponding class i.
Then, the first base learner will be selected from the stumps with the least Gini

9



and Entropy. After that, TE (Total Error) will be calculated to further calculate
the performance of the stump by following the formula 3.4. TE is calculated as the
summation of errors in the classified records in terms of the sample weights.

1 {1—TE] (3.4)

P =-1
er formance 5 n|— 7

For a correctly classified sample, the performance value will be negative, and for
the wrong output, it will be positive. After calculating performance, all the weights
need to be updated following formula 3.5.

New weight = Previous weight % ePerformance (3.5)

Then, normalization might be applied to bring the sum equal to 1 if it is less than
1. Thus, iterations will be run through stumps to find the lowest training error, and
a prediction will be made when it is achieved.

3.3 Stochastic Gradient Descent

SGD starts from a random point, and in each iteration, it goes down its slope
in steps on a function until it gains the lowest point [17]. At first, a gradient
of the function is calculated. Then, a random initial point is chosen, and the
gradient is updated for the parameter values. After that, the step size is calcu-
lated where step size = gradient x learning rate, and the parameter is updated as
new parameter = old parameter — step size. Here, the learning rate is set to be a
small value so that the step size does not jump down too much. Thus, iteration will
take place for every point until the algorithm finds the gradient close to 0.

3.4 Multi Layer Perceptron

A multi-layer perceptron is a type of fully connected feedforward artificial neural
network. For training, the dataset MLP applies the supervised backpropagation
learning method. Consisting of an input layer, hidden layer, and output layer, MLP
has at least three levels of nodes [11]. Each node has an activation function, and each
node is connected to every other node in the layer below. An MLP is distinguished
by multiple layers of input nodes connected as a directed graph between the input
and output layers. The (hidden layer sizes) attribute is essential for defining the
number of hidden levels and the nodes within each layer. The performance of the
model is enhanced by adding layers to the hidden layers and nodes. A sigmoid
activation function is used by each node in the multi-layer perception. The sigmoid
activation function takes actual values as input and uses the sigmoid formula to
transform them into numbers ranging from 0 and 1 [51].

1

f(z) = Ate) (3.6)

Before beginning training, the network’s weights are randomly assigned. The model
is validated after completing the learning step with the training data. In the training
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set, data are inputs (x1, x2), and y is the expected output of the input data with
weight, w, and bias, b [21]. The output is determined by neurons and the neural
network’s weight. It is represented by

y=wxr+b (3.7)

3.5 Decision Tree

The decision tree is a supervised learning model applied in regression and classifi-
cation problems. Mostly used as a classifier, it is a tree-based structure where the
internal nodes denote dataset features, branches for the decision-making process,
and each leaf node for the classification result [50]. A decision tree is created us-
ing an algorithmic method that finds different circumstances under which to divide
a data collection. The CART algorithm (Classification and Regression Tree algo-
rithm) is used to construct a decision tree. The tree does simple binary Yes/No
questions, and based on that, it splits into subtrees. The fundamental problem that
emerges while developing a decision tree is chosing the best attribute for the root
node and for sub-nodes. So, a method known as attribute selection measure, or
ASM, can be used to tackle these issues. By using this measurement, we can choose
the ideal attribute for the tree nodes with ease.

To have the best possible outcome decision tree uses a metric measurement called
entropy. Entropy is a measurement used to assess the impurity of a particular
characteristic. It describes the randomness of data [50]. Using the training dataset,
it can be calculated as F(T') using the following equation 3.8 where P is distribution
of each attribute [15].

E(T) =) ~PlogP, (3.8)

3.6 Random Forest

Random forests are a collection of tree predictors where each tree is reliant on the
values of a random vector sampled randomly and with the same distribution for
all trees in the forest [8]. Each tree is trained with replacement using a single
subset of the training data. It is an unsupervised algorithm that uses the bootstrap
aggregation ensemble technique. Using the random forest classification model first
takes input data(assuming the dataset has k sets), which takes n sets of data. Then
from the given attributes, it selects some random number of attributes. Then it
uses these attributes to generate output using multiple decision trees through the
training method. As the name suggests, it builds a forest of decision trees from
our given set of attributes, with each giving an output, and finally, it gives the
result based on the majority of votes given by each tree [15]. This step is known
as aggregation. Random forest is a very diverse algorithm as it does not consider
all attributes/features while building a tree, as each tree is unique. Also, it reduces
the risk of having dimensionality problems. We also do not need to separate the
data into train and test because the decision tree generated using bootstrap would
always ignore 30% of the data. Even with some limitations, it is a very robust,and
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reliable model to use for maximum performance and efficiency. It is a tree-structured
algorithm and can be represented as a formula 3.9 [37].

h(z,in), k =1,2,3,4,...N (3.9)

Here, N is the number of input vector x and i, is the causative factors.

3.7 K-Nearest Neighbour

KNN is a supervised algorithm that classifies data based on proximity or distance.
At first, parameter k is set to equal the number of the nearest neighbor. Then
the distance is measured. Mostly, Euclidean distance is used to measure the dis-
tance between neighbors.If coordinates of two points are (z1,y;) and (z2,ys), then
it can measured as \/(xg —x1)% + (y2 — v1)?. Based on the distance, the K nearest
neighbor is determined. Then among the K neighbors, the number of data points is
counted. Finally, new data points will be assigned in the category where the neigh-
bor is maximum. The advantage of this algorithm is its simplicity and accuracy.

3.8 Logistic Regression

Logistic Regression is used to predict the output of the categorical dependent vari-
able. This algorithm gives output as discrete values: 0 or 1. Here a threshold
value limit is set, which will round up the input values into 0Os and 1s. Initially,
the input values would be set to X. Then, by using Linear Model, the probabilities
of the inputs would be found. Now, a threshold is to be set to 0.5. Based on the
threshold value, all the values would be rounded up. The values which are above
the threshold are 1, and the below values are 0. The final result would be produced
as either 0 or 1 based on probabilities. The probability, P, can be computed from
the following equation 3.10 where a and b are the parameters of the model and X
is the independent variable.

€a+bX

S 3.10
1_|_ ea+bm ( )

3.9 Support Vector Machine

SVM or Support Vector Machine is the most well-established supervised ML tech-
nique that generates a nanoprobabilistic classification model to determine new data
categories. It is universally used for data analysis or pattern recognition. Generally,
SVM is used to determine a hyperplane that separates the two classes in the training
set. These classes are put into different categories. Then, the decision boundary
is generated on the base of the support vectors from the two closest points. For
multiple classes, the decision boundary is a hyperplane instead of a straight line.
Thus, data points are classified using SVM. Although it is sometimes hard to find
such a hyperplane, SVM uses kernels that include linear, non-linear, polynomial,
Gaussian, and Radial Bass functions.
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3.10 XGBoost

XGBoost is known as a distributed gradient boosting library that has been devel-
oped to be very effective, adaptable, and portable. It uses the Gradient Boosting
framework to implement machine learning algorithms. It reduces the error rate in
sequential models boosting and optimizing decision trees. Further, XG Boost op-
erates well for discrete, unstructured, and medium-sized datasets [33]. By dealing
with missing values and tree pruning, XGBoost reduces the training duration. The
capacity to cross-validate data and parallel processing. The algorithm starts with the
root node. Then it traverses all over the nodes using a depth-first search. The loss
reduction follows as equation 3.11.

G = loss(F) — (loss(LB) + loss(RB)) (3.11)
Here, G stands for gain in the branch while F represents parent node, and RB, LB

denotes right node, left node respectively. This algorithm develops the efficiency of
computational time.
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Chapter 4

Methodology for Malware
Classification

Our overall work focused on classifying different types of malware using machine
learning. We used a dataset where four types of malware were available. This
chapter explains the methodologies we used to complete our work. Everything
was done following several steps, from merging the dataset to data pre-processing.
After that, ML classifiers were implemented, and classification reports and confusion
matrices were generated to calculate the performance metrics. The flowchart of our
work is shown in Figure 3.1.

Feature .| Dimensionality
=it - Selection "I Reduction

Pre-Processing |

Classification

Stop Result & Analysis ;—‘tjlzgr?tr:u:#s i of e Dataset. |
Ve N o)

Figure 4.1: Work Flow

The classification process is to classify different malware. There are three significant
steps we considered to achieve our goal. Firstly, Input data: we merged four datasets
with similar labeling, categories, and characterization. Then, applied Feature Se-
lection to reduce the dimensionality of the dataset. Data pre-processing: here, we
applied several techniques like label encoding and scaling to prepare the data for
applying classifiers. Then, we split the dataset into train and test sets for training
classifiers on the test set and testing datasets on the test set. Prediction: In this
stage, we used ten ML algorithms to classify and predict the algorithm’s accuracy
for this dataset.
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4.1 Input Data

There are plenty of detection-based data available in the research field. However,
most of the data we found detected certain malware. Our goal is to classify different
types of malware, so we needed data where at least 5-6 types of malware were
available in an extensive dataset. Furthermore, we had another option to merge
the different malware datasets and work on the merged dataset. In that case, we
also had to merge the datasets based on the features, which was tricky to achieve.
We also wanted to work on a comparatively new dataset. The dataset we used [42]
here meets our goals. There are 14 prominent datasets available with 191 malware
families. The datasets are labeled and characterized into the corresponding family.
This dataset is acquired from Androzoo dataset. This dataset is also perfect for
us as all the categories and features are the same, characterized and broken down
into 6 After running the malware in an emulated environment, several features are
extracted. The main six categories include memory, Api, network, battery, logcat,
and process. The categorized malware families are collected and divided into eight
areas which also include sensitive data from media, hardware, internet, storage, etc.
There are 14 different malware types of data available in this dataset; among them,
we chose four based on the most available number of samples as it would give us
the scope of working on a large dataset to acquire the best possible outcome of this
research.

This dataset is freely available at Kaggle with proper labeling and categories. And
according to our research goal, we merged the dataset to classify different malware
using different ML algorithms.

4.2 Feature Selection

Feature selection denotes reducing data dimensionality to increase the algorithm’s
performance [22]. Tt is a part of data preprocessing in which unnecessary, less
essential, or redundant data are removed from the dataset.

The Pearson correlation method for feature selection explains a linear relationship
between two variables [27]. This method finds the relationship between class features
and continuous features. High correlative variables are more linearly dependent, so
similar effects on dependent variables can be observed.

A value between -1 and 1, known as a Pearson correlation, quantifies the degree
to which two variables are linearly connected. Our dataset consisting of numerical
values is very suitable for finding the correlation between the categories. The goal
of this is to drop the features which are slightly correlated. Here the correlation
values can be described as,

e When the value is 0, it means the features share no relation with each other.
o Value around 0 means the weak correlation.

o A value approaching 1 indicates a stronger positive correlation, and a value
approaching —1 indicates a stronger negative correlation.
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So, to understand the correlation between features, we generated a heatmap, shown
in Figure 4.2. From it, we can see that some unnecessary features have 0 correlation
with each other and some weakly correlated features. For generating a heatmap and
implementing F'S, we followed some steps, which can be written as follows,

Step 1: After importing all the essential modules and the dataset, we pass the data
with Corr() method to generate a heatmap.

Step 2: Then we label the X/Y axis of the dataset where we have independent and
dependent features.

Step 3: Then we split the data to train and test so that we will be able to overcome
the overfitting issue.

Step 4: As we are working on a large dataset, we generated a 200/200 while plotting
the figure of the dataset. As we generate the Corr() of x_ train, our heatmap gets
generated in the figure.

Step 5: It is essential to give appropriate colors to understand the correlation from
looking at the picture. It gives us a better scope to visualize the relation than just
looking at numbers.

Step 6: Then we used Algorithm 1 where we passed three parameters named dataset,
thresholdUp, and thresholdLow as —0.003 to 0.003 as we wanted to drop our corre-
lated features between these range.

Step 7: Inside the correlation matrix, we traversed through all the correlation matrix
columns. Then the algorithm will compare each column with every other column
and give us a value between —1 to 1.

Step 8: From each column’s correlation value, we dropped the features where the
correlation value was between —0.003 to 0.003 and created a dataset of 74 columns.

Algorithm 1 Feature Drop Algorithm

1: Generate a correlation matrix from the dataset

214 1,7¢1

3: thresholUP < 0.003, thresholdLow < —0.003

4: while i < len(matriz.columns) do

5: while 7 <7 do

6: if matriz[i|[j] > thresholdLow and matriz|i][j] < thresholdUp then
7: delete matrix.columnsli] from the dataset

8: end if

9: end while

10: end while
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Figure 4.2: Heatmap before Feature Selection

17



Figure 4.3: Heatmap after Feature Selection

4.3 Data pre-processing

After Feature Selection, we proceeded to pre-process our dataset to make it con-
venient for classifiers. Firstly, we found the categorical feature of our dataset and
encoded it using the Label Encoding technique. Then, we separated this feature
from our dataset and applied MinMax scaler to rescale the range of the features
between 0 and 1. It helps the classifiers to learn efficiently and understand the
problem in a better way. After scaling, we used train-test-split to split the dataset
by an 80% - 20% ratio so that we could fit the classifiers on the train sets and make
predictions on the test sets.
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Chapter 5

Experimentation

5.1 Algorithm Implementation

We used python libraries and packages like Numpy, Pandas, Matplotlib, and Seaborn
for our coding. After pre-processing the data, we applied ten classifiers one by one
to generate classification reports and confusion matrices and test the accuracy of the
algorithms. For that, we imported classifiers from the Sklearn library and created
an object for each classifier. Then the objects were fitted on the train sets, and
predictions were made on the test set. By comparing the test prediction and actual
value, accuracy was achieved.

5.2 Performance Metrics Calculation

We generated a Confusion Matrix (CM) for each classifier to identify each class’s
TP, TN, FP, and FN. The dimension of each CM is 4*4 as we have four classes.
Here, for a particular class in a confusion matrix, TP is the true positive value,
TN is the summation of true negative values, FP is the summation of false positive
values, and FN is the summation of all the false negative values.

‘ ‘ Prediction ‘
‘ Parameter ‘ Ransomware ‘ Zero-day ‘ Trojan ‘ Adware ‘
‘ ‘ Ransomware ‘ TP ‘ FN ‘ FN ‘ FN ‘
‘ ‘ Zero-day ‘ FP ‘ TN ‘ TN ‘ TN ‘
‘ ‘ Trojan ‘ FP ‘ TN ‘ TN ‘ TN ‘
| Actual | Adware | FP | TN | TN | TN |

Table 5.1: Confusion Matrix for Ransomware

In Table 5.1, the determination of parameters for Ransomware CM is shown. TP
is the value where actual and predicted values intersect with each other. FN is the
summation of values of that corresponding row, excluding the TP value. Similarly,

19



FP is the summation of the corresponding column values without the TP value.
Furthermore, TN is the summation of all the other values of the CM, excluding the
corresponding row and column values. Thus, we calculated TP, FP, TN, and FN
for each class from CM for every ML classifier. Lastly, We calculated TPR, TNR,
FNR, FPR, and accuracy by following the formulas.

TP
TPR= 57y (5:1)
FNR=1-TPR (5.2)
TN
TNR:_TN—G—FP (5.3)
FPR=1-TNR (5.4)
TP +TN
Accumcy_TP—l—TN—i—FP+FN (5.5)
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Chapter 6

Result Analysis

In this chapter, we showed the performance metrics of each classifier with the pa-
rameters of accuracy, recall, precision, F1-score, TPR, TNR, FPR, and FNR, along
with the analysis. Apart from it, we also generated a validation accuracy curve and
validation loss curve to evaluate each model.

6.1 Gaussian Naive Bayes

‘ GaussianNB ‘
‘ ‘ Accuracy ‘ Precision ‘ Recall ‘ F1-score ‘ TNR ‘ FPR ‘ FNR ‘ TPR ‘
| Adware | 07248 | 0.84 | 038 | 0.53 |0.9521 | 0.0479 | 0.6167 | 0.3833 |
| Trojan | 06867 | 026 | 093 | 041 |0.6555 | 0.3445 | 0.0741 | 0.9259 |
| Ransomware | 0.7349 | 057 | 0.63 | 0.60 |0.7824 | 0.2176 | 0.3694 | 0.6306 |
| Zero-day | 08103 | 036 | 0.12 | 0.18 |0.9535|0.0465 | 0.8761 | 0.1239 |

Table 6.1: Experimental Results of GNB

In Table 6.1, it can be seen from the accuracy column that GNB could not perform
well in classification. GNB achieved a good precision in classifying Adware, whereas
others’ precision was very low compared to it. Precision and recall are essential
parameters for classifying malware to understand its effectiveness. Like precision,
GNB’s recall values (TPR) were also low for most cases; exceptions could be seen
for Trojan. Additionally, F-1 scores of GNB classification were low as it depends
on precision and recall values. On the other hand, the miss rates (FNR) were
higher for Adware and Zero-day, meaning these malware could not be classified well
by GNB. Additionally, GNB underfitted the dataset in both the validation accuracy
and validation loss curves in Figure 6.1, this algorithm performed poorly in malware
classification based on the performance metrics, and its overall accuracy was 47.84%.
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Training Acccuracy vs Validation Accuracy For GaussianNB Classifier
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Figure 6.1: Validation Accuracy vs Validation Loss curve of GNB

6.2 AdaBoost

AdaBoost

‘ Accuracy ‘ Precision ‘ Recall ‘ F1-score ‘ TNR ‘ FPR ‘ FNR ‘ TPR ‘

|
|
| Adware | 08247 | 075 | 0.85 | 0.79 | 0.8091 | 0.1909 | 0.1518 | 0.8482 |
| Trojan | 09728 | 085 | 093 | 089 | 0978 | 0.022 | 0.0673 | 0.9327 |
| Ransomware | 0.8321 | 072 | 0.76 | 0.74 | 0.8655 | 0.1345 | 0.2413 | 0.7587 |
| Zero-day | 08364 | 055 | 029 | 038 |0.95120.0488 | 0.714 | 0.286 |

Table 6.2: Experimental Results of AdaBoost

Table 6.2 shows that the accuracy column performed pretty well in classification.
Analyzing the precision column, we get the idea of how many predicted cases are
positive. We see the precision of Trojan is comparatively higher than the others.
Similarly, Adaboost’s recall value is lower except for Zero-day. F1 score depends on
precision and recall values. So, its value is low compared to precision and recall.
On the contrary, the miss rate (FNR) is high for zero-day, which means zero-day
is not classified well by Adaboost. Besides, with AdaBoost, there is no overfitting
or underfitting issue, which can be seen in Figure 6.2. Finally, we see that this

algorithm has an accu

racy of 73.30%.
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Figure 6.2: Validation Accuracy vs Validation Loss curve of AdaBoost
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6.3 Stochastic Gradient Descent

| SGD |
‘ ‘ Accuracy ‘ Precision ‘ Recall ‘ F1-score ‘ TNR ‘ FPR ‘ FNR ‘ TPR ‘
| Adware | 0.6988 | 057 | 093 | 0.71 |0.8091 | 0.4539 | 0.0653 | 0.9347 |
| Trojan | 09273 | 072 | 072 | 072 | 0.978 | 0.0419 | 0.2818 | 0.7182 |
| Ransomware | 08127 | 0.82 | 052 | 0.64 |0.8655 | 0.0535 | 0.4761 | 0.5239 |
| Zero-day | 08492 | 072 | 012 | 02. |0.95120.0088 | 0.8849 | 0.1151 |

Table 6.3: Experimental Results of SGD

Table 6.3 shows that the accuracy column performed better in classifying malware,
except for Adware. The precision column gives us the ratio of correctly classified
positive samples to the total number of classified positive samples. The precision of
Ransomware was comparatively higher. The recall measures the model’s ability to
detect positive samples, and here Adware’s recall value was higher than others. As
the F1 score was the weighted average of precision and recall, its value was lower
than precision and recall. However, the miss rate (FNR) was higher in Zero-day and
Ransomware, and from its overall performance, we can say that it could not classify
the dataset satisfactorily. Eventually, we get an accuracy of 64.40% from SGD. In
Figure 6.3, there was no underfitting, but there was a slightly overfitting issue. In
SGD, a validation loss curve can not be generated because the vanishing gradient
problem causes NAN values in validation loss calculation.

Training Acccuracy vs Validation Accuracy For SGD Classifier
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Figure 6.3: Validation Accuracy curve of SGD
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6.4 Multi Layer Perceptron

| MLP |
‘ ‘ Accuracy ‘ Precision ‘ Recall ‘ F1-score ‘ TNR ‘ FPR ‘ FNR ‘ TPR ‘
| Adware | 08997 | 0.87 | 0.88 | 088 | 0.912 | 0.088 | 0.1187 | 0.8813 |
| Trojan | 09782 | 0.89 | 093 | 091 |0.9851|0.0149 | 0.0741 | 0.9259 |
| Ransomware | 0.9192 | 0.89 | 0.85 | 087 | 0.952 | 0.048 | 0.153 | 0.847 |
| Zero-day | 08749 | 0.63 | 0.65 | 0.64 |0.9216 | 0.0784 | 0.3491 | 0.6509 |

Table 6.4: Experimental Results of MLP

Observing Table 6.4, we can say that Trojan and Ransomware’s accuracies are pretty
good. The accuracies of the other two malware were high also. MLP classified
Adware, Trojan, and Ransomware with good Precision and Recall(TPR), except for
Zero-day. The same was for Fl-score, since its value relies on precision and recall
values. The miss rates(FNR) for all four malware were low, indicating these classes
were well classified using MLP with an accuracy of 83.60%. Also, in the case of the
MLP validation accuracy curve, both the training and testing accuracy lines in Fig
6.4 are closely aligned. Thus the overfitting issue, in this case, can be negligible.
However, MLP was noticed to be slightly overfitted in the validation loss curve.

Training Acccuracy vs Validation Accuracy For MLP Classifier Training Loss vs Validation Loss For MLP Classifier
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Figure 6.4: Validation Accuracy vs Validation Loss curve

6.5 Decision Tree

The accuracy column of Table 6.5 shows that all the malware achieved high accuracy.
However, precision and recall for Zero-day were low but high for all the other three
malware. Similarly, F1-score for that three malware were also high but low for Zero-
day. Miss rates(FNR) for all four malware were lower, letting us know that DT well
classified the malware with an accuracy of 79.63%. From Figure 6.5, we can see
that, in the case of DT, the training accuracy was higher for both the validation
accuracy and validation loss curves, indicating overfitting.
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DecisionTree

‘ Accuracy ‘ Precision ‘ Recall ‘ F1-score ‘ TNR ‘ FPR ‘ FNR ‘ TPR ‘

|
|
| Adware | 08686 | 0.86 | 081 | 083 | 091 | 0.09 |0.1936 | 0.8064 |
| Trojan | 09759 | 0.87 | 093 | 0.90 |0.9824|0.0176 | 0.0741 | 0.9259 |
| Ransomware | 0.8865 | 0.80 | 0.84 | 0.82 |0.9062 | 0.0938 | 0.1567 | 0.8433 |
| Zero-day | 08616 | 0.60 | 0.60 | 0.60 |0.9159 | 0.0841 | 0.3986 | 0.6014 |

Table 6.5: Experimental Results of DT
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Figure 6.5: Validation Accuracy vs Validation Loss curve of DT

6.6 Random Forest

RandomForest

‘ Accuracy ‘ Precision ‘ Recall ‘ F1-score ‘ TNR ‘ FPR ‘ FNR ‘ TPR ‘

|
|
| Adware | 09129 | 085 | 096 | 0.90 |0.8835|0.1165 | 0.0428 | 0.9572 |
| Trojan | 09864 | 093 | 095 | 094 |0.9908 | 0.0092 | 0.0471 | 0.9529 |
| Ransomware | 0.9355 | 0.90 | 0.89 | 0.90 |0.9559 | 0.0441 | 0.1095 | 0.8905 |
| Zero-day | 09048 | 0.82 | 0.57 | 0.68 |0.9737|0.0263 | 0.4257 | 0.5743 |

Table 6.6: Experimental Results of RF

Table 6.6 shows that Adware, Trojan, Ransomware, and Zero-day accuracy were
all above 90%. Other performance matrices, such as Precision, Recall, Fl-score,
were high for Adware, Trojan, and Ransomware but low in the case of Zero-day.
Miss rates(FNR) were also low for all the malware. Thus we can say these malware
are well classified using the RF classifier with an accuracy of 86.98%, which is the
highest among all the other ML classifiers. Since the training accuracy in Figure 6.6
was higher in both curves, the RF is overfitting our dataset.
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Figure 6.6: Validation Accuracy vs Validation Loss curve of RF

6.7 K-Nearest Neighbour

‘ KNeighbors ‘
‘ ‘ Accuracy ‘ Precision ‘ Recall ‘ F1-score ‘ TNR ‘ FPR ‘ FNR ‘ TPR ‘
| Adware | 08772 | 0.83 | 0.87 | 0.85 |0.8841 |0.1159 | 0.1333 | 0.8667 |
| Trojan | 0967 | 0.83 | 090 | 086 |0.9754 | 0.0246 | 0.0976 | 0.9024 |
| Ransomware | 0.8947 | 0.82 | 0.85 | 0.83 |0.9158 | 0.0842 | 0.1517 | 0.8483 |
| Zero-day | 08749 | 0.68 | 0.53 | 0.59 |0.9469 | 0.0531 | 0.4707 | 0.5293 |

Table 6.7: Experimental Results of KNN

Accuracy for all the malware were high, according to Table 6.7. Other performance
metrics like Precision, Recall, and F1-score were high for other malware except for
Zero-day. FNR or miss rates were low for all the malware, so it is safe to say that
KNN classified these malware well enough with an accuracy of 80.68%. Finally,
according to Figure 6.7, we can conclude that the KNN classifier is overfitting our
dataset since both curves’ training accuracy and loss were higher than validation
accuracy and loss.
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Figure 6.7: Validation Accuracy vs Validation Loss curve of KNN
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6.8 Logistic Regression

‘ LogisticRegression ‘
‘ ‘ Accuracy ‘ Precision ‘ Recall ‘ F1-score ‘ TNR ‘ FPR ‘ FNR ‘ TPR ‘
| Adware | 07742 | 0.67 | 0.86 | 0.75 |0.7184 | 0.2816 | 0.142 | 0.858 |
| Trojan | 09398 | 071 | 0.82 | 0.76 |0.9552|0.0448 | 0.1785 | 0.8215 |
| Ransomware | 0.7995 | 0.67 | 0.70 | 0.69 |0.8451 |0.1549 | 0.301 | 0.699 |
| Zero-day | 08282 | 051 | 0.09 | 0.15 |0.9831|0.0169 | 0.9144 | 0.0856 |

Table 6.8: Experimental Results of LR

The LR did not perform very well for this dataset while classifying malware, as it
only had 67.08% accuracy. According to Table 6.8, the accuracy of Adware, Trojan,
Ransomware, and Zero-day are all above 90%. Other performance matrices, such as
Precision, Recall, and F1-score, are high for Adware, Trojan, and Ransomware but
low in the case of Zero-day. Miss rates(FNR) are also low for all the malware. Thus
we can say, these malware are well classified using RF classifier. It had excellent
accuracy in Trojan. Precision and recall had similar results in three malware, but it
performed very poorly in Zero-day. We had similar results in the Fl-score, like the
precision and recall. The FNR in Zero-day is much higher, indicating that Logistic
regression did not classify the malware correctly. Also, in the LR validation accuracy
curve, the training and testing accuracy lines shown in Figure 6.8 are closely aligned.
The validation vs. training loss curve also showed that this algorithm did not face
any overfitting or underfitting issues, similar to the validation accuracy curves.

Taining Acccuracy vs Validation Accuracy For Logistic Regression Classif Training Loss vs Validation Loss For Logistic Regression Classifier
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Figure 6.8: Validation Accuracy vs Validation Loss curve of LR
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6.9 Support Vector Machine

| SVM |
‘ ‘ Accuracy ‘ Precision ‘ Recall ‘ F1-score ‘ TNR ‘ FPR ‘ FNR ‘ TPR ‘
| Adware | 08212 | 073 | 0.88 | 0.80 |0.78320.2168 | 0.1216 | 0.8784 |
| Trojan | 09518 | 074 | 091 | 081 |0.9578 | 0.0422 | 0.0943 | 0.9075 |
| Ransomware | 0.8492 | 0.75 | 0.77 | 0.76 | 0.8841 | 0.1159 | 0.2276 | 0.7724 |
| Zero-day | 08422 | 063 | 020 | 031 ]0.9751]0.0249 | 0.795 | 0.205 |

Table 6.9: Experimental Results of SVM

In Table 6.9, we got average results in all classifiers using SVM, with Trojan having
the highest accuracy. Overall, this algorithm achieved 73.2% accuracy. However, it
failed to hold out the precision and recall in the zero-day result. It got much worse
in Zero-day, with values dropping way below the other three. The FNR values were
also much lower for all algorithms apart from Zero-day, which indicates that the
algorithm performed very poorly for Zero-day. TNR values are also relatively high,
demonstrating that this algorithm could correctly categorize the false values in most
cases. Unlike most other algorithms we used in this research, we could not generate
a validation loss curve for SVM as the training loss and testing loss values became
NAN. However, this algorithm did not face any overfitting or underfitting issues in
the validation accuracy curve.
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Figure 6.9: Validation Accuracy curve of SVM
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6.10 XGBoost

‘ XGBoost ‘
‘ ‘ Accuracy ‘ Precision ‘ Recall ‘ F1-score ‘ TNR ‘ FPR ‘ FNR ‘ TPR ‘
| Adware | 08931 | 0.83 | 092 | 087 |0.8751|0.1249 | 0.0798 | 0.9202 |
| Trojan 09771 | 0.87 | 095 | 0.90 |0.9811 |0.0189 | 0.0539 | 0.9461 |
| Ransomware | 0.9024 | 0.82 | 0.88 | 0.85 |0.9135|0.0865 | 0.1219 | 0.8781 |
| Zero-day | 08791 | 0.76 | 043 | 0.55 |0.9723|0.0277 | 0.5676 | 0.4324 |

Table 6.10: Experimental Results of XGBoost

XGBoost achieved 82.59% accuracy for the classification. It has a noticeably good
individual accuracy, and the precision was over 80% on average for all four classes.
Apart from these two parameters, we can see in Table 6.10 that the miss rate (FNR)
is very low for Adware, Ransomware, and Trojan, which indicates that this algorithm
performed pretty well. Additionally, TNR values are also very high, indicating that
this algorithm could mostly classify the false values in a correct way. However,
XGBoost faced an overfitting issue which can be seen in Figure 6.10. From the
validation accuracy curve, we can see that training accuracy was more than the
testing accuracy. Similarly, from the loss validation curve, the testing loss was more
than the training loss, making the algorithm overfitting the dataset.
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Figure 6.10: Validation Accuracy vs Validation Loss curve of XGBoost
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6.11 Performance Comparison

Analyzing the performance of the algorithms, we can see that our three best fitting
algorithms are RF, MLP, and XGBoost, with an accuracy of 86.98%, 83.60%, and
82.59%, respectively. Based on the performance matrices, RF performed best in all
categories of malware, with an accuracy of over 90% for each class. Although RF
requires more computations and takes longer to train the model because of its multi-
tree structure, it obtained the highest accuracy as it takes the majority vote in the
decision tree while calculating the accuracy. As we found in some previous research
that unsupervised algorithms perform better than supervised ones, we have found
quite a similar case. The Neural Network based multilayer architecture named the
Multilayer Perceptron algorithm performed way better than most supervised mod-
els. Because of hidden layers and nodes and increased accuracy in each iteration, it
provides better results. Like RF, MLP also obtained good accuracy in all four cate-
gories along with good Precision and Recall(TPR). With noticeably good individual
accuracy, and the precision was over 80% on average for all four classes XGBoost is
the third best performing algorithm in our experiment.

Average performing algorithms like K-NN, Decision Tree, Adaboost, and Support
Vector Machine have gained 80.68%),79.63%,73.30%, and 73.20% accuracy, respec-
tively. DT is a tree-based algorithm, but it does not take the majority voting like
RF, thus having lesser accuracy. Even though AdaBoost is in the same family as
XGBoost, it takes more computation time than XGBoost as it takes some irrelevant
data into account while performing. KNN and SVM performed quite similarly, as
shown in the table. Both obtained more than 90% accuracy in one category and an
average of 80% in the other three categories. LR, SGD, and Gaussian Naive Bayes
are the worst performing algorithm in our with an accuracy of 67.08%,64.40%, and
47.84%, respectively. From the experiment, it can be stated that these algorithms
(RF, MLP, XGBoost) performed well in classifying the malware.

Bar chart for comparing accuracy of ML classifiers

NB AdaBoos DT RF
Name of the algorithm

Figure 6.11: Comparison of Accuracy
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Chapter 7

Conclusion

With an increased number of malware attacks on an everyday basis around the
world, a new malware classification system is needed to protect our information
from falling into the wrong hands. Lots of malware share some aspects, but it is
essential to classify them to their respective families. Our research focused on using
different tools and techniques to identify the best model we can use to classify their
variants. Thus, our research used ten different algorithms: NB, AdaBoost, SGD,
MLP, DT, RF, KNN, LR, SVM, and XGBoost.

The experiment showed that our proposed method could classify malware with up
to 86.98% accuracy using RF. In addition, its accuracy and precision for each class
were also very high compared to other algorithms. So, RF performed the best for
our dataset. Figure 6.11 shows the accuracy comparison of ten algorithms. From
this experiment, we can distinguish which algorithm can be used to find the possible
outcome of classifying malware. The dataset we used, which is comparatively new,
can be used for future reference for malware classification. Our comparison model
can give fellow researchers an idea of which algorithms are best suited for classifying
malware.

Our contributions can be summarized as follows:

o We have worked on a comparatively new dataset containing different malware.
We have pre-processed this dataset to find the best possible result.

o We have used ten different algorithms to classify different malware.
o We compared them to find the best possible algorithm to classify malware.

o We have also shown validation accuracy and validation loss curves to determine
if the algorithms face any overfitting or underfitting issues.

o The highest accuracy of 86.7%, and the average malware classification was
more than 70% while considering the combined dataset.

In the future, we want to develop a model based on RF to detect and classify different
types of malware more efficiently in real-time.
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Dataset

[1] The dataset consisting of four types of malware is publicly available at https:
//drive.google.com/file/d/1MnFy2M0OIXuMAOmruPSGiRNfEt8009vjC/view?

usp=sharing.
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