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Abstract

Accident anticipation has become a major focus to avert accidents or to minimise
their impacts. Over the years, several network systems are being developed and
applied in self-driving technology. Despite the fact that advancement in the au-
tonomous industry is fast-growing, major efficiency is required in the network sys-
tems that are gradually emerging. Recent research has proposed a novel end-to-end
dynamic spatial-temporal attention network (DSTA) by combining a Gated Recur-
rent Unit (GRU) with spatial-temporal attention learning network, to identify an
accident video in 4.87 seconds before the occurrence of the accident with 99.6% ac-
curacy when tested on the Car Crash Dataset (CCD). However, DSTA has not been
able to provide efficient results on the Dashcam Accident Dataset (DAD) dataset.
Moreover, the GRU model integrated in the DSTA network has a weak information
processing capability and low update efficiency amid several hidden layers. The
decision-making process of the accident anticipation network may be understood
using the high quality saliency maps produced by the Grad-CAM and XGradCAM
approaches. In this paper, we evaluate that using Wide ResNet network enhances
the performance mechanism of feature extraction to increase accident anticipation
precision. This change improves the capacity to process information and the learning
efficacy. In addition, we suggest employing a Gated Recurrent Unit (GRU) network
which will serve as a prominent feature to train the model to recognize data’s se-
quential properties and apply patterns to forecast the following likely event. Hence,
we plan to incorporate Wide ResNet50, a system for extracting features which will
identify the vehicles at risk by using wider residual blocks. These neural networks
generate labels for identifying hazardous conditions in driving environments in order
to anticipate accidents.
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Chapter 1

Introduction

Human beings are susceptible to gradual changes and the latest change that we
have been trying to adapt to is the use of autonomous driving vehicles. With the
passage of time, as autonomous driving vehicles are now more popular than ever
and are frequently being tested to ensure their capability of being on the road, it
is very necessary to anticipate accidents. The ability of the human brain to select
relevant sensory information for preferential processing, which improves performance
in visual and cognitive activities, is referred to as visual attention. Driver attention
prediction in critical situations is a particularly complicated computer vision issue,
yet it is necessary for autonomous driving. While driving, important visual cues,
such as a pedestrian, a bike, traffic light changes, or unusual activity of different
other vehicles, influence human visual attention. As a result, the gaze behaviour of
drivers can be utilised as a proxy for their attention.
Predicting the possibilities of an accident will help us to prevent accidents to a
great extent or at least minimise their impacts on the people involved. Action
anticipation is done by the means of analysing the driving behaviours and responses
from the various video based datasets. These datasets in combination to different
neural models have given notable results to determine the possibilities of accidents.
However, it still requires more accuracy and a bigger time margin to make sure that
there is enough time to react before an accident takes place.
Our proposed strategy includes a system for extracting features that will identify the
vehicles at risk by using wider residual blocks, and employs a Gated Recurrent Unit
network that will serve as a crucial feature to train the model to recognize data’s
sequential properties to forecast the upcoming event. In order to foresee accidents
as early as possible, these neural networks produce labels for identifying hazardous
circumstances in driving contexts.

1.1 Research Problem

Over the years, improving road safety has been a primary goal. Approximately 1.3
million people fall into arms of death each year as a consequence of traffic accidents,
stated in the global status report on 2018 by the World Health Organisation on
road safety. Not only the related people, and their families, but also the nation as
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a whole suffers huge economic and infrastructural losses due to traffic accidents.
Recently, Advanced Driver Assistance Systems (ADAS) equipped autonomous cars
along with other autonomous vehicles have gained popularity. Furthermore, these
cars completely share the road with ordinary vehicles driven by humans. As a result,
autonomous cars and driver assistance systems must predict traffic incidents from
natural driving scenarios in order to assure guaranteed safety for passengers, other
vehicles, and pedestrians on the road. Furthermore, dashcam video footage con-
tains visual cues for predicting a future accident, complicating the dynamic spatial-
temporal interaction between traffic agents.
When autonomous driving makes life easier for consumers and meets critical in-
dustrial demands, it also raises worries about traffic accidents. There were about
twenty-nine incidents where human drivers had to take control of the vehicle to
avoid a possible accident [28].
Accident prediction is a difficult subject, and the computer vision group has been
studying it for a few years. Traditionally, forecasting accidents using computer
vision required evaluating live dashcam video data, which typically contains com-
plicated spatial-temporal interactions between traffic participants and a dynamic
background. With crowded traffic scenes and few visual indications, predicting how
long an accident will last from early observed frames is extremely difficult. For
improved prediction, most present techniques are designed to learn properties of
accident-relevant agents while disregarding aspects of depth maps and human vi-
sual attention.
The quality of the scene analysis and how clearly the scenes are annotated determines
the accuracy of accident anticipation. Due to the lack of comprehensively annotated
road scene cues, development of the network systems for predicting crashes earlier
becomes complicated. Although, localization and mapping [9], motion planning [6],
are the parts of autonomous driving technology that have been considerably stud-
ied, the other important segments of this technology for instance the behavioural
decision [5], and scene understanding of the roads [11], have not been broadly re-
searched yet. Understandably, for scenes involving multiple tasks, scene categoriza-
tion, object tracking and semantic segmentation are the important sub tasks of scene
analysis; for which it is complex and crucial to combine these aspects together to
train a network model. In spite of the fact that numerous computer vision tasks can
be accomplished successfully by the utilisation of Convolutional Neural Networks
(CNNs), complex scene analysis is still in need to produce multiple labels efficiently
for the classification of complex driving scenes. To effectively extract the required
cues, we propose to use the wide residual network features for extracting important
cues from the driving scenes [25].
The prime motivation of any prediction model is to anticipate actions as early as
possible. On the other hand, low prediction performance is one of the most critical
challenges faced by the Recurrent Neural Network (RNN) models. Hence, Gated
recurrent unit (GRU) [4] can be introduced as an optimal prediction model with a
view to inaugurate optimization space and intensify the weights of important cues
for strengthening the accuracy and time.
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1.2 Research Objectives

To gain more precision in accident anticipation, we propose to use the GRU Model
along with Wide ResNet50, a system for extracting features that will identify the
vehicles at risk by using wider residual blocks, in the technology of autonomous cars
to aid the drivers, passengers and pedestrians with safety to a great extent.

• We want to integrate wide residual networks as a feature extraction process
to extract significant features as a notable way to train the model.

• Refine the information processing ability and improve the efficiency of learning
by integrating it with the GRU which optimises the learning mechanism.

• Comprehend the key regions of interest important for prediction in a frame
using GRAD-CAM generated saliency maps.

• A detailed comparison of viability and constraints of different combinations of
feature extractors integrated with CNN and RNN models to predict accidents.

Thus, we can assess how quickly our suggested GRU integrated with the wide resid-
ual networks can anticipate automobile crashes in comparison to earlier state-of-the-
art models.

1.3 Thesis Structure

This study has been divided into six sections to walk through an attempt to improve
accident anticipation in order to reduce accidents or minimise their impacts.
Chapter 01 introduces the research problem that is going to be solved in the course
of this study along with the objectives that the study plans to gradually accomplish.
Our focus is to draw a comparison on different feature extractor combinations and
integrate GRU into the network to improve its learning mechanism to anticipate
accidents at the better rates and reduce the losses caused by them.
Chapter 02 discusses the works relevant to this particular study and the neural
network models and algorithms essential for the research. The state of the art in this
case is the novel end-to-end dynamic spatial-temporal attention network (DSTA)
which manages to predict accidents 4.87 seconds earlier with an accuracy of 99.6%
on the Car Crash Dataset (CCD), however, is unable to provide efficient results
(3.66 seconds) on the Dashcam Accident Dataset (DAD). The network employed
for this particular work can be called a CNN-RNN hybrid architecture combining
the lightweight and faster RNN GRU model with various CNN based extractors to
train the data.
Chapter 03 is the research methodology which emphasises on the gradual procedure
employed to conduct the research. The dataset used in this regard is the Dash-
cam Accident Detection (DAD) dataset also known as SA dataset. The feature
extraction for image processing involves extractors, namely, VGG16, ResNet50 and
Wide ResNet50 2. This chapter further explores the accident prediction part of
the network for which we use the Gated Recurrent Unit (GRU) as it is a better,
lightweight version of LSTM which strengthens the networks by long and short term
memory using its three-gate architecture.
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Chapter 04 provides a description of the training and testing process. Features
extracted using the extractors from each frame flows into the GRU and the model
estimates the probability using the hidden representation of whether there is an
accident in that frame. For videos without accidents, cross entropy is the only loss
function there. Loss of each frame is totaled, averaged, and then back propagated
for the entire video clip.
Chapter 05 emphasises on the experimental evaluation and the data analysis. The
foundation of our evaluation consists of two primary metrics, namely, Average Pre-
cision (AP) and Time To Accident (TTA). The model with the highest scores on the
validation dataset is the only one kept. Our analysis shows that the Wide Residual
Network, rather than both VGG and ResNet, is a favoured option as it anticipates
accidents 4.11 seconds earlier on average.
Chapter 06 draws a conclusion to the study by providing an overview of the entire
research procedure.
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Chapter 2

Literature Review

2.1 Related Works

In this segment, we intend to discuss the works that have been previously done in
respect to anticipating accidents using various techniques and their rate of success.
Furthermore, we will review the challenges faced by each of the networks and how
these network systems tried to overcome them.
In their paper [17] T Suzuki et al. used Adaptive Loss for Early Anticipation
(AdaLEA) in an unique approach for traffic accident prediction with self-annotated
Near-miss Incident DataBase (NIDB).

Figure 2.1: Diagram depicting the suggested AdaLEA, LEA (Loss for Early Antici-
pation) and EL (conventional work). Here, the ATTC is 3.65 seconds, compared to
2.99 seconds for a conventional EL.

During this phase of the training process, the model picks up new information
gradually. The model’s capacity to predict an accident and how early it can do so
throughout each epoch are used by the loss adaptivity to establish penalty weights.
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This approach draws its inspiration from curriculum, which employ planned and
sequential data for training. Depending on how far ahead of time the model can
anticipate a traffic collision, they update the weight value adaptively at each learning
epoch. The Curriculum Learning[1] enhances generalisation of a model by ranging
from easy to tough data samples in training time.
From each frame, the method retrieves global and local data. Then performs tem-
poral analysis on the frames and calculates risk rate which predicts the possibility
of a future tragedy. For temporal analysis in anticipation related tasks they used
QRNN [8] instead of LSTM as it is faster and with temporal convolution on suc-
cessive features, it is able to create stable anticipation. The model(AdaLEA) is
trained using the revised loss function. The Exponential Loss(EL) used with the
training method modifies the penalty weight in line with the difficulty at each frame
to stabilise anticipatory learning. But EL does not encourage early expectation be-
cause it consistently assigns higher weights near the accident that is why an early
anticipation method was proposed. Positive (a clip featuring a road accident) and
negative (no accident, a routine driving scene) samples are used to calculate the
proposed losses. While the loss in the negative sample is conventional cross-entropy,
the weighting value in the positive sample slowly grows as a video frame approaches
an accidental frame. Furthermore, they include a range of simple to challenging
samples in training period which also boosts model adaptability. Furthermore, By
referencing to ATTC, AdaLEA delivers adaptive penalty values based on the an-
ticipation time. ATTC reflects how far ahead of time a model predicts on average.
The Near-miss Incident Database(NIDB) will assess traffic risk forecasting and risk
factor prediction.
Chen et al. [18] investigated an efficient way to recognize road scenes by developing a
multi-label neural network that is trained in an extensive dataset introduced in this
research containing driving scenes of currently occurring situations, road structures
and weather condition with regard to impactful categorised samples of captured
conditions with its scene dynamics and image resolutions. The system includes
single and multi-class classification labels, in which the multi-category prediction is
learnt from the multiple labelled objects. On the other hand, supervised-learning
of samples that need to be taken care of during the time of training, are learnt
using the single labels. In particular, the imbalanced categories are sampled by
the boosting function of the proposed deep data integration method. Over and
above, this research plays a significant role to the self-driving car technology by
classifying multi-class labels effectively as this system can extract features from
various input images using resolution adaptive mechanisms maintaining the most
image information.
Fatima et al. [24] proposed a new Feature Aggregation block that reinforces ev-
ery query object attribute by adding to the query object a weighted total of all
object features in a particular video frame. The attention weights are established
by appearance relations between distinct items in a particular frame, whereas the
weighted sum represents global context unique to the query object. It is critical
for the network to grasp the global context around an item in a particular frame
in order to identify accidents. For action anticipation they used sequence modelling
power of an RNN architecture, LSTM network, which gives an anticipation proba-
bility value. The dataset used here is the street accident (SA) dataset which includes
videos captured with a frame rate of 20 frames per second from six cities in Taiwan.
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In implementation of their model, they used Faster-RCNN to extract the objects.
They applied LSTM with a dropout of 0.5 and a hidden state size of 512. Demon-
strating that combining an FA block with an LSTM can offer us with additional
information in both the spatial and temporal domains of a video stream. Bao et
al. [22] proposes a traffic accident anticipation model which considers features spe-
cific to the agents and their spatio-temporal relations by using Graph Convolutional
Networks (GCN) and Recurrent Neural Network (RNN) to exhibit the results at
each time step. Dashcam videos are given as input in the framework from which a
graph is constructed in combination of the identified objects and associated features
at each time span. At each time step, in a cyclic process, the latent relational data
are merged with the associated object features as input to an RNN cell to upgrade
the hidden state from both spatial and temporal viewpoints. The predictive uncer-
tainties are naturally formed because of the usage of the Bayesian neural network
(BNN) to predict the scores of accidents. This paper shows the collection of the new
Car Crash Dataset (CCD), which is formulated by labelling accident videos which
are collected from Youtube with time-based annotations, distinctive environmental
attributes, involvement of ego-vehicles and other participants in the accidents, as
well as the reasons of the accidents which was more informative than the existing
DAD and A3D datasets.

Figure 2.2: The model proposed by Bao et al. Graph representations G(Xt, At), time
step t, the latent relational representations Zt , accident score at at

In a paper by [30] Karim et al., the Dynamic Spatial-temporal Attention (DSTA)
network was proposed to analyse streaming dashcam video information that consist
complex spatial-temporal connections of traffic agents in a dynamic backdrops in
order to select different temporal snippets of a video sequence using the Dynamic
Temporal Attention (DTA) network and to concentrate on informative spatial re-
gions of frames with the use of the Dynamic Spatial Learning (DSA) network. To
learn spatial temporal relational features along with scene appearance features, the
Gated Recurrent Unit network has been implemented in place of the ordinary RNN.
The DSTA framework reads the indices of the video frames. The DSTA then re-
ceives the temporal and spatial associations of the significant items in the dynamic
scene as inputs, from which the network repeatedly learns and outputs the likelihood
that subsequent frames will contain crashes. A 16-layered deep CNN network called
VGG-16 feature extractor is used by the object detector to extract the features of
the objects from each frame and detect a certain number of objects from each video
frame with the highest detection scores. Consequently, the trained network system
can classify one thousand objects from the photos. Using a fully connected em-
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bedding layer, dimensions of object and frame features can also be captured. After
that, these features flow into the GRU, which is integrated with spatial and tempo-
ral attention modules. To say nothing of, GRU is a certain kind of RNN (Recurrent
Neural Network) that masters the spatial-temporal relations among aspirant objects
as the spatial-temporal relations of important objects and context information pro-
vides necessary information for accident anticipation. Thus, the dimension-reduced
object and frame features from the DAD and CCD datasets with various environ-
mental attributes containing the temporal and spatial relations are the inputs to
the DSTA network. As a result, this model updates the likelihood of a future frame
having a crash. During the training the network attempts to maximise the mean
Time to accident by using backpropagation of the loss function and it can anticipate
an accident as early as 3.66 seconds. Furthermore, modifying the DSTA network for
different regions and different countries is an achievable way to advance the ability
to predict accidents early with higher accuracy.

Figure 2.3: Rundown of the DSTA network, Ot −→ Object Features Ft −→Frame
features with reduced dimensions ot passes through a dynamic spatial attention mod-
ule to gain weighted o’t object level features. Xt = o′t + ft goes into the GRU. h’t−1

−→ hidden representation with a focus on the hidden states’ temporal evolution. In-
puts to the DSTA network are : t + h′

t−1 , and returns at −→ probability of frame
having a crash.

Karim et al. in their paper [25], emphasised on how comprehensive scene analysis
is an integral part of effective anticipation of crashes and developed a system called
MultiNet having two multi-task neural networks that looks for potential conditions
for crashes from its environment and gives environmental alerts to autonomous cars
or human drivers. Additionally, the Multi-Net system generates different labels in
order to classify the driving views, in which real time object detector Yolo V3 [16]
is used to identify specific objects in videos or images and DeepLab V3 is integrated
as instance segmentation tool[14] for labelling each pixel in the image in order to
categorise objects that are likely for occurring any sort of crash. In order to mitigate
the scarcity of datasets, two entirely new datasets have been formed containing
different roadway structures and accident scenes that were later transformed into
image frames. The Multi-Net system incorporates two aligned multi-tasking network
systems that performs image classification by splitting into two branches to provide
labels for four variables namely crash likelihood, road functions, time and weather
of the day.
Dash cameras of the cars that capture RGB images are the inputs of the first network
that are processed to identify the frames that are critical to scene analysis and those

8



Figure 2.4: Multi-Net framework with two parallel Multi-label architecture

are fed to the two branches of Multi-Net after downsampling in order to labelize the
likelihood of crash and function of the road. However, the second network is CNN
for categorising both the time and the weather of the day. 90% of the times the
classifier could successfully predict the crashes. Even though the research introduces
the system as a vision sensor based network system especially for complex driving
scene analysis, this classifier struggles to distinguish between the time of day due to
having similarity in the features. Apart from that, if the speed of the inferencing
function of the segmentation task is improved, the real time scene analysis can be
achieved more efficiently.
Karim et al. [29] train deep neural networks (GRU) to learn the spatio-temporal
relationships from traffic accident videos which can anticipate accidents as early as
4.57s before occurrence with an accuracy of 94.02%. A sequence of frames from the
collected videos are fed into a feature extractor which maps it into a feature map and
ultimately generates a feature vector which is sent into the GRU. The GRU learns
the hidden representations of the features and predicts the accident probability
scores which are further calculated into gradient maps with respect to the previously
obtained feature maps. Finally, the importance weights are calculated and fed into
the Grad-CAM to determine the final saliency maps. The results demonstrate that
their Grad-CAM method is particularly effective in producing an increased visual
explanation for the network’s predictions.

Figure 2.5: Overview of the proposed Grad-CAM method

In this paper [26] by Y Li et al. Instead of classification research, the research
paper investigates the characteristics and the distribution of variables of accident
statistics so that guidance can be generated depending on the possibility of a crash.
An approach for differentiating things recognized from footage of dashcams based
on their potential of being involved in fatal crashes is scenario-wise, spatio-temporal
attention guidance.
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Figure 2.6: Illustration of the proposed method for generating spatio-temporal atten-
tion guidance.

This paper used the fatal crash data of the U.S. retrieved from FARS (2013-2017).
162,104 fatal crashes were recorded during the period, having more than 40 variables.
Mainly, four categories (Time-related, location-related, environment-related, special
crash types ) were used to choose thirteen variables to characterise driving scenes
that should be recognised by the vehicle-mounted systems or Computer Vision.
Five of those thirteen variables used to evaluate driving scenarios are applicable to
a tiny percentage of fatal collisions. The variables are coded in binary where zero
carries most value. According to one claim made in this paper, certain scenarios
have specific patterns of fatal crashes that are more distinct than the general trend.
By classifying fatal crashes by their road type and road configuration, the dataset
was significantly lowered from 128,149 cases to 184 spatially-specified groups. This
notion is supported by the exploratory analysis and this work devised a strategy for
merging such groupings into bigger groups. Each of the larger groupings should have
its own attention guidance if they are sufficiently distinct. In a two-step process,
the184 particular spatial groups were merged collectively, the 68 groups with a size
more than 100 were clustered using a down-to-top hierarchical clustering algorithm
in the first stage. The second round of clustering analysis centred on the remaining
22,582 fatal crashes in the 158 single-group groups, as well as the 116 groups of
no more than 100 and the 42 groups remaining from the first round. Association
rule mining was used to acquire the clusters’ spatio-temporal attention guidance.
The guidelines specify exactly what sort of tragedy is most likely to happen, as well
as how probable it is that a deadly crash will take place at a given location and
time. If the results of the assessment of driving scenes are combined with attention
guidance, they have the ability to improve drivers’ awareness of items that require
extra attention for safety reasons.
In this paper [23] , they present a way for simulating both bottom-up and top-
down visual attention mechanisms in a dashcam observation environment, allowing
the suggested stochastic multi-task agent’s decision to be visually explained by at-
tentive regions. Using a deep reinforcement learning (DRL) method, this model
concurrently learns accident anticipation and fixation prediction rules. The agent
performs actions at each time step to anticipate the likelihood of a future collision,
as well as the fixation point. DADA-2000 and DAD, two traffic accident datasets,
are used to test this technique.
Taking video as an input from the dashcam, the stochastic multi-tasking agent
outputs the accident score and the next fixation at each time step. These outputs
are created based on the environment’s observation status. They suggest a dense
anticipation reward and a sparse fixation reward as scalar rewards from a driving
environment to steer the agent’s learning.
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Figure 2.7: DRIVE Model

2.2 Algorithms and Models

2.2.1 Recurrent Neural Network (RNN)

An effective method for learning sequentially through space and time is the recurrent
neural network (RNN). The inputs in RNNs are recurrently given from the outputs
of the previous steps. A sequence is developed based on the connections between the
nodes which basically shows a temporal dynamic behaviour. Therefore, capability
to retain memory and learn data sequences can be achievable by RNNs [8]. RNN
does not provide efficient performance as the gap length rises due to having issues
with vanishing gradients [3], making it challenging to train an RNN to recognize
long-term relationships.

2.2.2 CNN Architectures for Feature Extraction

A neural network called Convolutional Neural Network retrieves image features from
input. A CNN is made up of a classifier network and a feature extraction network.
During training, the weights of both networks are established. Instead of doing it
manually, CNN utilises a feature extractor in the training phase. Then the neural
network uses the extracted feature signals for classification. The feature extractor
used by CNN is made up of unique neural network types, the weights of which are
determined during training. The output of the neural network classification is then
created based on the image features. Convolution layer piles and sets of pooling
layers are included in the neural network for feature extraction. A few examples
of convolutional neural networks are the well-known AlexNet, GoogLeNet, ResNet,
and VGG models.
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Chapter 3

Methodology

Accident anticipation is a subfield of action anticipation in deep learning. The pur-
pose of the proposed model for predicting car accidents in the field of deep neural
networks is to give a probability of the occurrence of crash as early as possible.
In order to do so, data regarding various road scenes with and without accidents
are needed to be extracted and preprocessed. From the extracted frames, multi-
ple objects are detected at frame-level and object-level through a feature extractor
to reduce the amount of the redundancy in the dataset. The input to our opti-
mised neural network model will be the concatenation of the weighted aggregation
of object-level and frame-level features. To train our model, we use the existing
datasets introduced in our mentioned research works.

Figure 3.1: Overview of our CNN-RNN network

3.1 Dataset

For our model we will be using the Dashcam Accident Dataset (DAD) dataset which
is a collection of 20fps videos shots. This dataset has 1,284 training videos (455
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accident positives and 829 accident negatives) and 466 testing videos (165 accident
positives and 301 accident negatives). Each video in this collection is five seconds
long, allowing for about one-hundred frames each video. The primary reason to go
for this particular dataset is the inability of other models to produce a favourable and
efficient result on this dataset. In comparison to the CCD dataset, the DAD dataset
has a much lower rate in action anticipation in the previous state-of-the-art models
such as DSTA [30]. In the accident positive videos of DAD, the accidents generally
occur in the last 0.5 seconds, the network trains on a few indicators. The DSTA
obtains a low Average Precision (nearly 36%) score if it is trained and tested alone
on CCD or DAD dataset. Hence, early accident prediction becomes challenging.

3.2 Feature extraction in image processing

Clearly discernible cues of moving things that might be implicated in an accident
can be seen in observations of spatially specified objects. Intuitively, appearance and
motion cues are crucial for anticipating accidents. Our approach starts by initially
identifying objects in individual video frames using various convolution neural net
(CNN) architectures to evaluate the performance of various architectures and choose
the best one.

3.2.1 Feature Extraction with VGG16

When categorising 1000 photos into 1000 different categories, the object detection
and classification technique based on CNN architecture VGG16 has an accuracy rate
of 92.7% [20]. With transfer learning, it is a popular technique for identifying photos
and is straightforward to use. For each frame, we extract a fixed 4096-dimension
feature using a pre-trained VGG16 [27] network at 20 frames per second in order
to extract single-frame-based cues. After detecting the spatially distributed objects
of each clip of video frames, the ones with the highest detection score are passed
to the VGG-16 convolution neural net for feature extraction and aggregation. The
network’s input is an image of dimensions (224, 224, 3). The VGG-16 features 4096
dimensions. The dimension was reduced to 512 by passing these features through
fully connected embedding layers.
The features we extracted using the pre-trained ImageNet VGG-16 model are:

• det: Shape of bounding boxes detected (50, 19, 6), last dimension denotes (x1,
y1, x2, y2, prob, cls)

• labels : labels to determine whether or not the video involves an accident.
If accident exists (positive), it shows [0, 1] and if accident does not exist
(negative), it shows [1, 0]

• ID: video name

• data: shape of 4096-dimensional extracted features is (50, 20, 4096). It con-
tains 19 box-level feature with shape (50, 19, 4096) and frame-level features
with shape (50, 1, 4096)
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Figure 3.2: The summary of the VGG-16 model

The dimension of both object features and frame-level features are reduced using
fully connected layers yielding lower-dimensional object features. The VGG-16 neu-
ral network model will be used to create various labels for categorising images of
driving scenes and to develop a scene analysis system for the driving scenarios using
vision sensors. Basically it is used as a CNN feature extractor, passed through fully
connected layers.
The frames with the highest detection score are fed to the VGG16 for feature ex-
traction which gives us features of both frame-level and object level.

3.2.2 Feature Extraction with ResNet50

The ResNet50 network, which was launched using parameters pre-trained on Ima-
geNet [12], is another base feature extractor utilised to compare in this study. Eight
times deeper than VGG nets but yet less complicated, residual nets are evaluated
on the ImageNet dataset with a maximum depth level of 152 layers. An aggregation
of these residual nets results in an error of 3.57% on the ImageNet test set. The
model is improved using the DAD dataset after it has been initialised by the Ima-
geNet classification models. ResNet50 or a framework for residual learning makes
it simpler to train networks that are much deeper than those previously employed.
A feature map,A ∈ RK×U×V , was extracted using the applied ResNet50. In other
words, the feature map includes K channels, each of which has a height U, and width
V. This feature map becomes a D-dimensional feature vector, xt ∈ RD , when it is
flattened by a dense layer. The bottleneck blocks in this model necessitate down-
sampling. The pre-trained ResNet50 model anticipates small batches of normalised
input images having 3-channel RGB of dimension (3 x H x W), where 224 is the
value of H and W. After being loaded in the range between [0, 1] the images need to
be normalised of mean values of [0.485, 0.456, 0.406] and standard values of [0.229,
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0.224, 0.225]. The weights are set up initially as in [7] and training of models with
a learning rate starts at 0.1 which is divided by 10 once the error has plateaued.
ResNet features have no hidden fc layers, in contrast to the VGG-16 employed in
[4].

Figure 3.3: Architecture of ResNet50 on ImageNet features

On different recognition challenges, ResNet50 performs well in terms of generali-
sation. To extract ResNet-50 features, a pre-trained model first detects potential
items. Here, the advantages of replacing VGG-16 are what we’re interested in. Since
all models’ detection implementations are identical, the improvements can only be
attributed to improved networks. The features below are identified for a single frame
of an accident scene.

Figure 3.4: Architecture of ResNet50 on ImageNet features

The observation above is from a frame of an accident scene that shows the likelihood
of each aspect.

3.2.3 Feature Extraction with Wide ResNet50 2

Apart from the bottleneck number of channels, which is doubled for each block,
the wide residual architecture is identical to the usual deep residual network as in
ResNet. In outer 1x1 convolutions, the number of channels is equal, but the final
block of deep residual network or the ResNet-50 contains 2048-512-2048 channels,
on the other hand Wide ResNet-50-2 has 2048-1024-2048. ResNets are modified to
create Wide Residual Networks, which widen the residual networks while reducing
their depth. Dropout is applied between convolutional layers to regularise training
and prevent overfitting because widening residual blocks leads to an increase in the
number of parameters. Wide residual network experiments reveal that approach
produces constant gains and even cutting-edge new findings.
Factor k [13] (corresponding to k = 1) determines network breadth. The first layers
of the convolution groups conv3 and conv4 conduct downsampling, and the groups’
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Figure 3.5: Structure of wide residual networks. For clearance, the final classification
layer is skipped.

convolutions are presented in parentheses with the number N indicating how many
blocks exist in each block.
We have implemented pretrained Wide ResNet50 2 based on Torch. Identity map-
pings in residual blocks that train very deep networks were presented in recent
follow-up research that looked at the order of activations in [13] residual networks.
The following equation can be used to represent the identity map of a block of
residual:

rl+1 = rl +G(rl,Wl)

In this, Wl are the block’s parameters, G is a function of residual, and rl+1 is the
input and rl is the output in the network’s l-th unit. The wider residual network
is made up of more filters in each residual block that are piled in order. Residual
networks in [13] included two types of blocks:

• basic: utilising two subsequent 3×3 convolutions, batch normalisation, and
ReLU before the convolution: conv3×3-conv3×3.

• bottleneck: having a single 3×3 convolution surrounded by 1×1 convolution
layers that increase and decrease dimensionality: conv1 × 1-conv3 × 3-conv1
× 1.

Figure 3.6: Different Residual Blocks
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Here we implemented the pre-trained Wide ResNet50 2 using the weights trained on
imagenet for the same frame of accident scene that was tested for ResNet50. Here,
the prediction was more accurate and included more scene-related information.

Figure 3.7: Extracted features of an input frame with accident using
Wide ResNet50 2

3.2.4 Selection of Feature Extractor

For our study, we utilised Wide ResNet50 2 as our feature extractor. Due to the
gradient signal either inflating (being very huge) or vanishing (becoming very low)
as it gets back-propagated through numerous layers, training extremely deep neural
networks is challenging. We combine the wide residual network with the Gated
Recurrent Unit method to achieve the optimal outcome.

• It is not worthwhile to use VGG16. Due to the approximately 138 million
trainable parameters, it is computationally expensive and takes a long time
to train. The wide ResNet model, on the other hand, has almost the same
accuracy and just 68 million trainable parameters.

• Deep residual networks have proven to be scalable to thousands of layers and
can still obtain better results. Regrettably, because feature reuse is diminish-
ing, exceedingly deep residual networks are challenging to train because each
fraction increase in accuracy necessitates about doubling the number of layers.
With a view to resolving these challenges, wide residual network architecture
is used, where the depth of the residual networks is reduced but the width is
expanded. Compared to their more often utilised thin and very deep equiva-
lents, these networks are far better. For example, all previous deep residual
networks, up to and including 1,000-layer deep networks, are outperformed
even by a basic 16-layer-deep wide residual network in both precision and per-
formance, attaining cutting-edge performance on our SA (Street Accident) or
Dashcam Accident dataset (DAD).

• The number of layers makes up a neural network’s “depth,” but its “width” is
often the number of neurons per layer or, in the case of convolutional layers,
the number of feature maps per layer. Wide resnets are just resnets with
additional feature mappings in their convolutional layers. More distinct traits
can be learned from a wider layer. However, a wider layer will have more
parameters that need to be tuned and will be more prone to overfitting, which
is why dropout is applied between convolutional layers to regularise training
and prevent from overfitting and diminishing feature reuse.
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Since the GPU is far more effective at doing parallel computations on huge tensors,
widening the layers is more computationally efficient than having thousands of little
kernels. Thus, transfer learning can further effectively make use of the features
extracted fromWide ResNet50 2 network architecture by having an optimal number
to widening factor ratio of ResNet blocks.

3.3 Accident Prediction

A deep neural network must be used to learn the spatio-temporal correlations be-
tween the visual components of accidents in the video series in order to properly pre-
dict a traffic accident before it happens. Patterns associated with diverse situations
can be recognized by creating reliable prediction models capable of automatically
separating distinct accidental instances [2].

3.3.1 Convolution Neural Network

A multi-layer artificial neural network architecture, convolutional neural network
(CNN) is specifically made to process pixel input and is used in pattern recognition
systems. The essential modules for a convolution neural network’s feature extraction
function are the convolution layer in which the DAD dataset on street accidents is
provided having numerous records of scenes as frames and the pool sampling layer.
To remove redundant fields that are not important in the frames, the convolution
layer adjusts the input and implements filtration. In the pooling layer, after elim-
inating any irrelevant information, the input data set was passed to the new layer
by determining the convolutional layer’s local sensitivity and secondary feature ex-
traction. The weights for the extracted features are allotted randomly and then the
fully connected layer moves these extracted features. The back propagation system
of the network effectively reaches the given threshold value based on the error com-
putation. By training iteratively for an optimised number of epochs and suppressing
the loss function to update the network’s weight parameters, the network model can
improve the performance of the network. When CNN is chosen, GRU will not be
used after the feature extraction.

3.3.2 Long Short-Term Memory (LSTM)

The LSTM is a recurrent neural network model that can learn order dependence
for problems with predictions in sequence. It recognized the issue of RNN long-
term dependence, that occurs when the RNN fails to forecast the recorded data in
long-term memory yet makes reasonable predictions based on the most recent data.
It creates a dedicated memory storage system that uses a back propagation based
on time mechanism to train the data. By default, LSTM keeps information for a
lengthy period of time and can be used for time-series data processing, prediction,
and classification.

3.3.3 Gated Recurrent Unit (GRU)

In the disciplines of deep learning and time series prediction, RNN has made signif-
icant progress. Additional variations have been created in response to RNN chal-
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lenges such gradient disappearance and gradient explosion, including the Gated
Recurrent Unit (GRU), which decreases the number of gating units in the LSTM
model while strengthening network structure. We can create better outcomes thanks
to the deep GRU neural network model’s efficient learning and precise prediction
capabilities. Gated recurrent unit (GRU) networks outperform typical recurrent
neural networks (RNNs) by overcoming the difficulties of disappearing and explo-
sion of gradients. The memorising process is handled by a gating technique in this
algorithm.
Our proposed GRU concentrates on spatially specific observations related to the
presence of vehicles, pedestrians, or other items extracted from Wide Residual CNN
based network at each frame in the scene in order to anticipate accidents.

Algorithm 1

Notation:
V: total number of videos, indexed by υ
T: total number of frames in a video v, indexed by t
X: total features of a frame
Rt : reset gate
Zt : update gate
Ht−1 : hidden state (number of hidden units: h )
H’t : candidate hidden state at time step t
Ht : new hidden state
Wxh,Whh,Whr,Whz,Wxr,Wxz: are weight parameters
bh, br, bz: are bias parameters
σ: sigmoid activation function
∅: FC layer
av : accident prediction video v

Input: dashcam video, V
for υ in V do

for tυ in Tυ do
Xt ←− Resnet50
GRU:
Rt = σ(XtWxr +Ht−1Whr + br)
Zt = σ(XtWxz +Ht−1Whz + bz)
H’t = tanh(XtWxh + (Rt ⊙ Ht−1)Whh + bh)
Ht = Zt ⊙ Ht−1 + (1− Zt) ⊙ H’t
if Zt ≈ 1

Ht−1 ←− output
if Zt ≈ 0

Ht ←− output
av ←− ∅(ht)
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Chapter 4

Implementation

The model was trained and tested by adjusting the Gated Recurrent Neural Network
in a virtual environment using PyTorch [26]. Using a memory of 32GB along with
Nvidia RTX 3070 ti GPU, training and testing were carried out. The implemen-
tation of the model consists of input data preprocessing, extracting features with
wide residual convolutional neural network and aggregation of the extracted features
to the model training on optimised GRU and testing to predict the occurrence of
accident. Pytorch framework is used to access the torch library in the TorchEnv
environment. This section also provides the results of the implementation of the fea-
ture extraction with wide residual network and accident prediction for the proposed
model for accident anticipation in deep learning. Visual Studio is used to apply the
TorchEnv environment and train and run the test using part of the proposed input
data and to obtain the results.

4.1 Dataset Preparation

4.1.1 Frame extraction

A video is made up of a continuous stream of sequential images. We must first
extract the frames from a video before we can work with it. To process a video,
we must conduct operations on each frame individually. OpenCV is an open source
library that was used to handle video data that generated 20 images per second,
and our dataset contains 5 second long clips. As a result, each movie yields approx-
imately 100 frames. We import the video from the destination, execute a loop, and
report a success value to ensure the function is reading the frames correctly. It runs
until the value is true, producing separate .jpg images that can be used as frames.

4.1.2 Data Preprocessing and Classification

To preprocess the DAD dataset, we resize the frames into 224 x 224 x 3 dimensions.
The data extracted is then annotated and classified into Accident and Not Accident
classes.

4.1.3 Dataset Splitting

The dataset is split between training and testing halves in a 75:25 ratio.
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4.2 Network description

We proceeded to determine the mean and standard deviation (std) of our dataset
to normalise it after obtaining the train/test splits. In our study, we used the
data’s intended mean and standard deviation values, mean: [0.5,0.5,0.5] and std:
[0.5,0.5,0.5]. The train data is first loaded from the train folder. Only the training
data must be used to compute the mean and standard deviation. By default, this
will load images, therefore we pass the ToTensor transform to scale all of the frames
from 0-255 to 0-1. To load our data we need to make sure that our images are the
same size and normalisation as those used to train the model because we will be
utilising the models from torchvision. The network’s input is an image of dimensions
(224, 224, 3). We create the validation split after loading our data and applying our
transforms. Then, replace the validation transforms while performing a recursive
copy to prevent this from also affecting the training data transforms.

4.2.1 Wide Residual Networks for feature extraction

We initiate our procedure by first loading wide residual network pre-trained on
IMAGENET for each frame that is extracted at 20 frames per second in order to
obtain single-frame-based appearance cues provided by our Street Accident dataset
with a required input of dimensions (224, 224, 3). We use this pre-trained network as
our feature extractor for extracting features, allowing the input frames to propagate
through all layers before halting before the fully connected layer and extracting
the outputs from the pool layer as our features. A frame can contain N number
of objects. All of the popular ResNet variations have pre-trained models available
from Torchvision. With its PyTorch models and weights, such as wide resnet50 2,
Wide ResNet50 2 Weight, trained with a 32 GB RAM Nvidia RTX 3070 ti graphics
card, the Wide ResNet is implemented using transfer learning. Before being fed into
the RNN network, each mini-batch of 10 training samples goes through the wide
residual network. The Wide ResNets are initialised with settings such as a kernel
of 3x3, stride of 1, and dilation of 1 padding when the IMAGENET1K V1 weight
is specified. This initiation technique makes it possible for models to converge to
a global minimum more quickly and effectively. The weights are tuned through
mini-batch gradient descent. The video from the dashcam enters the wide residual
network backbone as a flow of frames denoted by t. A feature map At is extracted
from frame t via the feature extractor. The feature map transforms into a feature
vector, Xt, of object dictionary as a list of JSON and it is passed to the network
of GRU to learn the hidden representation, ht, of frame t. The feature vector and
the labels are then appended to the data list. Features were retrieved from the
wide resnet’s global average pooling layer, which has a 2048 pixels in size. These
features’ dimension was reduced using a linear embedding before being sent as an
input to the GRU network. In this study, Wide ResNets establish a more direct
channel for information to flow throughout the GRU network for feature extraction
and localisation in the frames, which ultimately results in higher performance.
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Figure 4.1: Feature Extraction from specified layer

4.2.2 Utilising GRU for Spatio-Temporal Relational Learn-
ing

The recurrent neural network (RNN) is a critical weapon for sequential training in
spatio-temporal dimensions. Important insights in order to prevent collisions can
be found in the spatio-temporal interactions between image features.
This work updates every frame’s hidden representation dt, using GRU, a specific
form of RNN, to learn spatio-temporal correlations among the features. A reset
gate (f(reset)t) and an update gate (f(update)t) are two gates in GRU that keep
the most important information from the video sequence while discarding the rest.
Equations which are used to represent the data going through the GRU in mathe-
matics are as follows (1-4):

f
(reset)
t = σ(W

(reset)
f xt +B

(reset)
f d′t−1), (4.1)

resett = tanh(Wresetxt +Breset(f
(reset)
t ◦ d′t−1)), (4.2)

f
(update)
t = σ(W

(update)
f xt +B

(update)
f d′t−1), (4.3)

dt = (1− f
(update)
t ) ◦ resett + f

(update)
t ◦ d′t−1′ (4.4)

In the above equations, σ signifies the sigmoid activation and ◦ represents element-
wise product operators. The median pooled hidden representation of the previous
N frames is d′t−1 :

d′t−1 = avgpool([dt−1′ , dt−2′ ......., dt−n′ ]) (4.5)
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During training, a one-hot encoded vector known as a video-level label y is assigned
to each frame. To anticipate the accident probability of each video frame, the spatio-
temporal relations of the retrieved features from wide resnet50 are learned using the
GRU. Each frame’s feature, Xt, flows into the GRU and the model estimates the
probability using the hidden representation, at, of whether there is an accident in
the video of each frame.
For accident recordings, the exponential loss function is utilised, and it gives frames
near to the accident greater weight, resulting in increased anticipation odds ratios
for those frames. For the whole video clip, the loss for each frame is summed,
averaged, and then back propagated.Through backpropagation of the loss function,
this network optimised the parameters. We used GRU with 256 hidden states and
a 0.5 dropout. The model was trained with the Adam optimizer using 30 training
epochs on the DAD dataset with a learning rate of 0.0001. The batch size for the
training was set to 10.
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Chapter 5

Result Analysis and Experimental
Evaluation

5.1 Evaluation Metrics

5.1.1 Average Precision

Average Precision mainly determines the accuracy of identifying whether an acci-
dent has occurred or not from a subject video. The videos would be labelled in
binary as positive (1) or negative (0) for accident instances. The goal of this met-
ric is to evaluate how correctly an accident has been identified from a video. At
any instantaneous time step t, if the average precision is higher than a determined
threshold, then the frame is supposed to be an accident positive frame, else negative.
This not only allows us to understand the Average Precision (AP) but also get the
precision (positive predictive value) and recall (sensitivity).

5.1.2 Time-to-Accident

Time to accident (TTA) is the most important metric in our case since we want to
anticipate accidents earlier in order to be able to avoid it entirely or at least minimise
the damage caused by it. It relies on the accident positive predictions to determine
the time after which an accident is supposed to happen. For a range of threshold
values, multiple TTA results can be obtained along with the corresponding recall
rates. To evaluate the accident occurrence earlier than it actually happens, mTTA
and TTA@0.8 is used. Here by mTTA we mean the mean Time to accident or the
average of the TTA values and the TTA at 80% recall rate is denoted by TTA@0.8.
It is to be mentioned that a greater number of false positives predictions can produce
considerably greater TTA results while producing a lower AP. It refers to the fact
that the model may produce positive predictions for random inputs because of being
overfitting on the accident videos. Therefore, to evaluate a proper prediction the
TTA with greater AP is to be considered, because it is pointless to obtain high TTA
without achieving a high AP.
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5.2 Evaluation of Test Results

To assess the model’s generalisation potential and make required corrections, it
is re-evaluated after each epoch on a new validation set that it has never observed
before. The only model kept and used for further analysis is the one with the highest
scores on the validation dataset. In an effort to increase both the AP and mTTA
during training, the loss function will be back propagated and the parameters will
be optimised by the network. We aim for larger AP and longer mTTA spanning
several epochs but having high TTA is useless if high AP cannot be ensured, which
results in a tradeoff between the accuracy and earliness of prediction. Particularly
when it comes at the expense of extremely low precision, a very high mTTA may
be impractical.

5.2.1 Performance of feature extractor

The study evaluates the effectiveness of resnet50 and VGG16 as a feature extractor
for the proposed model on DAD dataset. As seen from the figure 5.1, using resent50
as an extractor yields better results by obtaining higher AP (68.78%) with mTTA
4.40, than VGG16 (56.98%) with mTTA 4.42.

Figure 5.1: Comparison of AP between model trained using ResNet50 (blue line) and
VGG16 (orange line)

Figure 5.2: Comparison of mTTA between model trained using ResNet50 (blue line)
and VGG16 (orange line)

However, the model trained on wide resnet50 is anticipating on average 4.11 seconds
earlier before an accident occurs, side by side keeping the competitive AP perfor-
mance at 78.54% in comparison to models trained using resnet50 and VGG16. Since
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it is useless to acquire high TTA if high AP cannot be ensured, we primarily report
TTA metrics when the highest AP is attained in table 5.1 .

Figure 5.3: Comparison of AP between model trained using ResNet50 (orange line)
and Wide ResNet50 (blue line)

Figure 5.4: Comparison of mTTA between model trained using ResNet50 (blue line)
and Wide ResNet50 (orange line)

Table 5.1: TABLE 1

FEATURE EXTRACTOR COMPARISON ON DAD DATASET

Feature Extractor mTTA(s) AP(%)
VGG16 4.42 56.98
Resnet50 4.40 68.78
Wide Resnet50 4.11 78.54

This study demonstrates that, wide residual network, rather than both VGG and
resnet, is a preferred option given all these feature extraction models based on con-
volutional neural networks because overfitting of the model on the accident frames
could result in good predictions for any input. Thus, aside from fair comparison
with existing approaches, we primarily report TTA metrics when the highest AP is
attained because it is pointless to achieve high TTA if high AP cannot be ensured.
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Table 5.2: TABLE 2

TTA COMPARISON WITH HIGHEST AP FOR GRU AND CNN

Feature Extractor TTA (GRU) TTA (CNN)
TTA AP (%) TTA AP (%)

VGG16 4.653 56.98 4.759 75.20
ResNet50 4.509 68.78 3.931 70.89
Wide ResNet50 4.315 78.54 3.954 79.40

5.2.2 Comparative Analysis considering the State-of-the art
approaches

Approaches as state-of-the-art [[30]]-[[22]], [[17]] that aim for a longer mTTA are
compared to our model. The comparison study’s findings are summarised in TABLE
5.1. DSA released in 2016 [8]obtained mTTA of 1.34 seconds and AP of 48.1% on
the DAD dataset. Other researchers have gradually raised the value to 53.7% for
AP and lengthened 3.66 seconds for mTTA during the last four years [21], [19], and
[22]. By leveraging the AP by an additional 22.4% and the mTTA by 0.65 seconds,
our suggested network achieves the AP at 78.54% and for mTTA, it obtained 4.11
seconds. Thus, it illustrates that even with a challenging dataset, our network can
enhance AP as well as mTTA. On the DAD dataset, the suggested network has
surpassed the state-of-the-art efficiency.

Table 5.3: TABLE 3

MODEL COMPARISON ON DAD

Datasets Year Methods mTTA(s) AP(%)
2016 DSA[10] 1.34 48.1
2017 L-RAI[15] 3.01 51.4

DAD 2018 adaLEA[17] 3.43 52.3
2020 GCRNN[22] 3.53 53.7
2021 DSTA[30] 3.66 56.1
2022 (ours) 4.11 78.54

5.2.3 Evaluating generated saliency maps using GRAD-CAM

In order to clearly display the accident anticipation possibility the recommended
accident anticipation network produced, the saliency maps are additionally overlayed
with their corresponding input images. Humans pay attention to cars or pedestrians
who could be engaged in or affected by a traffic collision, as shown by the human
attention maps figure 5.5. The hottest regions in the Grad-CAM method saliency
maps figure 5.6 closely resemble the areas where people focus. This shows that
the suggested accident anticipation network successfully generates the forecast by
envisioning highly salient values on the traffic agents involving collision or influenced
by it.
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Figure 5.5: Human attention maps

Figure 5.6: Grad-CAM method saliency maps

According to the comparison analysis based on figure 5.5 and 5.6 , by emphasising
on the areas that are most salient, just like a human would, the accident anticipation
network developed in this study accurately predicts a future accident. High quality
saliency maps generated by the Grad-CAM and XGradCAM algorithms can be
used to describe the decision-making process of the proposed accident anticipation
network.
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Chapter 6

Conclusion

While working on this subject for a year, we faced different challenges over the
time. The first and foremost problem we faced was finding the correct dataset and
manipulating it according to our criterias. This included manual labelling of over
1,284 videos of DAD dataset. The second challenge that we faced was running
our accident prediction code and training our model with limited computing power
initially. This also had an effect on the overall time period of our thesis. Finally,
we encountered difficulties including the feature extractors in our code and getting
those settled with our model.
To solve the challenge of accident detection and anticipation, researchers have ap-
plied computer vision and deep learning techniques and videos from dashboard-
mounted cameras fixed in vehicles are included in the dataset. There are two distinct
groups for the tasks of detection and anticipation. Accident detection is similar to
accident recognition where the network has access to the entire temporal context
at test time. Because all practical systems are causal, forecasting an accident re-
quires using just a limited amount of temporal knowledge. This makes accident
anticipation a difficult endeavour. The anticipation problem involves how early the
network foresees the accident. Therefore, preventing accidents should be approached
differently than solving detection issues.
To conclude, demand for guaranteed safety in the self-driving system is progressively
increasing. Most importantly, when lives are at stake, potential for death and serious
injuries are always a prominent risk. Hence, predicting accidents as early as possible
resolves the potential risks of traffic crashes and ensures the safety of the passengers
of the vehicles as well as for the pedestrians. Consequently, the necessity arises to
emerge efficient systems that can predict traffic accidents with most accuracy at
the earliest time. Therefore, in our proposed model we opt to use GRU with Wide
Residual Networks by extracting features to classify between crash labels in order to
anticipate accidents as early as possible. Efficient systems for accident anticipation
can not only reduce injury, death or loss of property, but also improve the road
network safety management.
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