
Detection and Prediction of Epileptic Seizure Using Different
Machine Learning Classifiers

by

Afnan Ahmed Crystal

21141046

Nuna Tasnim

18101512

Subha Sumaiya B Jamal

18101636

Md. Ashikur Rahman

18101074

A thesis submitted to the Department of Computer Science and Engineering

in partial fulfillment of the requirements for the degree of

B.Sc. in Computer Science

Department of Computer Science and Engineering

BRAC University

Spring 2022

© 2022. BRAC University

All rights reserved.



Declaration

It is hereby declared that

1. The thesis submitted is my/our own original work while completing degree at

BRAC University.

2. The thesis does not contain material previously published or written by a

third party, except where this is appropriately cited through full and accurate

referencing.

3. The thesis does not contain material which has been accepted, or submitted,

for any other degree or diploma at a university or other institution.

4. We have acknowledged all main sources of help.

Students’ Full Names & Signatures:

Afnan Ahmed Crystal

21141046

Nuna Tasnim

18101512

Subha Sumaiya B Jamal

18101636

Md. Ashikur Rahman

18101074

i



Approval

The thesis/project titled “Detection and Prediction of Epileptic Seizure Using Dif-

ferent Machine Learning Classifiers” submitted by

1. Afnan Ahmed Crystal (21141046)

2. Nuna Tasnim (18101512)

3. Subha Sumaiya B Jamal (18101636)

4. Md. Ashikur Rahman (18101074)

Of Spring, 2022 has been accepted as satisfactory in partial fulfillment of the re-

quirement for the degree of B.Sc. in Computer Science on May 29, 2022.

Supervisor:

(Member)

Dr. Amitabha Chakrabarty

Associate Professor

Department of Computer Science and Engineering

BRAC University

Co-Supervisor:

(Member)

Dewan Ziaul Karim

Lecturer

Department of Computer Science and Engineering

BRAC University

ii



Head of Department:

(Chair)

Sadia Hamid Kazi, PhD

Chairperson and Associate Professor

Department of Computer Science and Engineering

BRAC University

iii



Abstract

Analyzing neural signals produced by neurons in the brain, epilepsy can be di-

agnosed. An electroencephalogram (EEG) measures brain electrical activity, and

studying EEG data in order to detect epileptic seizures in their early phases is an

important aspect of epilepsy research. Despite optimal medication management,

around one-third of epileptic patients continue to experience seizures. As a result,

detecting epileptic seizures has become increasingly important in the field of research

in recent years. It has been observed that machine learning has a revolutionary ef-

fect on classifying EEG data, seizure detection, and identifying sensible patterns

without performance deterioration.This study provides a comprehensive summary

of works on automated epileptic seizure recognition utilizing a variety of machine

learning techniques, including SVC, Logistic Regression, Decision Tree Classifier,

Random Forest Classifier, Gradient Boosting, and Multilayer Perceptron (MLP).

A dataset provided by the UCI Machine Learning Repository is used to train the

model. We considered the F1 score to be our most important performance metric

since it handles unbalanced data sets effectively by comparing both precision and

recall. Our research found that the Random Forest Classifier achieved a higher F1

score of 97.8261% with a precision of 96.746% and an F1 score of 96.4402% com-

pared to other classifiers when five groups of people were considered. Later, we

implemented PCA and clustering to determine if we could improve the Random

Forest Classifier’s performance. After performing PCA for dimension reduction and

K-means for clustering, we compare the F1 scores and cannot find any significant

difference, which implies that our data set does not need any further clustering.

Hence, the findings suggest that classification performance remains the same after

implementing dimension reduction and clustering.

Keywords: EEG; Epilepsy; Seizure; Feature extraction; Classification; PCA

iv



Acknowledgement

We would like to convey our heartfelt thanks to our supervisor, Dr. Amitabha

Chakrabarty, and our co-supervisor, Dewan Ziaul Karim, for guiding us through

this project, teaching us the route to successful research, and most importantly, for

always being there as our mentor. They offered their knowledge of subject matter

analysis with us, while also appreciating our approach to synthesizing those themes.

Their recommendations pushed us to think in new ways, their critiques increased

our problem-solving skills, and their encouragement provided us fortitude in the face

of disappointment. We will remember the memories of working with them for the

rest of our lives. We owe a huge debt of gratitude to our friends and families for

always believing in us.

v



Table of Contents

Declaration i

Approval ii

Abstract iv

Acknowledgment v

Table of Contents vi

List of Figures ix

List of Tables xi

1 Introduction 1

1.1 Thoughts behind the Prediction Model . . . . . . . . . . . . . . . . . 1

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Thesis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.4 Thesis Orientation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Literature Review 6

3 Background Analysis 10

3.1 Brain Anatomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.1.1 Cerebral Cortex . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1.2 Cerebellum . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

vi



TABLE OF CONTENTS TABLE OF CONTENTS

3.1.3 Brain Lobes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1.4 Brain Stem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.1.5 Thalamus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1.6 Hypothalamus . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1.7 Limbic System . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.1.8 Basal Ganglia . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2 EEG Waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2.1 Delta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2.2 Theta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.2.3 Alpha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.2.4 Beta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.2.5 Gamma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.3 Epileptic Seizure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.3.1 Generalized Epileptic Seizures . . . . . . . . . . . . . . . . . . 16

3.4 Reasons of Epilepsy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4 Dataset Analysis 23

4.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.2 Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.3 Dataset Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.3.1 Splitting Training and Test set . . . . . . . . . . . . . . . . . 26

4.3.2 Dimension Reduction . . . . . . . . . . . . . . . . . . . . . . . 27

5 Research Methodology 31

5.1 Model Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5.2 Classifiers Used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.3 Evaluation Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.3.1 Performance metrics . . . . . . . . . . . . . . . . . . . . . . . 49

5.3.2 Graphical Analysis . . . . . . . . . . . . . . . . . . . . . . . . 50

6 Experimental Results 51

vii



TABLE OF CONTENTS TABLE OF CONTENTS

6.1 Result Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

6.1.1 Confusion Matrix Analysis . . . . . . . . . . . . . . . . . . . . 51

6.1.2 Graphical Analysis . . . . . . . . . . . . . . . . . . . . . . . . 57

6.2 Results Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

7 Conclusion 70

References 78

viii



List of Figures

1.1 Normal activity vs seizure activity of the brain [20] . . . . . . . . . . 4

3.1 Anatomy of the Human Brain [23] . . . . . . . . . . . . . . . . . . . 11

3.2 Brain Stem Structure [41] . . . . . . . . . . . . . . . . . . . . . . . . 13

3.3 Human brain waves [47] . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.4 Brain impulses [48] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

4.1 Epileptic Seizure Dataset . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.2 Epileptic Seizure Dataset after Manipulation . . . . . . . . . . . . . . 25

4.3 Variance vs. Number of Components in PCA . . . . . . . . . . . . . 29

4.4 F1-score vs Number of Dimensions . . . . . . . . . . . . . . . . . . . 30

5.1 Complete Flowchart of Model Workflow . . . . . . . . . . . . . . . . 32

5.2 SVC Parameters When Using RBF Kernel [44] . . . . . . . . . . . . . 35

5.3 Logistic Regression sigmoid curve [53] . . . . . . . . . . . . . . . . . . 36

5.4 Working procedure of the Logistic Regression Model [59] . . . . . . . 36

5.5 Decision tree [63] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.6 Classification in Random Forest [63] . . . . . . . . . . . . . . . . . . 41

5.7 One hidden layer MLP [28] . . . . . . . . . . . . . . . . . . . . . . . 43

5.8 Mathematical model of MLP classifier with i-j-k topology [51] . . . . 44

5.9 Clustering of K-means [64] . . . . . . . . . . . . . . . . . . . . . . . . 46

5.10 The Elbow Curve for our used dataset . . . . . . . . . . . . . . . . . 48

5.11 Basic 2x2 Confusion Matrix [58] . . . . . . . . . . . . . . . . . . . . . 49

ix



LIST OF FIGURES LIST OF FIGURES

6.1 Confusion Matrix for Logistic Regression . . . . . . . . . . . . . . . . 52

6.2 Confusion Matrix for SVC . . . . . . . . . . . . . . . . . . . . . . . . 53

6.3 Confusion Matrix for Decision Tree Classifier . . . . . . . . . . . . . . 54

6.4 Confusion matrix for Random Forest Classifier . . . . . . . . . . . . . 55

6.5 Confusion matrix for Gradient Boosting Classifier . . . . . . . . . . . 56

6.6 Confusion Matrix for MLP Classifier . . . . . . . . . . . . . . . . . . 57

6.7 ROC curve of Random Forest Classifier . . . . . . . . . . . . . . . . . 58

6.8 ROC curve of Logistic Regression . . . . . . . . . . . . . . . . . . . . 59

6.9 ROC curve of SVC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

6.10 ROC curve of the Decision Tree Classifier . . . . . . . . . . . . . . . 61

6.11 ROC curve of Gradient Boosting Classifier . . . . . . . . . . . . . . . 62

6.12 ROC curve of Multilayer Perceptron . . . . . . . . . . . . . . . . . . 63

6.13 Accuracy of Used Classifiers . . . . . . . . . . . . . . . . . . . . . . . 64

6.14 Precision Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.15 Recall Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

6.16 F1 Score Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

x



List of Tables

4.1 Description of Response Variable (Y) . . . . . . . . . . . . . . . . . . 24

4.2 Total values present in dataset after binary classification . . . . . . . 25

4.3 Result after checking null values in dataset . . . . . . . . . . . . . . . 26

6.1 Comparison table among Logistic Regression, SVC, Decision Tree,

Random Forest, Gradient boosting, MLP . . . . . . . . . . . . . . . . 67

6.2 Comparison of F1 scores of Random Forest with and without clustering 69

xi



Chapter 1

Introduction

1.1 Thoughts behind the Prediction Model

Epilepsy is a very common neurological illness, affecting around 70 million people

worldwide. 85% of those infected live in underdeveloped nations, and 2.4 million

new cases of the disease are diagnosed every year. At least half of all epilepsy

cases begin in youth or adolescence, but the disease can strike anyone at any age.

For a variety of reasons, including the fact that people with the disease are two or

three times more likely to die early than those who do not, epilepsy research has

always been important in biomedical research. The difference between epilepsy and

epileptic seizures is that the latter is caused by brain abnormalities that indirectly

impact a patient’s health. These occur suddenly and decrease the life expectancy

rate of an individual [30].

Analyzing and classifying EEG data in order to detect seizures in their early phases

is an important element of epilepsy research. If a seizure is recognized early enough,

neurostimulation can be used to prevent it from progressing and spreading to other

areas of the brain. As a result, finding an effective method for automatic seizure

detection is necessary [24].
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CHAPTER 1. INTRODUCTION 1.2. MOTIVATION

1.2 Motivation

Our goal is to improve and contribute to the field of detecting epileptic seizures, one

of the most common brain illnesses. We read and examined various research articles

on this subject and decided to take advantage of our opportunity to contribute to

this field of research with our own approaches. People with neurological disorders,

such as epilepsy, have a difficult time coping with anomalous behavior, activities,

and sensations. It is critical to recognize epileptic seizures in order to aid patients in

epilepsy diagnosis so that they can receive first aid and be certain of their medical

conditions. In this situation, an electroencephalogram (EEG) signal can be used

to reveal structural and functional information about the brain, which can aid in

identifying malfunctions and abnormalities. There are various varieties of epileptic

seizures, each with its own set of symptoms. If it is discovered sooner, first aid can

be administered to reduce the severity of the situation [24]. Many study papers

show that signal measurement is a very effective approach to identify epilepsy, or to

put it another way, it is the only way to point out the disease. We can successfully

detect whether a brain has been impacted by an epileptic seizure or not using EEG

data analysis and certain other approaches such as signal feature extraction and

classification.

1.3 Thesis Overview

An epileptic seizure is a period of symptoms induced by abnormal or excessive neu-

ronal activity in the brain, characterized by uncontrolled movements, shaking, and

electrical motions in all or part of the body, as well as varied levels of consciousness

or merely a short momentary loss of awareness [45]. These episodes usually last less

than a minute or two, but they take some time to return to normal. It’s possible

that you’ll lose bladder control as a result of this seizure [45]. There are several

actions that can cause an epileptic seizure to occur. However, in the majority of

cases, it is caused by unnoticed or unknown factors, or even minor sleep deprivation.

2



CHAPTER 1. INTRODUCTION 1.3. THESIS OVERVIEW

When it comes to epilepsy, there are two types: provoked and unprovoked. In their

lifetime, up to 10% of people will suffer at least one epileptic episode [45]. According

to research, about 3.5 out of every 10,000 people experience triggered seizures each

year, while 4.2 out of every 10,000 experience unprovoked seizures. After a single

seizure, the likelihood of another is approximately 50%. Also, about 1% of the pop-

ulation suffers from epilepsy at any one time, and 4% suffer from it at some point in

their lives [21] [17]. Furthermore, more or less 80% of people suffering from epilepsy

live in underdeveloped nations. For safety reasons, many places even mandate res-

idents to cease driving until they haven’t had a seizure in a particular amount of

time. To assist someone who is experiencing an epileptic seizure, the first step is to

determine whether or not the person is experiencing an epileptic seizure. Electrical

signals produced by the human brain (also known as EEG signals) can be separated

into several frequency bands (e.g., gamma, alpha, so on). In the real world, a guy

suffering from an epileptic seizure exhibits signals that are distinct from those seen

in the average brain (see Figure 1.1). Through viable signal evaluation, it can be

determined whether the signals are non-seizure or seizure impacted. EEG refers

to electrophysiological examination of the brain’s electrical activity. This electrical

movement alluded to signs of brain function. Typically, the electrodes are put on

the scalp. The voltage fluidity caused by ionic current inside the brain’s neurons

is estimated using EEG [9]. EEG is a term used in clinical contexts to describe

the recording of the brain’s unrestricted electrical flexibility for an indefinite period

of time using electrodes placed on the scalp’s surface. Either the event’s potential

outcomes or the intriguing content of EEG are usually the emphasis of specific seg-

ments. In this work, EEG motions in the frequency range are used to analyze the

type of neural motion known as ”brain waves.” Any changes in those brain waves

or signals indicate a problem. As a result, signal analysis is required to diagnose

epilepsy since it identifies a person’s brain signal that is comparable to the epilepsy.

Figure 1.1 shows the EEG signal of a healthy brain and a seizure affected brain.

Many recordings of the EEG signals that occur in the brain of an epileptic patient

3



CHAPTER 1. INTRODUCTION 1.3. THESIS OVERVIEW

Figure 1.1: Normal activity vs seizure activity of the brain [20]

have been made over the years. A pattern emerges from all of the EEG recordings

of these impulses. Anyone with this pattern of signal in their EEG is thought to

be having an epileptic seizure. Some applications, followed by an EEG measure-

ment, are required to discover anyone who exhibits the pattern. Feature extraction

and classification are performed after the signal has been captured. The entire pro-

cedure is comparable to a BCI (brain computer interface) system. Although the

Brain Computer Interface system has a specific goal in mind, and the field of BCI

research and development has always centered on neural prosthetic applications that

aim to restore damaged or handicapped movement [6], the system is similar to the

identification of damaged brain activity movements. A BCI system is recognized

for tracking certain patterns in the human brain and relaying this information to

people while they take action. The task at hand is to translate these patterns into

a haphazard order. Following that, various EEG signal processing methods are ap-

plied to the commands in order to characterize the patterns. Later on, the efficient

methods for identifying diverse patterns of human brain signals and classifying them

through the use of a classifier will be discussed. As a result, the focus of this thesis

is mostly on the feature extraction and feature classification positions. In all of the

applications, several researchers have already discovered a variety of ways. We’ll

concentrate on what produces the best results for us, or simply which ones we’re

best suited to deal with. This study employed data from a Bonn University dataset

[22] that included seizure-affected signals as well as healthy signals with multiple

4
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subsets. Many time-frequency decomposition approaches, such as Discrete Wavelet

Transformation (DWT) [16], short time Fourier transformation (STFT) [35], em-

pirical mode decomposition (EMD) [22], power spectral density (PSD) [35], Pseudo

Wigner distribution (PWD) [11], and others, perform well for extracting features.

Many traditional machine learning techniques are used for EEG signal classification,

such as SVC, Logistic Regression, Random forest, MLP classifier, K-Means, ANN,

KNN ,Naive Bayes, among other functions to smoothly identify data. We used 80

percent of the data set is for fitting models, and 20 percent is for model evalua-

tion.We used SVC, Logistic Regression, Random forest, MLP classifier, K-Means,

Decision tree, Gradient Boosting for classification. Moreover, classification perfor-

mance of different machine learning algorithms is compared to find out the best

suitable model for our dataset.

1.4 Thesis Orientation

The thesis is organized in the following manner: We gave an overview and intro-

duction to epilectic seizures in Chapter 1. We’ve also talked about our research

objectives and why we’re doing it. In Chapter 2 is the literature review that focuses

on relevant work and existing methods that are based on our topic. The background

knowledge essential to our task is thoroughly examined in Chapter 3. In Chapter 4,

we showed how to extract the dataset and its description, as well as how to prepro-

cess it to suit the models. In Chapter 5, we demonstrated research methodology as

well as the workflow of our proposed model. We also discussed the machine learning

models that we employed in our thesis. We examined and then analyzed the data in

Chapter 6. Finally, in Chapter 7, we explored the challenges we faced in compiling

the models throughout the thesis, as well as our future intentions.

5



Chapter 2

Literature Review

Given the severity and perilous health risks of epilepsy, research on finding methods

to curb it continues to be a hot topic in the biomedical field. However, there is still

a long way to go in completely understanding and preventing/curing this medical

phenomenon. Given the spontaneous and untriggered nature of epileptic attacks,

any temporary symptoms, such as minute aberrations in movement, might go un-

noticed, leading to a major epileptic seizure. Therefore, assessment of the seizures

must be continuous, which poses multiple engineering challenges. In this section,

we are going to review some similar research conducted in the field.

The capacity to employ EEG signal analysis to identify a variety of structural

brain alterations associated with various illness states, as well as the effectiveness in

computer-based detection of a variety of brain diseases, could be extremely useful

for diagnosis and therapy [10].A human brain can be in a variety of states depend-

ing on the messages generated. The spectrum variations of these signals have been

used to classify them into five distinct groups: delta, theta, alpha, beta, and gamma

[34]. Changes in these signals can indicate a variety of illnesses, including epilep-

tic seizures. A model signal of the brain with epilepsy is created from samples of

signals acquired from patients experiencing epileptic seizures. Because epilepsy is

a common neurological complication, programmatic classification of epileptic EEG

events has become a focus of study in the past few years. Various research has

been conducted on the signal analysis of epileptic seizures, in which time-frequency

6



CHAPTER 2. LITERATURE REVIEW

distribution has proven to be quite effective in signal decomposition [35].

Researchers have utilized a variety of decomposition approaches, with some of them

being particularly popular. For example, Krishnaveni et al. in [37], Abdulhamit et

al. in [16], and Hasan et al. in [19] used the discrete wavelet transform (DWT) as the

decomposition method in their research publications. They claimed that utilizing

DWT as a pre-processing method improved performance over not using any at all.

In this scenario, DWT is one of the most commonly utilized decomposition strate-

gies. The signal’s breakdown directs a collection of coefficients known as wavelet

coefficients. A linear combination of wavelet capacity, weighted by those wavelet

coefficients can be used to the signal in this case. The importance of registering

the proper number of coefficients for obtaining a correct signal structure reproduc-

tion is critical. The wavelet’s energy is confined in DWT to a certain time interval

[16]. Wavelet Packet Decomposition (WPD) [31], power spectral density (PSD) [35],

short time Fourier transform (STFT) [20], empirical mode decomposition (EMD)

[32], and others are regularly used approaches. WPD differs from the previously

described DWT approach in a few ways. The WPD creates twice as many distinct

sets of coefficients for n levels of decomposition. The WPD generates twice as many

recognizable coefficient arrangements for n dimensions of decomposition. Because

it is confined to wavelet bases that expand by an intensity of two towards the low

frequencies, the typical wavelet transform may not offer the greatest result in terms

of compression [31]. PSD is a signal that exists throughout an unmatched time pe-

riod, or a time period that is sufficiently expansive that it may have existed across

an infinite time interval [35].

STFT is a Fourier transform that determines the sinusoidal frequency and stage

material of neighboring portions of a signal as it varies over time [36]. EMD relies

on the delivery of smooth envelopes characterized by local grouping maxima and

minima, as well as the subtraction of the mean of these envelopes from the under-

lying succession. To supply the upper and lower envelopes, this necessitates the

identification of all local extrema, which are then linked by cubic spline lines.

7



CHAPTER 2. LITERATURE REVIEW

All of the methods discussed above can be combined into a single system. Working

with several time-frequency distribution approaches, on the other hand, has yielded

better experimental results. Alexandros et al. demonstrated feature extraction

using the STFT and PSD time-frequency distributions [20]. Although the number

changes based on the number of classifications, this study found that combining these

methods improved their accuracy over utilizing them separately. In most situations,

great outcomes have been achieved by applying a single method. It is up to the

researchers to determine how they will use them in accordance with their techniques.

However, combining various strategies can sometimes, if not always, produce better

results. The signals must be categorized after they have been preprocessed and their

features extracted.

One of the variety of approaches for classifying signals is the machine learning tech-

nique. There are several methodologies to approach machine learning. SVMs (sup-

port vector machines) and ANNs are two of the most widely used among them

(artificial neural networks). Over the last two decades, ANNs have been routinely

used to identify EKG and EEG signals. For epileptic seizure identification, a num-

ber of alternative ANN-based techniques have been reported in the literature [13].

Epilepsy and non-epileptic EEG are used to create models for neural network de-

sign, which can be used to categorize EEG signals. Preparatory data sets are used

to gather features for model construction. The characteristics were selected for the

objective of recording differences between epileptic and normal EEGs. Extracting

features is critical to the success of ANN classification [19]. The SVM classifier is

a general classifier that has shown outstanding results in identifying EEG signals

based on data transfer capacity factors [32]. Linear SVM, in particular, is a method

that is used in a variety of applications. It creates plots of several separated classes

using a hyperplane to isolate them. Depending on the information, the hyperplane

partition might be regarded as 2D or 3D. Apart from these two, Rajendra et al [31]

use a Gaussian mixture model classifier, in which each class’s probability density

capacity is predicted as a combination of multidimensional Gaussian distributions.

8



CHAPTER 2. LITERATURE REVIEW

A Gaussian mixture model anticipates and treats each information focus as if it were

made up of a small proportion of Gaussian distributions with unknown variables.

This classifier can be regarded as a clustering summarization. Indeed, our classifier

outperforms regression trees and KNN (K-nearest neighbor) [31].

In [57], a number of classic machine learning methods are used to look at the EEG

dataset including logistic regression as a base learner/classifier. The chance that an

instance with attribute values x1, x2, ...xn is a logistic regression can be defined as

follows:

p = 1 +
1

1 + e−(a0+a1x1+a2x2+...+anxn)
(2.1)

Here, in equation (2.1) ai i = 0, 1, …, n are all constants.

From the labeled training data, we can figure out what the constants are in the

equation, and the values of constants are obtained using the maximum likelihood

estimation technique. Logistic regression prediction is simple, and If the parameters

are accurate, the prediction will be mechanical. Stacking is implemented using

logistic regression as a meta classifier. By fitting stages one by one, AdaBoost

creates an additive logistic regression model. Training data is randomly segmented

in a random forest classifier, and the decision tree is built with each sample data. In

random forest, only a restricted feature is evaluated when splitting a non-leaf node.

It was revealed that the deviation of a decision tree classifier is greater than that of

a random forest classifier and greater than that of an extra tree. When the random

forest classifier was used, it constructed a series of decision trees from a randomized

piece of the training dataset and merged the scores from different decision trees to

get the resulting class of the test object.

1A: X → {0, 1}. By multiplying constant Yjm with bjm, the loss function is mini-

mized. XGBoost is a distributed gradient boosting toolkit that optimizes and out-

performs GBM architecture.
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Chapter 3

Background Analysis

Some prior knowledge is required before we dive into our work. As a result, we

found resources to gather crucial knowledge about the human brain, the topic we’re

working on, and the methodologies that can be used before deciding on our own

tactics. The following is a discussion of the most important aspects of our gathered

knowledge.

3.1 Brain Anatomy

The brain is housed in the skull. It is in close proximity to all of the sense organs.

All of the functions of the human body are governed by the human brain, which

acts as a control center. The brain is also in charge of managing our knowledge of

a situation, our speech, the operation of our limbs, and many of our body’s organs

[50]. The Brain Stem, Cerebrum,and Cerebellum are the three primary components

of the brain. The descriptions of various other components are given below, in

addition to these three.

The brain anatomy is depicted in Figure 3.1, with different sections of the brain

playing distinct roles.
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Figure 3.1: Anatomy of the Human Brain [23]

3.1.1 Cerebral Cortex

Humans are distinguished from other animals by their cerebral cortex. Each of the

four lobes of the human brain corresponds to one of the four portions of the cerebral

cortex [50].

3.1.2 Cerebellum

The cerebellum is a brain area that regulates fine motor actions. It is the sole portion

of the nervous system that runs straight through the middle. The cerebellum is

primarily in charge of movement execution, timing, and multi-limb coordinates. It

is also known as the ” small brain” [38].

3.1.3 Brain Lobes

The cerebral cortex is divided into four lobes, each with its own purpose. The frontal

lobe, the parietal lobe, the temporal lobe, and the occipital lobe are all components

of the brain.

11
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Frontal Lobe

The closest section of the brain to the front is the frontal lobe. It is capable of

thinking, motor abilities, higher-order cognition, and expressive language, among

other things. The frontal lobe gets signals from the other lobes and controls body

motions using them [50].

Parietal Lobe

In the exact middle of the brain is where you’ll find the parietal lobe, which is

involved in the processing of tactile input such as tension, contact, and discomfort

[50].

Temporal Lobe

It is a portion of the brain located at the brain’s base. This lobe contains the auditory

cortex. The forebrain cortex is responsible for sound and language interpretation

[50].

Occipital Lobe

A portion of the brain is located in the back. This lobe has multiple functions

associated with the comprehension of visual input and data. The primary visual

cortex is housed within the occipital lobe [50].

3.1.4 Brain Stem

The brainstem is also involved in the regulation of cardiac and respiratory function.

The brainstem is in charge of facilitating communication between the brain’s motor

and sensory systems and the rest of the body.

The midbrain, medulla, and pons are the three sections of the brain stem, as shown

in Figure 3.2.

Midbrain

12



CHAPTER 3. BACKGROUND ANALYSIS 3.1. BRAIN ANATOMY

Figure 3.2: Brain Stem Structure [41]

The midbrain is a section of the brain that is relatively tiny. It functions as a transfer

point for both audible and visual information [41].

Medulla

The medulla is found in the lowest part of the brain stem, in a section called the

spinal cord. The medulla regulates numerous vital functions, including heartbeat,

breathing, and blood pressure [41].

Pons

By way of the pons, the medulla is linked to the cerebellum. The pons is responsible

for various autonomic activities, including activating breathing and coordinating

sleep cycles, among other things [41].

3.1.5 Thalamus

The thalamus is a structure that sits atop the brain stem. The thalamus processes

and transmits sensory information and bodily movements. As a transfer point, the

thalamus receives and transmits sensory information to the cerebral cortex [50].

3.1.6 Hypothalamus

In the base of the brain, the hypothalamus is near the pituitary gland. It’s a cluster

of nuclei.It is in charge of the pituitary gland. As a result, the hypothalamus is

involved in a variety of bodily activities [50].
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3.1.7 Limbic System

The limbic system is divided into four sections.Among these are the amygdala, hip-

pocampus, limbic cortex, and septal region. Through these four regions, the limbic

system communicates with the hypothalamus, thalamus, and cerebral cortex.The

limbic system is known as the ”control center” for emotional responses and learning

[41].

3.1.8 Basal Ganglia

A huge cluster of nuclei covers the thalamus. The basal ganglia are composed of

several nuclei, which is essential for movement regulation. The red nucleus and

ventral striatum are both components of the midbrain, and the basal ganglia is

associated with both structures [41].

3.2 EEG Waves

An EEG is a record of the brain’s surface electrical stimulation. This activity mea-

surement appears as waveforms of variable frequency, shape, and amplitude on the

EEG machine’s display. The cerebral electrical activity is reflected in the recorded

waveforms.

Figure 3.3 shows the main frequencies of the human EEG wave.

3.2.1 Delta

Delta brainwaves have a frequency dimension of 4 Hz or less and are quite noisy

[9]. It is very common as an overwhelming emotion in newborns up to one year of

age. It may occur centrally, or it may occur across the brain with diffuse damage,

metabolic encephalopathy, hydrocephalus, or significant midline lesions [2].
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Figure 3.3: Human brain waves [47]

3.2.2 Theta

The theta frequency range of 4 to 8 Hz corresponds to moderate activity [9]. It is

entirely natural in children under the age of 13 and when they are sleeping, but it

is considered strange in adults who are awake.. It’s commonly thought to be an

indication of central subcortical lesions. It’s also where we keep our apprehensions,

haunted histories, and horrible dreams.

3.2.3 Alpha

Alpha has a frequency that varies between 8 and 13 Hz [35],is most often found in

the back parts of both sides of the skull, with the prevailing side having a higher

adequacy. It usually appears when closing one’s eyes and unwinding, then fades by

opening one’s eyes or being alarmed by any device [9].
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3.2.4 Beta

Beta is a fast action wave with a frequency of 13 Hz and higher [9]. It is most visible

frontally and can be seen on both sides in symmetrical appropriation. Beta brain

waves, which may be absent or diminished in areas of cortical damage, regulate

our regular waking state of consciousness whenever contemplation is coordinated

towards subjective errands.

3.2.5 Gamma

In comparison to other types of neural signals, gamma waves are the most rapid and

possess the highest frequency. They are also linked to the concurrent processing of

information received from a number of different brain regions. Gamma brainwaves

are the least noticeable of the brainwave frequencies, passing info fast and quietly

[7].

3.3 Epileptic Seizure

An epileptic seizure is a momentary set of signs or symptoms caused by unusually

fast or well-coordinated nerve cell activity in the brain.The external manifestations

might range from uncontrollable jerking movements to a temporary loss of con-

sciousness. There are many different types of epileptic seizures. A single epileptic

seizure can happen to anyone at any time in their lives. This is not the same as

epilepsy, which is a tendency to have seizures that originate in the brain [14].

Figure 3.4 shows Brain impulses during a seizure, partial seizure and generalized

seizure EEG.

3.3.1 Generalized Epileptic Seizures

The peculiar electrical aggravation affects the entire brain in generalized seizures,

and the person begins to lose consciousness. The interval when the individual is
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Figure 3.4: Brain impulses [48]

ignorant can be extremely brief and easily overlooked [39].

Seeing a child or anyone else suffering from a seizure can be frightening. Because the

child is clueless to what is going on during generalized seizures, they are unaware of

what is going on.

They may have unusual side effects before a generalized seizure, which will alert

them to the start of a seizure. If this occurs, get them to a safe area, even if it’s on

the floor.This note or quality is most likely the commencement of a seizure in only

one participant in the brain before it expands across the full brain.

Tonic Seizure

Tonic seizures are characterized by increased muscular tone or solidity. Tonic

seizures can be a steady progression or a massive yank, depending on how quickly

they start and how long they last. Due to muscle stiffening, a child may be pushed

forward or backward, and may even fall. Due to the fact that their chest muscles

have also solidified, they may become blue and appear to stop breathing. Tonic

seizures last 10 to 15 seconds on average, although they can last up to a minute.

They frequently occur while a child is sleeping or shortly after waking up. For a

little period after the seizure, the tyke is misidentified.

Arms, legs, and trunk muscles became stiff [65]. These usually last less than 20
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seconds and occur while people are sleeping. In any event, if you’re standing at the

time, you risk losing your balance and falling. These are becoming more common in

people who have a kind of epilepsy known as Lennox-Gastaut condition, but they

can also occur in people with other types of epilepsy.

Clonic Seizure

Clonus refers to the repetitive quick stiffening and relaxation of a muscle [14]. To

put it another way, it’s jerking. Restraining or moving the arms or legs will not stop

the movements.

A person may lose control of physiological functions and begin twitching in various

portions of the body during a clonic seizure. He or she may have a brief period of

unconsciousness, followed by confusion [5].

Clonic seizures usually begin in childhood. They frequently resemble a case of large

bilateral epileptic myoclonus, however the motor aspects are often asymmetrical.

Clonic seizures are uncommon and mostly affect newborns. Clonic motions are

most commonly noticed as part of a tonic-clonic seizure [65].

Tonic-Clonic Seizures

A grand mal seizure is an unsettling influence on the asymmetrical functioning of

the brain. This is due to the incorrect transmission of electrical signals through the

brain. This will eventually result in signals being transmitted to muscles, nerves,

and glands [34]. The proliferation of these signals in the brain can cause you to lose

consciousness and experience extreme muscle constriction.

Tonic-clonic seizures are named for the two distinct stages they go through. People

lose awareness, and they may fall down during the tonic phase of the seizure. Quick

muscle constrictions, often known as convulsions, characterize the clonic stage [47].

Absence Seizures

Petit mal seizures are also known as absence seizures. They are short, usually

lasting less than 15 seconds, and they have unfathomable side consequences [47].
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Regardless, even for such a short period of time, loss of awareness can make these

dangerous.

These are more common in children than in adults, and they might occur often.

When a person who has had an absence seizure becomes oblivious for a short period

of time. Their eyelids may squint or vacillate, or they may stop what they’re doing,

glance up, and gaze. They are unresponsive to what is going on around them. If

they are strolling, they may continue to stroll, but they will be unaware of what

they are doing [3].

Atonic Seizures

Atonic seizures are a type of seizure in which muscular quality is suddenly lost. Aki-

netic seizures, drop ambushes, and drop seizures are other names for these seizures.

When in doubt, the individual remains conscious and does not collapse to the ground

[1].

Myoclonic Seizures

Myoclonic seizures are short, stun-like muscle branches or groups of muscles. ”Myo”

means muscle, and ”clonus” means a muscle that is rapidly compressing and unwind-

ing, snapping or jerking. They usually don’t last more than a second or two [47].

Myoclonic seizures typically involve both sides of the body simultaneously, and the

individual may lose their balance. They can be found in a variety of epileptic syn-

dromes, each with its own set of symptoms:

• Juvenile myoclonic epilepsy: The neck, shoulders, and upper arms are the most

commonly affected areas. Seizures frequently occur shortly after a patient is

awakened in many individuals. They usually begin during adolescence or, on

rare occasions, early adulthood in people with a typical knowledge base.

• Lennox-Gastaut syndrome: A once-in-a-lifetime condition characterized by a

wide range of seizures. It begins in childhood. The neck, shoulders, upper

arms, and frequently the face are all affected by myoclonic seizures. They
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may be quite substantial and difficult to handle.

• Progressive myoclonic epilepsy: This group includes unusual syndromes that

combine myoclonic and tonic-clonic seizures. Treatment usually does not last

long since the patient eventually breaks down.

Atypical-Absence Seizure

In contrast to conventional absence seizures, atypical absence seizures are one-of-a-

kind, startling, or unusual. They’re a type of generalized first seizure, meaning they

start on both sides of the brain. Atypical absences are epileptic seizures that typ-

ically affect children with severe learning and neuralgic deficits caused by epileptic

encephalopathies, the most common of which is Lennox-Gastaut syndrome. They

differ from conventional absences in that they have a gentle beginning and conclu-

sion, have low cognitive impedance, and are typically linked with considerable tone

changes [18] [8]. The onset of an atypical absence seizure is less abrupt, and it is

counterbalanced by loss of awareness, as opposed to conventional absence seizures.

With the patient performing an action gradually or with slip-ups, the loss of aware-

ness may be insignificant [47].

Infantile Spasms

Early-life spasms and seizures characterize infantile spasms, a devastating epileptic

encephalopathy. It is also called the West Syndrome, and it can result in severe

epilepsy that can’t be treated [47].

Infantile spasms typically affect children under the age of two [33]. When compared

to ordinary offspring of comparable ages, children with infantile spasms and hyp-

sarrhythmia EEGs displayed considerable differences from the standard in sound-

ness and dreadful power. During rest, delta, theta, alpha, and beta coherence in-

creased, notably at long distances between cathode separations, whereas cognizance

decreased in the theta and beta ranges, particularly in the frontal region. A few chil-

dren can achieve seizure control and a typical early recognition with proper therapy
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and a careful demonstration assessment [15].
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3.4 Reasons of Epilepsy

Children account for around 30% of all epilepsy case instances. Epilepsy has no

recognized cause in approximately half of individuals who suffer from it. A number

of factors can be blamed for the disease in the other half, including:

1. Genetic influence: It’s possible that these occurrences have a hereditary compo-

nent. In these circumstances, there is most certainly a hereditary component.

2. Prenatal Injury: It has been shown that some kids are immune to brain injury

before birth, which can be connected to a variety of factors, including oxygen short-

age or a mother’s sickness. The infant may develop epilepsy as a result of these

circumstances.

3. Brain condition: Epilepsy can also be caused by brain tumors or other types of

brain injury or head trauma.

Besides these factors, there are some specific factors which may increase the risk of

epilepsy, such as brain injury, dementia, lack of sleep, anxiety, stress, et cetera [40].

Treatment of epilepsy

Treatment can help most people with epilepsy minimize or eliminate their episodes.

Some of the therapies are as follows:

Anti-epileptic drugs are administered during surgery to remove a small portion of

the patient’s brain, which is thought to be the source of the seizures.They are called

anti-epileptic drugs (AEDs), a method of seizure control that involves implanting a

small electrical device within the body. A certain sort of food (the ketogenic diet)

can help avoid seizures [40].
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Chapter 4

Dataset Analysis

In this section we talked about the dataset we used for our thesis purpose ,from

where we collected it ,and then how we processed it into comprehensible format to

feed it into different machine learning classifiers for finding the best model.

4.1 Data Collection

Our work employed a preprocessed version of a commonly used epileptic seizure

detection dataset from the UCI Machine Learning Repository [46].

4.2 Data Description

The dataset consists of 500 patients and contains 4097 EEG readings for each subject

over the course of 23.5 seconds. After that, the 4097 data points were split up into 23

unique chunks for each patient, and each of those pieces was turned into a single row

in the dataset. Each row has 178 readings, which are then transformed into columns;

to put it another way, one second’s worth of EEG readings is 178 columns. There

are a total of 11,500 rows and 179 columns, with the very last column indicating

the patient’s status, which indicates whether or not the patient is experiencing a

seizure at the moment. The response variable, y, can be found in column 179, and

the independent variables are X1,.., and X178.

y includes a response variable, which can be written as y in 1, 2, 3, 4, or 5:
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5 When the EEG was being recorded, eyes were open

4 When the EEG signal was being recorded, eyes were closed

3 Found the position of the tumor within the brain, as well as the recorded EEG activity from the healthy part of the brain

2 The EEG is recorded at the tumor’s location

1 Recordings of seizure activity

Table 4.1: Description of Response Variable (Y)

Table 4.1 illustrates a brief description of the response variable in our dataset, where

there are a total of 5 classes.

Figure 4.1: Epileptic Seizure Dataset

It is shown in Figure 4.1 that all subjects from classes 2, 3, 4, and 5 did not experience

an epileptic seizure. Epileptic seizures are only a concern for class 1 individuals.
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4.3 Dataset Preprocessing

Data preprocessing is a process that puts unprocessed data into a format that is easy

to understand so that our dataset can be better understood. Initially, we eliminated

the first column from the dataset because it was irrelevant to our machine learning

algorithm. Since our main goal is to determine whether or not a patient is having

a seizure using 178 EEG signals per second, we converted the multiclass dataset

to a binary classification problem by replacing the y column values greater than 1

with 0 and leaving the 1 values unchanged. In this case, 1 denotes a patient who is

experiencing a seizure and 0 indicates that the patient is not having a seizure.

Figure 4.2: Epileptic Seizure Dataset after Manipulation

In Figure 4.2, the first 178 columns are called independent parameters. The last

column is the response parameters, and it says y = 0 or 1, where y = 0 means no

seizure activity was found and 1 means seizure activity was found.

Class Number of cases
0 9200
1 2300

Table 4.2: Total values present in dataset after binary classification

Table 4.2 represents the number of cases for the classes being used, with a total of

2300 cases for seizure class (1) and 9200 cases for non- seizure class (0).

Then, we verify whether any null values exist in our dataset.
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X1 0
X2 0
X3 0
X4 0
X5 0
... ...

X175 0
X176 0
X177 0
X178 0

y 0
Length: 179, dtype: int64

Table 4.3: Result after checking null values in dataset

Table 4.3 shows that our dataset has no missing values and that we are dealing with

the complete dataset.

To find out whether or not feature engineering is required for our dataset, for which

we determine the log column. Here, the number of columns that are sufficiently

skewed to require transformation is “0”, indicating that all columns are sufficiently

skewed and no additional feature engineering is required for our dataset. Therefore,

we may avoid transforming feature columns.

4.3.1 Splitting Training and Test set

The Stratified Shuffle Split algorithm is utilized in order to split our dataset into

training and testing sets. We chose Stratified Shuffle Split as our binary classifier as

it consists of 0 and 1, with a total of 9200 0s and 2300 1s. However, in this instance,

implementing a random split could result in a bias toward 9200. To overcome this

issue, we used Stratified Shuffle Split, which takes 80 percent of data from both class

0 and class 1, then combines them to create a combined 80 percent trained dataset

that is optimal and unbiased because it is a blend of both classes.
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4.3.2 Dimension Reduction

We performed dimension reduction to determine if the performance of our best

classifier improved after dimension reduction. As our dataset is so huge, dimen-

sion reduction may be necessary. It is really difficult to manipulate this massive

dataset. We used principal component analysis (PCA) to cut down on the number

of dimensions as much as possible, hence removing ineffective columns.

PCA

PCA reduces the variance of large data sets by turning a huge proportion of vari-

ables into a small number of variables, which contains the dataset’s most important

information. The goal of analysis is to reduce the data set’s dimensional complexity.

The data’s dimensionality is reduced by creating basis vectors. A linear combination

of basis vectors can be used to reproduce any sample from a data collection using

basis vectors. In essence, PCA strives to lessen the amount of parameters in our

collection of data while retaining quite enough information as feasible [43].

Step 1: Standardization

This step normalizes the range of continuous initial input variables so that they

all have a substantial impact on the analysis [42]. If the starting variable values

vary markedly, the factors with a wide variety will outnumber those with lower

ranges (for instance, a parameter ranging from 0 to 100 will outnumber a parameter

ranging from 0 to 1), leading to an unfair outcome [61]. Following standardization,

all variables will be scaled to a certain level.

Step 2: Covariance Matrix Computation.

Z =


Cov(x, x) Cov(x, y) Cov(x, z)

Cov(y, x) Cov(y, y) Cov(y, z)

Cov(z, x) Cov(z, y) Cov(z, z)

 (4.1)
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The variances of each initial variable are found on the major diagonal of Equation

4.1, which is a covariance matrix. The principal diagonal in Z runs from top left to

bottom right because the covariance of a parameter with itself equals its deviation

(Cov (a, a) = Var (a)). The values of the covariance matrix are symmetrical with

regard to the major diagonal because the covariance is (Cov (a, b) = Cov (b, a).

This covariance matrix summarizes the connections between two or more variables.

Step 3: Using the eigenvectors and eigenvalues of the covariance matrix

to find principal components

Now, PCA tries to fit quite enough information as it can into the first component,

followed by the second component. Because there are as many variables in the

data as there are principal components, the first principal component explains the

most variation in the data. T The second principal component is found in the very

same manner as the first, but it must not be related to the first and account for

following the largest variance. The above technique is repeated until the number of

variables equals the total number of primary components [202]. The eigenvectors

of the covariance matrix are the directions of the axis that have the most variance.

These are the principal components.

Step 4:Creation Of Feature Vector

By figuring out the eigenvectors and putting them in order by decreasing eigenvalue,

we can find the order of importance of the main parts. Then, we decide if we want

to keep all of these parts or get rid of the ones with poor eigenvalues. With the ones

we keep, we make a matrix of vectors termed ”feature vectors” [61].

Step 5: Rearranging data along the axes of the main components

The data is rearranged from the primary axis to the axes indicated by the principal

components through the feature vector. In the last step, the transpose of the initial

data set is multiplied by the transpose of the feature vector to get this result.
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FinalDataSet = FeatureV ectorT ∗ StandardizedOriginalDatasetT (4.2)

We rearranged the data along with the primary component axes using equation 4.2,

then we used it to reduce dimension.

To reduce the dimensions of our dataset, first we figured out if we needed to make

any changes to our dataset.

Figure 4.3: Variance vs. Number of Components in PCA

In Figure 4.3, there is no elbow present in the PCA graph, and it is gradually

increasing. It indicates that we don’t have to make any changes to our dataset. If

any elbow exists, we have to make changes in our dataset before proceeding.
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Figure 4.4: F1-score vs Number of Dimensions

With only 40 components, our graph 4.4 achieved a good score. This means that

instead of 179 features, we can use just 40 components. So, we tried to figure out if

we could achieve high accuracy with 40 components instead of using 178 features.
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Chapter 5

Research Methodology

In this section, we will describe our model workflow, the machine learning classifiers

we applied, and the testing, validation, and evaluation methods used in our study

on epileptic seizure detection and prediction thoroughly.
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5.1 Model Workflow

Figure 5.1: Complete Flowchart of Model Workflow
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In Figure 5.1, the flowchart for our thesis work is shown, which includes data pre-

processing, data splitting, classifier implementation, testing & validation, evaluation

of performance, and analysis.

5.2 Classifiers Used

SVC

The Support Vector Classifier, or SVC, is the most appropriate machine learning

method for our case. SVC does not allow multiclass categorization by default. It

enables binary classification and data item separation into two categories. A SVC’s

goal is to fit the data given to it, providing a ”best fit” hyperplane that divides or

categorizes it. After obtaining the hyperplane, we may input some characteristics

to the classifier in order to get the ”predicted” class. This makes this algorithm par-

ticularly ideal for our needs, although it may be used in a variety of circumstances.

It’s a one-vs-one C-support vector classification that deals with multiclass support

[25].

In our dataset, we applied SVC as it let us choose from a variety of non-linear

classifiers. kernel rbf, c=0.025.

In SVC, the Radial Basis Function is a regularly used kernel.

K(x, x) = e
−||x−x′||2

2σ2 (5.1)

In 5.1 ||x−x||2 is the squared Euclidean distance. There are two parameters (C and

γ) in an SVC classifier using the RBF kernel. C is applicable to all SVM kernels, and

removes the training set’s categorization for simplicity on the surface of a decision.

A low C flattens the decision surface, whereas a high C detects all training data

properly. The gamma value represents the potency of a particular training example.

The closer the other samples are to the gamma, the more likely they are to be
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affected [26].

There is the training vector, xi ε Rp , i =1,.., n, in two classes, and another vector

y ε (1,−1)n

Our objective is to figure out w ε Rp and b ε R so that the detection is correct for

the most cases. The primal problem solved by SVC is given in equation 5.1.

minw,b,ζ
1
2
wTw + C

∑n
i=1 ζi

subject to yi
(
wTφ (xi) + b

)
≥ 1− ζi

ζi ≥ 0, i = 1, . . . , n

(5.2)

We’re attempting to maximize the margin in 5.2 (by reducing) ||w||2 = wTw, while

incurring a penalty when a sample is misclassified or falls under the margin.

minα
1
2
αTQα− eTα

subject to yTα = 0

0 ≤ αi ≤ C, i = 1, . . . , n

(5.3)

In 5.3, e is the vector of all ones, and Q is an n by n positive semidefinite matrix.

Qij = yiyjK(xi, xj), where K(xi, xj) = Φ(xi)
TΦ(xj) is the kernel. The terms in 5.3,

α i are called the dual coefficients, and they are upper-bounded by C.

As demonstrated in Figure 5.2, the RBF kernel can handle scenarios in which the

relationship between class labels and characteristics is nonlinear because it non-

linearly inserts samples into a higher-dimensional domain. In addition, the linear

kernel with a penalty parameter C” functions identically to the RBF kernel with a

few specialized settings (C, γ). Moreover, for some special parameters, the sigmoid

function performs like RBF [12].

The second argument is that the number of hyperparameters impacts the model

selection complexity. There are fewer parameters in the RBF kernel than in the

polynomial kernel. For this reason, the RBF kernel is not numerically complex.
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And accordingly, it is efficient in terms of computational complexity [4].

Figure 5.2: SVC Parameters When Using RBF Kernel [44]

Logistic Regression

The categorical dependent variable is predicted using logistic regression, applying a

set of independent factors. However, we used this algorithm to solve classification

problems in our model. The Logistic Regression problem’s outcome can only be

between 0 and 1. When the probabilities between two classes must be calculated,

logistic regression can be utilized. For example, if a seizure exists or not, 0 or 1,

true or false, and so on. In logistic regression (LR), the probability, P1, of a binary

result occurrence is connected to a set of independent variables in the form

logit (P1) = ln

(
P1

1− P1

)
= β0 + β1x1 + · · ·+ βnxn

= β0 +
n∑

i=1

βixi

(5.4)

in equation 5.4 where �0 is the intercept and �1, �2, ..., �n are the coefficients for the

explanatory variable x1, x2,..., xn. A binary variable has only two possible values,
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such as yes/no, on/off, survive/die, or 1/0, and is used to describe the presence or

absence of a particular event (e.g., epileptic seizure/not).

Instead of fitting a regression line, we fit a ”S” shaped logistic function (shown in

Figure 5.3), that predicts two maximum values (0 or 1), but instead of giving precise

values, it produces probabilistic values that are between 0 and 1. When a decision

criterion is included, logistic regression transforms into a classification procedure

[59].

Figure 5.3: Logistic Regression sigmoid curve [53]

Figure 5.4: Working procedure of the Logistic Regression Model [59]

The Logistic Regression Model is illustrated in Figure 5.4. To predict the outcome,
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a sigmoidal activation function is given a linear equation. To evaluate the model’s

performance, we calculate the loss. The most common loss function is mean squared

error. The mean squared error is not the best option because the output of logistic

regression is a probability value between 0 and 1.

Decision Tree

Decision Tree is the most effective even among highly prominent classifiers, which

have outstanding performance in several areas. This is as a result of its capacity

to construct a number of rational explanatory logic rules with excellent prediction

accuracy.

In this tree-structured classifier, input data comprises dataset characteristics and

variables, branches indicate decision rules, and each leaf node delivers the output.

A decision tree has two nodes: the decision node and the leaf node.Unlike Leaf

nodes, which are the results of decisions and have no further branches, Decision

nodes can be used to make any kind of decision. The dataset is stored in the root

node. While implementing a decision tree, we must pick the best characteristic for

the root node and subnodes. Attribute Selection Measure (ASM) is a method that

has been devised. We can simply determine the best characteristic for the tree’s

nodes using this measurement. The two common ASM techniques are information

gain and gini index. We divide the node and build the decision tree based on the

value of information gain. The Attribute Selection Measure (ASM) finds the best

attribute in the dataset. By dividing the root into subsets, it constructs the node

of the decision tree with the best attribute. Using subsets of the dataset, it creates

further decision trees in a recursive manner. The process is repeated until no more

nodes can be classified, at which point the final node is identified as a leaf node,

resulting in the final output. A pure sub-split indicates that in our decision tree,

the output is either “yes” or “no”. The Entropy formula is shown in equation 5.5

E(S) = −p(+) logp(+) − p(−) logp(−) (5.5)
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Here in 5.5, p+ is the probability of positive class,

p+ is the probability of positive class,

p– is the probability of negative class,

S is the subset of the training example

Our goal here is to minimize the uncertainty in our dataset. Here, “Information

gain” is a new measure for this purpose, which reveals to us how much the parent

entropy has decreased after being separated by a feature.

Information Gain = E(Y )− E(Y |X) (5.6)

Here in 5.6, E(Y) represents entropy for Y, and E(Y | X) represents conditional

entropy for X given Y. It reduces disorder in our target variables by deciding how

data is divided by a decision tree.

Decision trees are useful for finding patterns in large amounts of data that are

difficult to detect manually. The patterns found can be used to make decisions by

offering insight into outcome(s) of future circumstances.

Random Forest

Random forest generates decision trees from numerous samples by using the major-

ity vote for classification and the average for regression. This approach is used in

regression and classification to handle data sets containing continuous and categor-

ical variables. However, it produces higher classification accuracy. In our paper, we

used it for classification to get our final output, which is based on majority voting

[62].

To understand how a random forest algorithm works, we must first understand the

decision trees, which consist of three types of nodes: root node, decision node, and

leaf node. From the root node, the set begins to divide. Decision nodes are the

nodes that result from dividing a root node, while leaf nodes are nodes that cannot
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be divided further [55].

We created a decision tree, which uses a tree-like flowchart to represent the predic-

tions that result from a series of feature-based splits. A Random Forest is a bagging

method that makes predictions using a subset of the original dataset, which helps

to overcome overfitting. Random forest creates many decision trees, each with a

different collection of observations, rather than a single decision tree [55] [27].

The formula for calculating the feature in Scikit-learn is in equation 5.7:

nij = wjCj − wleft(j)Cleft(j) − wright(j)Cright(j) (5.7)

Where,

nij = the importance of node j

wj = weighted number of samples reaching node j

Cj = the impurity value of node j

wleft(j) = child node from left split on node j

Cright(j) = child node from right split on node j

fii =

∑
j: node j splits on feature i nij∑

k∈ all nodes nik
(5.8)

Where,

fii = the importance of feature i

nij = the importance of node j

With the help of equation 5.8, the value of each feature is computed.

norm fii =
fii∑

j∈all features fij
(5.9)

They may be normalized to a number between 0 and 1 by dividing by the total of

all feature importance values, as shown in equation 5.9.
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The average of all the trees is the most essential attribute during the Random Forest

stage. The total number of trees is divided by the sum of the importance ratings of

each attribute on each tree.

RFfii =

∑
j∈ all trees norm iij

T
(5.10)

Where,

RFfii = the importance of feature i calculated from all trees in the Random Forest

model

normfiij = the normalized feature importance for i in tree j

T = total number of trees

The output of equation 5.10 [55] is the final feature.

Figure 5.5: Decision tree [63]

Figure 5.5 shows how final output is obtained through individual decision trees in

random forest classification.

It is an ensemble approach. Bootstrapping is the process of repeatedly sampling

different rows and characteristics from training data to build each decision tree

model, as represented in Figure 5.5. Here, aggregation is the process of aggregating
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all of the results from each decision tree to obtain a final result using majority votes.

Figure 5.6: Classification in Random Forest [63]

Figure 5.6 is the map of random forest classification with row and feature sampling

and parallel connections between all decision trees.

Gradient Boosting

One of the boosting algorithms used to lower a model’s bias error is gradient boost-

ing. We chose this algorithm as a classifier because our dataset comprises categorical

variables and the cost function is log loss. The Gradient Boosting Classifier imple-

ments a loss function. This classifier can use a user-defined loss function, as well

as a variety of standardized loss functions. The loss function, however, must be

differentiable. In classification algorithms, logarithmic loss is commonly utilized. In

addition, we used logarithmic loss in our analysis [54].

The steps outlined below are the steps to generating a gradient boosting classifier.

First of all, the model has to be fitted. Afterwards, the parameters and hyper-

parameters of the model should be tuned. We make some predictions and examine

the outcomes and interpret the results. It needs some active decision-making to

turn the hyperparameters of our model. We tried a number of inputs and hyperpa-

rameters to improve the accuracy of our model. For better results, we used three
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modifications to our gradient boosting algorithm —tree constraints, weighted up-

dates, and random sampling. These include tree depth and tree numbers employed

in the ensemble. Weighted updates are used to restrict how much each tree con-

tributes to the ensemble, such as a learning rate. Fitting trees on random subsets of

features and samples is an example of random sampling. Gradient descent is used to

improve the training loss of gradient boosting models. The gradient of the training

loss is to change the target variables for each successive tree.

The loss function for the classification problem is given below in equation 5.11:

L =
1

n

n∑
i=0

(yi − γi)
2 (5.11)

Equation 5.11 is our loss function, where yi is the observed value and Γ is the

predicted value.

Now we must determine the gamma value that will result in the smallest loss function

[207]. We set the derivative of it to 0 in relation to log(odds). As a function, our

initial prediction will be the minimal value of the loss function. The next step in

the Gradient boosting regressor is to generate the pseudo residuals by multiplying

the loss function’s derivative by -1. We proceed as before, but this time the loss

function is different, and we deal with the probability of a result.Then we have our

first decision tree and find the final outputs of the leaves.

Learning rate is one of the most important parameters for gradient boosting decision

trees. The learning rate refers to how quickly the model picks up new information.

The overall model is altered by each new tree. The learning rate measures the

strength of the change.Primarily, we are concerned about the classifier’s accuracy

on the validation set, although it shows that a learning rate of 0.05 provides the best

validation set performance as well as decent training set performance. We can now

analyze the classifier by estimating its accuracy and generating a confusion matrix .

By generating a new classifier and setting in the best learning rate found, an output
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of the tuned classifier is found.

Multilayer Perceptron (MLP)

MLP learns functions by using a dataset with a predetermined number of input and

output dimensions. Based on the model’s collection of features, it can construct a

nonlinear function predictor for classification.

Figure 5.7: One hidden layer MLP [28]

Figure 5.7 depicts a scalar output MLP with only one hidden layer [56].
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Figure 5.8: Mathematical model of MLP classifier with i-j-k topology [51]

There are three levels in the hypothesized MLP design: input, output, and a hidden

layer. Layer 1 is the input layer, as described in Figure 5.8 and it conducts nor-

malization on all I number of features. MLPs typically include one or more hidden

layers, but in this study, we just employed one hidden layer to minimize classification

time and hardware resource consumption [51].

MLP trains with two arrays. Training samples are stored as floating point feature

vectors in Array X, while performance measures (class labels) for the training data

are stored in Array Y (n samples, n classes) [56].

The controller parameters are described by a collection of neurons in the input layer.

In the hidden layer, each neuron performs a weighted linear sum on the data from the

previous layer, followed by a non-linear activation function such as the hyperbolic

tan function. The output layer receives the values from the final concealed layer.

Finally, it turns them into output values in the output layer [49][60].

In terms of concept; if we put the MLP calculations into a numerical equation, we

simply need to choose a notation to refer to different regions of the network. We’ll

refer to the activations of the input units as xj and the activations of the output

unit as y, as in the linear case. The units in the lth hidden layer will be represented
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by hl
i . Because our network is fully linked, each unit receives interactions from the

preceding layer’s units [52].

This means that each unit has its own bias, and every pair of units in two subsequent

layers has a weight. As a result, the calculations of the network can be represented

as 5.12:

h
(1)
i = φ(1)

(∑
j

w
(1)
ij xj + b

(1)
i

)

h
(2)
i = φ(2)

(∑
j

w
(2)
ij h

(1)
j + b

(2)
i

)

yi = φ(3)

(∑
j

w
(3)
ij h

(2)
j + b

(3)
i

) (5.12)

Distinct layers may have different activation functions in 5.12. We separate Φ1 and

Φ2. We put the computations in vectorized form because all of these summations

and indices might be difficult. Because each layer has numerous units, we use an

activation vector hl to represent activation of all of them. We use a weight matrix

W 1 to express each layer’s weights since every pair of units in two subsequent levels

has a weight [52]. A bias vector b1 is also present in each layer. As a result, the

computations above are represented in vectorized form as in 5.13.

h
(1)
i = ϕ(1)

(
W(1)x + b(1)

)
h(2) = ϕ(2)

(
W(2)h(1) + b(2)

)
Y = ϕ(3)

(
W(3)h(2) + b(3)

) (5.13)

When an activation function is applied to a vector, we imply that it is implemented

to each entry independently. All of the hidden units for each layer for all of the

training set is maintained as a matrix H l.

The following are the computations:
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H(1) = ϕ(1)
(
XW(1)T + 1 b(1)T

)
H(2) = ϕ(2)

(
H(1)W(2)T + 1 b(2)T

)
Y = ϕ(3)

(
H(2)W(3)T + 1 b(3)T

) (5.14)

We directly translate the equation 5.14 into NumPy code and the code computes

the prediction on the dataset. Since we used Sklearn, the hidden layer size in our

code is 100 by default. And the activation function used in our thesis is ReLu that

outputs the input directly if it is positive and zero otherwise. And the default solver

is ‘adam’ which works well on our dataset [29] [52].

K-Means

K-Means Clustering is used in machine learning and data science to divide unlabeled

datasets into groups, with each dataset belonging to only one group with similar

qualities. The number of groups that must be made during the process is set by K;

for example, if K=2, two pairs will be made.

The algorithm starts with an unlabeled dataset, divides it into k groups, and keeps

doing this until no better groups can be found, resulting in each cluster comprising

data points that share some characteristics but are isolated from the others. In this

algorithm, k should always have the same value [64].

Clustering is shown in Figure 5.9.

Figure 5.9: Clustering of K-means [64]
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Variables’, or points’, center of gravity is computed in order to find new centroids

from clusters. This process is repeated by selecting a new centroid as the closest

cluster needs to be found. After that, each datapoint is reassigned to the new

centroid. This procedure is utilized to identify a median line. Once the model is

complete, the assumed centroids can be removed, leaving two final clusters.

Choosing the value of ”K number of clusters” in K-means Clustering

The Elbow technique was applied in our thesis work to determine the k value. The

WCSS value concept is utilized in this strategy. The following formula can be used

to determine the WCSS value for three clusters:

WCSS =
∑

Pi in Cluster 1

distance (PiC1)
2+

∑
Pi in Cluster 2

distance (PiC2)
2+

∑
Pi in cLuster3

distance (PiC3)
2

(5.15)

Each data point and its centroid in a cluster are separated by a distance of Pi in

cluster distance (PiC1)2 in equation 5.15, and the same holds for the other two

variables.

The elbow approach uses the following procedures to find the optimal cluster value:

• On a dataset, it performs k-means clustering with different K values (ranges

from 1-10)

• WCSS is calculated for each K value

• A curve is drawn between the estimated WCSS values and the number of

clusters K

• A steep bend or a plot point that resembles an arm is thought to be the best

K value

We find the elbow graph for our dataset to figure out the k value(s) of k mean

clustering.If there is no visible elbow present we will use the number of y categories
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for k value.

Figure 5.10: The Elbow Curve for our used dataset

As in Figure 5.10, there’s no obvious elbow here. We do, however, have domain

knowledge: these features correspond to 5 y-categories, so there should be 5 clusters.

So, we used K=5.
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5.3 Evaluation Method

5.3.1 Performance metrics

We used confusion matrices, which have four values: true positive, true negative,

false negative, and false positive, to analyze the performance of a binary classification

task like seizure prediction.

Figure 5.11: Basic 2x2 Confusion Matrix [58]

As illustrated in Figure 5.11, the four possible classification outcomes are True-

Positive (TP), True-Negative (TN), False-Positive (FP), and False-Negative (FN).

True Positives (TP): These are the examples in which we predicted yes ,they

have the condition and our prediction was accurate.

True Negatives (TN): As predicted, they do not have the disease.

False Positives (FP): We thought they had the condition, but they do not.

False Negatives (FN): We predicted they would not have the disease, but they

actually have.

Sensitivity (or recall) represents the proportion of real positive cases that our model

correctly predicted. Here is how we can determine recall (Equation 5.16):
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Recall = TP
TP + FN

(5.16)

Precision indicates the proportion of instances in which the predictions were accurate

and the outcome was positive. Here’s how to figure out Precision (Equation 5.17):

Precision =
TP

TP + FP
(5.17)

F1 score indicates whether our model is accurate or not. It achieves its optimum

value when precision equals recall. Here’s how to figure out the F1 score (5.18):

F1 = 2× precision × recall
precision + recall

(5.18)

5.3.2 Graphical Analysis

We used the Receiver Operating Characteristics (ROC) curve to graphically repre-

sent our findings. A ROC curve is a graph that demonstrates the performance of a

classification model over all categorized levels. This curve depicts two parameters:

the rate of true positives and the rate of false positives.

True Positive Rate, is the same thing as ”recall” (Equation 5.19):

TPR =
TP

TP+FN
(5.19)

Here’s how to describe the False Positive Rate (Equation 5.20):

FPR =
FP

FP+TN
(5.20)
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Chapter 6

Experimental Results

We evaluated model accuracy, F1-score, recall, and precision, as well as the confusion

matrix, while analyzing the results. This section displays the results of classifying

the epileptic seizure dataset using multiple classifiers.

6.1 Result Analysis

6.1.1 Confusion Matrix Analysis

It is used to evaluate a classifier’s performance in detail. Multiple categorical outputs

are produced by classification models. The total error in our model is calculated by

most error measures, but we can’t detect specific instances of errors in our model.

Confusion matrices come in very handy here. It creates a table with all of a clas-

sifier’s predicted and actual values. The performance of our classification models is

compared in detail using confusion matrices for two binary classes, 0 and 1, where

0 means no seizure and 1 means seizure.
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Logistic Regression

Figure 6.1: Confusion Matrix for Logistic Regression

Figure 6.1 depicts the confusion matrix of Logistic Regression. Consequently, the

True Positive (TP) value is 174, indicating that seizure classes correctly predicted as

seizure are 174, whereas the True Negative (TN) value is 1288, implying that healthy

people correctly predicted as healthy are 1288, with some minor errors totaling 838,

including sick people predicted as healthy and healthy people predicted as sick.
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SVC

Figure 6.2: Confusion Matrix for SVC

The SVC confusion matrix is shown in Figure 6.2. Here, the True Positive (TP)

value is 378, indicating that seizure classes were correctly predicted as seizure, while

the True Negative (TN) value is 1812, indicating that healthy people were correctly

predicted as healthy, with minor errors totaling 110, including sick people predicted

as healthy and healthy people predicted as sick.
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Decision Tree Classifier

Figure 6.3: Confusion Matrix for Decision Tree Classifier

Figure 6.3 illustrates the Decision Tree Classifier’s confusion matrix. The True

Positive (TP) value is 393, indicating that seizure classes were correctly predicted

as seizure, and the True Negative (TN) value is 1780, indicating that healthy people

were correctly predicted as healthy, with 127 minor errors, including sick people

predicted as healthy and healthy people predicted as sick.
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Random Forest Classifier

Figure 6.4: Confusion matrix for Random Forest Classifier

The confusion matrix of the Random Forest Classifier is shown in Figure 6.4. With

51 minor errors, including sick people predicted as healthy and healthy people pre-

dicted as sick, its True Positive (TP) value is 430, indicating seizure classes correctly

predicted as seizure, and the True Negative (TN) value is 1819, indicating non seizure

classes correctly predicted as healthy.
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Gradient Boosting Classifier

Figure 6.5: Confusion matrix for Gradient Boosting Classifier

Figure 6.5 demonstrates the Gradient Boosting Classifier’s confusion matrix. With

81 minor errors, including sick people predicted as healthy and healthy people pre-

dicted as sick, its True Positive (TP) score is 399, indicating seizure classes accu-

rately predicted as seizure, and the True Negative (TN) value is 1820, indicating

non seizure classes correctly predicted as non seizure.
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Multi Layer Perceptron (MLP)

Figure 6.6: Confusion Matrix for MLP Classifier

The confusion matrix of the MLP classifier is shown in Figure 6.6. Its True Positive

(TP) score is 344, indicating seizure classes accurately predicted as seizure, and the

True Negative (TN) value is 1667, indicating non seizure classes correctly predicted

as non-seizure, with 289 errors, including sick people was predicted as fine and fine

people was predicted as sick. . Following an analysis of the confusion matrix, it is

evident that the Random Forest Classifier fits best our dataset as it provides us with

the least amount of error (51) compared to other used classifiers while predicting

seizures.

6.1.2 Graphical Analysis

We showed the Receiver Operating Characteristic curve, or ROC curve, to graph-

ically represent our binary classifier system’s diagnostic ability. The AUC, which

is a measure of a classifier’s ability to differentiate between classes and is used to

summarize the ROC curve, is also included. The model’s AUC is calculated and

presented in the lower right corner or upper left corner of the ROC plot. AUC might

57



CHAPTER 6. EXPERIMENTAL RESULTS 6.1. RESULT ANALYSIS

be anywhere from 0 to 1. An AUC of 0.0 indicates a model that makes 100% wrong

predictions, whereas an AUC of 1.0 indicates a model that consistently gets the

predictions correct. A model with an AUC of 0.5 is equivalent to one that randomly

assigns classes.

Random Forest Classifier

Figure 6.7: ROC curve of Random Forest Classifier

AUC of 1.00 for training data and 0.997 for testing are shown in Figure ?? for the

Random Forest Classifier. Clearly, our data can be identified by the model, as shown

by the AUC for both datasets being near to 1.
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Logistic Regression

Figure 6.8: ROC curve of Logistic Regression

Figure 6.8 illustrates the AUC of this Logistic Regression model for the training set

is 0.596 and for the test set is 0.495. Since AUC for both sets of data is near to 0.5,

it is evident that the model is incapable of classifying our data.
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Support Vector Classifier (SVC)

Figure 6.9: ROC curve of SVC

Figure 6.9 illustrates the ROC curve of the Support Vector Classifier, which has an

AUC of 0.992 for the training set and 0.9902 for the test set. Given that the AUC

for both datasets is near to 1, it is evident that our data can be identified by this

model.
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Decision Tree Classifier

Figure 6.10: ROC curve of the Decision Tree Classifier

Figure 6.10 displays the ROC curve of the Decision Tree Classifier, which has an

AUC of 1.0 for the training set and 0.903 for the test set. Given that the AUC for

both datasets is close to 1, it is apparent that this model can be used to classify our

data.

61



CHAPTER 6. EXPERIMENTAL RESULTS 6.1. RESULT ANALYSIS

Gradient Boosting Classifier

Figure 6.11: ROC curve of Gradient Boosting Classifier

With the training data and test data displayed in Figure ??, the Gradient Boosting

Classifier has an AUC of 0.999. Our data can clearly be classified using this model,

as evidenced by the AUCs near 1 for both datasets.
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Multilayer Perceptron (MLP)

Figure 6.12: ROC curve of Multilayer Perceptron

As shown in Figure 6.12, the Multilayer Perceptron Classifier has an AUC of 0.998

for the training data and 0.848 for the test data. Although the AUC for train

datasets is close to 1, it is low for the test dataset. This model can still categorize

our data, but it will not be efficient compared to other models.

The ROC curves of the six classifiers are shown in the graphs above. AUC is good

for all six classifiers except Logistic Regression. Random Forest has the highest train

and test AUC, which is 100 and 99 percent, and slightly higher than the Gradient

Boosting Classifier’s train and test AUC, which is 99.9 and 99.4 percent, respectively.

In every experiment, the Random Forest Classifier outperformed all other classifiers.

In terms of ROC and confusion matrix, the Random Forest Classification performed

impressively.

63



CHAPTER 6. EXPERIMENTAL RESULTS 6.2. RESULTS COMPARISON

6.2 Results Comparison

Different performance measures including Accuracy, Recall, Precision, and F1-score

were compared using bar charts to illustrate the differences among classifiers.

Accuracy

Figure 6.13: Accuracy of Used Classifiers

In Figure 6.13, we presented a bar graph of the accuracy analysis of the classifiers.

According to the graph, we can see that the accuracies of the different classifiers

don’t vary to a large extent. The largest bar is for the random forest classifier,

which shows the random forest classifier gives the highest accuracy. The second

best classifier in this bar graph is the Gradient Boosting Classifier, which is greater

than the SVC and Decision Tree Classifier accordingly. These four classifiers have

small differences in accuracy between them. Next comes MLP, which has a much

lower accuracy rate compared to the four classifiers mentioned above. And lastly,

logistic regression has the lowest accuracy.
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Precision

Figure 6.14: Precision Analysis

In Figure 6.14, we presented a bar graph of the precision analysis of the classifiers.

According to the graph, we can see that the precision rate of the different classifiers

varies. The largest bar is the RF bar, which is the Random Forest Classifier. It

indicates that the random forest classifier has the highest precision rate. The second

best classifier in this bar graph is gradient boosting, which is greater than SVC or

decision tree. Next comes MLP, which has a lower precision rate than the decision

tree. According to the bar graph, logistic regression gives the lowest precision rate

compared to the other five classifiers.
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Recall

Figure 6.15: Recall Analysis

Figure 6.15 presents a bar graph of the recall analysis of the classifiers. According

to the graph, the largest bar is random forest, which illustrates that random forest

classifier has the greatest recall rate. The second best classifier in this bar graph

is gradient boosting, which is greater than SVC. The decision tree bar is smaller

than the SVC, which means it has a lower recall rate than the SVC. The MLP gives

a lower precision rate than the decision tree. According to the bar graph, logistic

regression gives a much lower recall rate, which is the lowest in the graph.
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F1 Score

Figure 6.16: F1 Score Analysis

In Figure 6.16, we presented a bar graph of the F1 score analysis of the classifiers.

According to the graph, we can see the F1 score of the random forest classifier is

at top . The second best classifier in this bar graph is gradient boosting, which is

greater than SVC. The decision tree classifier gives a lower f1 score than SVC and

a higher f1 score than MLP. The logistic regression has a much lower F1 score than

MLP. According to the bar graph, logistic regression gives the lowest precision rate

compared to the other classifiers.

Classifiers Accuracy Recall Precision F1 score
Logistic regression 63.5652% 53.9130% 52.8983% 53.9130%

SVC 95.2174% 90.3261% 94.3870% 90.3261%
Random Forest Classifier 97.6087% 95.8967% 96.5848% 95.8967%
Decision Tree Classifier 94.0000% 90.4620% 90.7283% 90.4620%

Gradient Boosting Classifier 96.4783% 92.8261% 95.9919% 92.8261%
Multilayer Perceptron 87.6522% 82.9891% 80.3321% 82.9891%

Table 6.1: Comparison table among Logistic Regression, SVC, Decision Tree, Ran-
dom Forest, Gradient boosting, MLP
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Here, Table 6.1 illustrates the comparison of performance among the six classifiers

which we used in our research with respect to different performance metrics such as

accuracy, recall, precision, and F1-score. Logistic regression has an accuracy rate of

63.5652%, which is the lowest accuracy in our findings with a recall rate of 53.9130%,

a very low precision rate of 52.8983% and an F1 score of 53.9130%. It is because

there are fewer observations than features. The MLP classifier performs better than

logistic regression. We got an 87.6522.0% accuracy rate and a 80.3321% precision

rate. The decision tree classifier obtains 94.0000% accuracy and a 90.7283% precision

rate. The SVC classifier gives better results compared to logistic regression, MLP,

and decision tree classifiers. It performs with 95.2174% of accuracy and 90.3261%

of precision, with an F1 score of 90.3261%.

We achieved the best performance by using the random forest classifier in our find-

ings. It gives 97.6087% accuracy with a high precision of 96.5848%, a recall rate

of 95.8967% and an F1 score of 95.8967%. The very high values of the indicators

might be due to the embedded feature selection of our model. The second best

performance was obtained by the gradient boosting classifier. It gives a 96.4783%

accuracy rate and a 95.9919% precision rate, which is also sufficiently good.

We considered the F1 score as our key indicator because it compares precision and

recall and works well with unbalanced datasets. Therefore, compared to the other

five models, the random forest classifier is the model of preference in this study, with

the highest F1-score for our unbalanced dataset.

We compared the performance of our best-fit classifier, Baseline Random Forest, to

that of PCA with RF and clustering to see if clustering could increase performance.

We used k-means clustering and hierarchical clustering to show the difference.
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F1 score of Random Forest with K-means Clustering 0.9989
F1 score of Random Forest with Hierarchical Clustering 0.9978

F1 score of Random Forest with No Clustering 0.9989
F1 score of Basic baseline Random Forest 0.9589

Table 6.2: Comparison of F1 scores of Random Forest with and without clustering

Table 6.2 shows that the F1 score of the random forest increased after performing

dimension reduction. But if we compare the F1 scores of three different clusters,

clustering makes a slight difference here, but the effect is negligible because the

performance is already maxed out. Thus, we can come to the conclusion that since

our dataset was preprocessed, it doesn’t need any further clustering.
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Chapter 7

Conclusion

Reliable and accurate detection is becoming more common, so epilepsy is becoming

more necessary nowadays. The accurate detection of seizures from a huge dataset

is exceedingly challenging. In this research, we have used a preprocessed data set

featuring epileptic seizure detection, which was collected from the UCI Machine

Learning Repository [46]. In this study, we thoroughly studied and examined a wide

range of machine learning classifiers for seizure detection. This topic has revealed

the development of continuous effort, but it also raises a few important research

issues that we have faced during the research. We outline important problems in

this section that can help to further future research in this field. The crucial choice of

choosing appropriate features and machine learning classifiers to reduce computation

time due to the large volume and high dimension of our data set was a crucial one.

Since our dataset has a large set of features, we needed to reduce the dimension to

work with the selected features.

Therefore, we come to the conclusion that the ‘Random Forest’ classifier comes out

to be the most successful in our study. It gives 97.6087% accuracy with a high

precision of 96.5848% and an F1 score of 95.8967%. We considered model accuracy,

model loss, recall, and precision, as well as the confusion matrix, when evaluating

performance. The results suggest that by implementing dimension reduction and

clustering, classification performance can be slightly improved. For example, dimen-

sion reduction improved the F1 score of the random forest classifier by 4%, which is
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99.89%, but clustering couldn’t bring any changes to the performance as the dataset

was already preprocessed and clustered.

Our future goal for this research is to implement hyperparameter tuning of our ran-

dom forest model. We hope that it will solve the bias and variance performance of

the model. Developing ensemble models may be of benefit. Although our perfor-

mance is nearly excellent at this moment.
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