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Abstract
Emotional, psychological, and social well-being are all part of mental health. Stress,
social anxiety, depression, and personality disorders are just a few of the elements
that build up mental health issues that lead to mental illness. Mental illness is
at an all-time high in today’s fast-paced world, and it’s on the rise. Early detec-
tion of mental disorders is critical for preventing mental illness and maintaining a
balanced life. Machine Learning (ML) may open up new avenues for recognizing
human behavior patterns, as well as detecting irregular mental health symptoms
and risk factors. This study gives a systematic view of machine learning approaches
to mental health problem prediction. We scan credible resources for research ar-
ticles and studies relating to machine learning methodologies in predicting mental
illness. Machine learning is used in various ways to anticipate mental illness and
respond accordingly. Machine learning methods and approaches will aid in the pre-
diction of mental illnesses. To summarize, this thesis attempts to have an impact
on the healthcare industry by using machine learning approaches to detect mentally
ill patients using large data. We will collect data from the internet through Google
form, pre-process the data and use machine learning algorithms to make a model
that will predict stress from our selected features. This research work proposes to
experiment with various machine learning algorithms (for example scatter matrix
plots, decision trees, and logistic regression), compare their performance, and final-
ize a model to identify the state of mental health status from an organized dataset.

Keywords: Machine Learning, Prediction, Decision tree, Linear Regression, Anal-
ysis, mental, stress, anxiety, depression.
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Chapter 1

Introduction

Mental illness can be defined as a state of mind where the mind is insecure enough to
go on with consistent activities. Several predicaments like stress, anxiety, depression
and most importantly long-term physical sickness are most likely to fabricate a
troubled environment for an individual.

Figure 1.1: 5 D’s of Depression

1.1 Stress Types
Firstly, stress can be classified into various types where factors like environment,
society etcetera are involved extensively. Some definitions of such stress types can
be found in the later sections.

Environment Stressor: Stress that is caused by outside force is most likely to be
an environmental stressor. The situation can be described by when an individual is
incompetent to reciprocate to both inner and outer state of affairs, which eventually
results in stress. For instance, harsh weather conditions, traffic congestion, escala-
tion of criminal offenses, environmental pollution, global pandemic etcetera which
contribute greatly to this category.[17]

Physiological Stressor: Each person lives in a different situation compared to
others. Everybody has to abide by some social roles, including carrying out a differ-
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ent personality with different people. To stick to so many roles perfectly can bring
sudden changes to the mood. As a result, the body and mind are affected severely,
which results in physiological stress.[17]

Acute Stress: This is basically a short-lengthed stress, which means the indicators
can reveal themselves rapidly, but do not last for a longer period of time. There is
also Episodic acute stress that happens at a certain time like teenage period where
education makes people stressful without any specific reason. On the other hand,
chronic stress can be menacing to health. Generally, this stress may linger for years
to come.[17]

Classifications of stress

Figure 1.2: Stress classification

1.2 Initial plan
In this section, we will talk about some of the remedies that we can execute in order
to diminish the possibility of mental illness being left undiagnosed.

Figure 1.3
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In this section, we talk about our plan and the remedies that we can execute in
order to diminish the possibility of mental illness being left undiagnosed.

Firstly, the internet is an essential part of everyone’s lives nowadays. Daily activi-
ties are done through the internet mostly right now. So, it is helpful by a specific
margin. Nonetheless, the amount of usage varies from person to person. Excessive
utilization can contribute to physical and mental stress. In the year 2021, 4.88 bil-
lion people around the planet used the internet, which counts to almost 62 percent
of the total population. Among this population, most of the people belong to the
young generation to whom the internet is easily available. Furthermore, depression
and stress are common issues among young people. The correlation between these
numbers is alarming for us. Therefore, to lessen the issue and predict the illness at
an earlier stage, we need to work on a balance while using the internet. We will
know about this in details in the later parts of our work.

Then comes the survey, which is mostly done through Google form. There will be a
specific set of questions that will be asked to the respondents regarding their daily
activities, which may assist in revealing a hidden disorder. A survey plays an im-
portant role as it helps to understand about what the majority of the people face to
be in a stressful situation.

Moreover, Google form authentication setting will be used to limit a person to add
his/her data only once. It will help our data to be more balanced.

After that, data preprocessing comes along, which is a process of assembling raw
data and forming it fittingly for a machine learning model. It is an important step
in machine learning because the qualification of data and the things that can be
derived from it, affects the learning ability of our model. There are some steps of
completing this preprocessing technique. They are:

1. data quality assessment

2. data cleaning

3. data transformation

4. data reduction

After we have gathered our desired data from the respondents, we will perform the
mentioned steps using our model to predict whether they have the illness or not.

A Scatter Matrix Plot can be defined as a grid of scatter plots that are used to
envision bivariate relationships between the combinations of variables. There is
a chart visible where we can see the aforementioned relation. For our proposed
methodology, we will use this plot algorithm to examine the data collected and view
them in graphical form, which will help in analyzing and predicting any concealed
illness.

Lastly, we will extensively use various machine learning models. A machine learning
model can be stated as a file which has been trained to perceive certain types of
patterns.Trying multiple algorithms will also help us choose a perfect algorithm for
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our model. Machine learning is a part of another concept called Artificial Intelli-
gence. It builds a model based on given data as features, also known as training
data, which can be used to make predictions or decisions without being explicitly
programmed to do so. Therefore, it can be very efficient for our proposed job.

1.3 Research Problem

1.3.1 Lack of Response
Machine learning research is becoming more and more prevalent every day, and the
research’s limitations are growing as well. According to [8], a training model can
be built from a much more detailed and large dataset, but the number of replies is
the fundamental constraint. Because most people, even when under stress, strive to
avoid answering questions and taking any form of a survey.

1.3.2 The effect of time
According to [8], Between 2017 and 2019, 39,776 cases were collected through online
questionnaires using various methodologies. On a separate dataset from DASS21,
the same categorization procedures were used.349 people from all over north India
filled out Google forms to generate this information. As a result, correctly applying
the strategies takes a lengthy time.

1.3.3 Individual Variation and data labeling
According to [5], Interindividual variability is the subject of the approach. It’s
crucial to note the nature of the person because it’s person-specific. As a result,
each person must provide some labeled data for data training. Because proper data
training necessitates a large amount of data, there is insufficient data. This was
one of their most significant limitations. Another drawback was that training data
requires at least 15 days per person. It’s also necessary for new information or the
input one. As a result, it took at least 15 days to adequately train the data. As a
result, it is time-consuming. According to [5], For real-world applications, consistent
performance is essential. But the previous techniques or methods often lacked the
necessary precision. As a result, it makes it difficult to learn more about it.

1.3.4 Over-fit Data
: Several limitations exist in this research work. To begin with, these models use
nationally representative survey data. clinical usage of such models might be over-
fit for specific locations. Secondly, CLHLS data excludes medical use and clinical
indicator of these models for the elderly people. After that, due to the limits of
the questionnaire format and the amount of CLHLS waves, the LSTM model is
unable to use more wave data to forecast risk factors for depression in the elderly,
lowering the risk factors’ predictive performance. To conclude, the capacity to detect
geriatric depression is reliant on medical resources sourced from local healthcare
communities. Indications and clinical criteria differ amongst emergency departments
and practitioners [14].
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1.3.5 Error Correction
: According to [11] this research, the datasets they worked with had a variety of con-
straints, largely implying the need for “bigger datasets” to make up for missing data,
as well as being aware of noise errors while recording data. Due to limitations in
the study sample and uncertainty, the established results were also acknowledged as
having limited generalizability [11]. Furthermore, issues concerning skewed, missing,
or incomplete data were raised in this study [11]. Occasionally, the writers made
an error analysis to identify how statistical data was manipulated [11]. A num-
ber of recordings clearly detailed difficulties with integrating different, frequently
multi-modal data sources, in addition to data processing for desired ML goals and
methodologies utilized according to this research work. The lack of a sham condi-
tion, a small sample size, and a sparse electrode array are all limitations of research.
Despite these methodological flaws, we were able to find results that were both
validated and clinically relevant [7].

1.4 Methodology
Machine learning is a way to train a model to do specific tasks / analyze data
without human interference. It uses provided statistical data and some preloaded
(user selected) algorithms to analyze and make useful patterns for further analysis/
predicting behavior of that dataset. So, we can use machine learning to learn from
people’s behavior on the internet (social media, academic/official media, et cetera)
and its combination with their mental health status will help the machine to develop
a pattern to predict whether a person is mentally ill or not.

Primarily, we will build a dataset containing people’s internet consumption, how
they use it, and for how long. Then we will develop a set of questions to learn
about their mental health. This processed data will be stored in a database for the
machine to analyze.

Then we will have to test and develop algorithms to find relationships between
usage and mental health. Doing this thing might require a Correlation heatmap, as
it shows how much one variable/relationship affects the other [15].

It will also help relationships to be visualized for human supervision. Preciseness
level will be checked by building a Decision tree[9], K-Nearest Neighbor, and the
Random Forest algorithm[9].

After that, the algorithm will be able to draw an inferrable pattern for us to test and
execute. The whole process will go through supervised learning algorithms only.

1.5 Research Objectives
The goal is to use machine learning in order to create a mental illness prediction sys-
tem. Typically, we use internet usage statistics as input, as well as user feedback via
surveys such as Google Forms. Then it checks the cookie ID and compares it to the
records before sending it for further processing via data pre-processing. Then, using
a machine learning model, we will build a scatter matrix graphic.Following that,
we will create a decision tree based on the results of machine learning approaches.
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Thus, we might be able to forecast mental health by using the above procedure.
The objectives of this research are

1. Understanding ML (Machine Learning) and how it works.

2. Research the various methods for measuring stress.

3. Collecting data from multiple sources in the form of surveys.

4. Learning about data analysis.

5. To develop and design an effective approach for measuring stress.

6. Experiment with different types of Machine learning (ML) algorithms.

7. To generate recommendations on improving the model.
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Chapter 2

Literature Review

2.1 Machine Learning (ML)
Machine learning (ML) is a subfield of artificial intelligence that is described as
a machine’s ability to emulate intelligent human behavior in a wide sense. The
study of machine learning is the study of computer algorithms that can learn and
develop on their own through experience and data. It was coined by AI pioneer
Arthur Samuel in the 1950s as ”the branch of study that enables computers to learn
without being explicitly taught.” [13]

2.1.1 ML Architecture
Supervised learning, unsupervised learning, semi-supervised learning, and reinforce-
ment learning are the four categories in which machine learning is classified [10].

A. Supervised Learning: When faced with new instances, supervised learning
happens when an algorithm learns from sample data and associated target responses,
which can be numeric values or string labels, such as classes or tags, in order to pre-
dict the proper response later [10]. In the training dataset, there are target variables
named label and output vector [10]. In the context of supervised learning, there are
two types of algorithms [10]. They are regression and classification, respectively
[10].

I Regression: Linear regression and logistic regression are two types of regres-
sion algorithms [10]. Linear regression is a statistical technique for analyzing
the relationship between a set of ”explanatory” factors and a set of real-valued
outcomes [10]. While logistic regression is used to describe the relationship
between one dependent binary variable and one or more nominal, ordinal,
interval, or ratio-level independent variables, it is also used to describe the
relationship between two or more nominal, ordinal, interval, or ratio-level in-
dependent variables [10].

II Classification: Decision trees, Support Vector Machines (SVM), Naive Bayes,
K-Nearest Neighbors (KNN), Random Forest, and Artificial Neural Networks
are all classification algorithms [10]. The decision tree is a categorization sys-
tem that uses a collection of if-then rules to classify items article1. SVM is a
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classifier that uses a statistical learning approach to identify the best hyper-
plane to categorize the data, whereas Naive Bayes is a classifier that uses an
ideal hyperplane to categorize the data [10]. KNN assigns new point values
based on feature similarity utilizing various distance functions such as Eu-
clidean distance, Hamming distance, and more. A random forest algorithm is
made up of a collection of trees, each of which provides a categorization. For
data classification, ANN is based on a human neuron model [10].

B. Unsupervised Learning: When an algorithm learns from basic samples with-
out receiving a response, it is referred to as unsupervised learning. This allows the
algorithm to assess specific data patterns [10]. The lack of a supervisor or target
variables in the training dataset is referred to as unsupervised learning [10]. This
challenge will be solved by the algorithm identifying similarities between the cases
[10]. Unsupervised learning is similar to distinguishing a type of chili based on size,
color, flavor, and degree of spiciness based on observation [10]. Chili is classified
according to how similar it is to other foods [10]. Clustering and dimensionality
reduction are the algorithms for unsupervised learning [10].

C. Semi-Supervised Learning: Semi-supervised learning (SSL) is a learning
method that uses both classified and unclassified data [10]. It’s a combination of su-
pervised and unsupervised learning [10]. SSL aims to address both the benefits and
drawbacks of supervised and unsupervised learning [10]. When compared to super-
vised and unsupervised learning, SLL could offer higher insight because unlabeled
data patterns, as well as identified data patterns, boost accuracy [10]. Transductive
learning and inductive semi-supervised learning are the two kinds of SSL article1.

I Transductive learning: Transductive learning is used to predict the exact
labels for data that has not been labeled [13].

II Inductive semi-supervised: It generates labels for unlabeled data while
also producing a classifier [10].

D. Reinforcement Learning: Reinforcement learning is a type of learning that
involves taking actions to maximize reward or decrease risk based on observations
obtained through interactions with the environment [10]. Observation examples
such as errors or false cases are used to teach reinforcement learning. It improves
its knowledge of the model by learning from errors [10].

2.2 Related Works
This section will examine previous significant work in the subject of Mental Ill
Prediction critically. The diverse methodologies employed for the primary results
gained are analyzed, and we illustrate how mental ill prediction utilizing machine
learning has its own set of problems, with research work limitations making the
embedding of mental ill prediction systems more difficult.

In paper [17], the authors used PSS scale (Perceived Stress Scale) which is then
applied to the data which is collected from the university students through primary
and secondary sources such as email, Google Drive survey forms. There are various
types of questions in PSS scales (Perceived Stress Scale), ranging from emotion to
previous month history. The data set was created by PSS (Perceived Stress Scale)
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to gather an exam that includes a variety of questions, including the entire enthu-
siastic inquiry. For stress calculation, each choice has its own weight age. Normal,
moderate, and high stress are the three levels of stress. For stress calculation, each
question has its own weight age. Normal, moderate, and high stress are the three
levels of stress. The authors used Perceived Stress Scale (PSS) because it is a tool
for assessing stress levels. This scaled display depicts your emotions and sensations
over the preceding many months and into the present. Adult ADHD Self-Report
Scale is used for asking different types of questions which are related to emotions,
feelings, present and past history as it is a stress evaluation test that uses a self-
report scale and WEKA is used for the mining of various opinions of people so that
it is widely utilized in the opinion mining industry, as well as in other fields.

According to the research [17], the authors primarily used classification algorithms
such as Naive Bayes Linear Regression, Multilayer Perceptron, Bayes Net, J48, and
random forest, as well as PSS and adult ADHD questionnaires dataset collection,
pre-processing, cleaning, feature extraction, and comparison on the basis of their
performance parameter, and calculated the accuracy using the performance param-
eter.

In paper [10], the authors looked at how machine learning may be used to analyze
and predict mental health problems, as well as the problem itself and its contributing
components. The findings of the paper will be used in other studies to expand on
the discussion of mental health issues and their application utilizing computational
modeling. According to the research, the most popular data mining technique for
resolving challenges involving mental health concerns classification is supervised
learning. Support vector machine (SVM) is the most well-known method, followed
by decision tree and neural network. These three models have a high accuracy of
more than 70%. These three models have high generalization capabilities, thus they
don’t over-fit.

In paper [6], In software engineers, stress has been highlighted as a major issue.
The OSMI (open sourcing Mental Illness) Survey dataset 2017 from the tech indus-
try was used by the authors. The authors use different types of machine learning
approaches such as Logistic Regression, KNN Classifier, Decision Trees, Random
Forest Classifier, Boosting, Bagging to examine stress patterns in working adults
and identify the factors that have a significant impact on stress levels. The authors
state that after proper data cleaning and preprocessing, they used a variety of Ma-
chine Learning (ML) approaches to train their model. The accuracy of the models
was determined and compared. Among the models used, boosting had the highest
accuracy. Gender, family history, and the availability of health benefits in the job
were found as key characteristics that influence stress using Decision Trees. With
these findings, businesses may focus their efforts on reducing stress and providing a
more pleasant working environment for their employees.

The research work [12] presents the KNN-classification algorithm used to structure
the machine learning model. The model produces a two-way classification of the
stress level, determining whether the student is stress-free or stressful, as well as
a further classification under stressful pupils, determining whether their stress per-
centages are too low, medium, or high. Each stressed student receives feedback and
a recommended solution from the educational institute based on the range of stress
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levels and the probabilistic factors of stress. The KNN classification method accu-
rately accomplishes this. This machine learning model has a 94 percent accuracy
rate. Not only do the authors determine the criteria and measure stress levels, but
they also provide each pupil with the best solution for his or her grief. The learner
can apply the remedy and endeavor to keep his or her mental balance.

The research work [8] proposes using data from the online DASS42 tool, eight ma-
chine learning algorithms have been applied for predicting psychological issues such
as anxiety, depression, and stress. Probabilistic, closest neighbor, neural network,
and tree-based algorithms are divided into four categories. The same approaches
were used on another dataset, DASS21. The hybrid algorithm had a higher predic-
tion accuracy than single algorithms, but the radial basis function network, a type
of neural network, had the highest accuracy. Also included in the dataset are 42
questions from the DASS42 standard form.

According to [9], the data for the study was gathered from publicly available datasets
on the internet. For better prediction, the data has been labeled encoded. To
obtain labels, the data is subjected to a variety of machine learning approaches.
These categorized labels will then be utilized to create a model that can predict an
individual’s mental health. Our target demographic is the working class, defined
as persons over the age of 18. The model will then be implemented into a website,
allowing it to anticipate the outcome based on the information provided by the user.

In paper [7], TMS (repetitive transcranial magnetic stimulation) is clinically benefi-
cial for major depressive disorder (MDD) and is being researched for other disorders
such as post-traumatic stress disorder (PTSD). The author used a mix of machine
learning and electroencephalography (EEG) to see if machine learning analysis of
EEG coherence could

1) predict clinical outcomes in people with comorbid MDD and PTSD
2) discern if someone has had TMS treatment.
Before and after TMS, the authors obtained resting-state 8-channel EEG (5Hz to
the left dorsolateral prefrontal cortex) and also utilized Lasso regression and Support
Vector Machine (SVM) to see if baseline EEG coherence predicted outcome and if
it altered after TMS.

In paper [3] focuses on the stress caused by work. To obtain the data, a survey was
carried out in several sectors. Psychosocial, environmental, and physical aspects
were the focus of the study. Non metric (Support Vector Machine and Neural
Network) and metric (Support Vector Machine) techniques are used in the analysis.
The precision of the metric techniques is good.

In paper [2], the authors utilized a decision tree technique to analyze the data
collected from the two tests and concluded that they were inadequate. Students’
stress levels at the beginning of the

term or semester, and at the end of the semester. According to the findings, students’
stress levels were lower at the start of the semester and increased towards the end.

According to the description above, most researchers use several types of machine
learning algorithms to predict mental illness, such as Logistic Regression, KNN
Classifier, Decision Trees, Random Forest Classifier, Boosting, and Bagging.
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Chapter 3

Work Plan

The purpose of our model is to generate a proper inference table and keep track
of how the data changes. The scatter matrix plot will help us supervise, and the
cookie system will help to keep track of data changes. The following figure shows a
proper visualization of our work plan.

Figure 3.1: Work plan for developing our desired model

The entire work plan can be classified into few stages:

1. Initialization: The process starts with inputting necessary data.It has to be
processed before directly using it to make a machine learning model.
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2. Tracking data: To make sure input data goes to their designated slot, we
will use Google g sheet generated from Google forms and export their comma
separated versions for our use. The form can only be filled once, so that no
one can make our data biased in the wrong direction.

3. Data categorization: we will categorize data into two parts, training data
and test data. We will always test before implementing the actual training
data. Another file will be used without any target column (that determines
whether someone is stressed or not) for validation purposes.

4. Processing: We shall impute/ remove data according to its need. The colab
notebook will be reproducible enough for demonstration purposes.

5. Supervision and related action: Based on the training model, an accuracy
score will be generated. We will tweak the data for best accuracy. The decision
tree will go through a random forest method for checking our preciseness level,
and then we will change the training data accordingly.

6. Prediction: after going through multiple quality checks, the model will be
able to predict the mental health status of people based on their internet
activity.
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Chapter 4

data Input

4.1 Data collection
Finding datasets was not going according to our needs, so we chose to collect data
on our own instead.

We are going to use Google form to collect data from people (students) and the user
ID based authentication will be handled by google form’s authentication system as
the form can only be filled once by one user. The form collects two kinds of data. One
(age, screen time, social media usage, e-commerce platform usage, online education
and professionally identified mental problem) tracks the user’s smart device usage
habits and another portion (procrastination rate, average pulse and sleep duration)
helps to identify whether a person is stressed or not. The second of data will be used
to design the target column, which will help us generate a decision tree. Although
the second part of data will not take part in pre-processing as they will dominate
over other features.The raw data is shown below -

Figure 4.1: Raw data

4.2 Data Annotation
Since we collected and categorized our own data based on some internet sources
(credible), We decided to show and validate our data from a professional doctor.
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In our case, the final model consists of a class identifier that uses Heart rate vari-
ability to predict stress. Heart rate variability(HRV) is the variability of time be-
tween two pulses. Here, low variability means higher stress level and high vari-

Figure 4.2: Example HRV calculation

ability means lower stress level. Since, our data donors mostly rely on manual /
smart band based data to measure HRV, we asked for few measurements of heart
rate (pulse) within negligible interval for three minutes and return us the average
fluctuation with a higher and lower band. Instantaneous Heart rate measurement
can show the interval between beats. for example, If the pulse is 80, then the
interval between beats will be 80

60
= 1.3seconds 1300milliseconds. Mathematically,

Let, twopulses′x′and′y′

So, interval1equals x
60

andinterval2equals y
60

ThustheHRV offirsttwopulses = | x
60

− y
60
| Here we can see that HRV changes

according to the change in instantaneous HR. Thus, a continuous stable HR mea-
surement means low HRV and instability means high HRV. So, we have showed
our measurement technique and the collected dataset to a cardiology specialist and
asked for feedback in the form of a statement, so that we can annotate our data
reliably.
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Figure 4.3: Data annotation
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Chapter 5

Pre-Processing

Before pre-processing via python libraries, we need to manually assign the target
values via a spreadsheet. Target values will be determined by using user’s pro-
crastination rate, heart rate variation and sleep duration. Stressed people tend to
procrastinate more than average people[1]. The Heart rate can also predict stress
level by its variation range. The more variation, The more stress[1]. And any sleep
duration rather than the 6-8 hour range is a sign of stress, but normally stressed
people tend to sleep less than 5 hours. Now a stressed person might check all the
upper mentioned factors, but we shall have 2 out of 3 irregularities as value 1 for
target column and 0 if the data says otherwise. However, Heart rate variation(HRV)
is an independent identifier for stress detection, so in case of less accuracy, we shall
use HRV for building target columns only. Initial pre-processing starts in google
spreadsheet(G-sheet), that encodes text based data to numerical data. Raw data
and their encoded numeric format are given below.

Data

The whole pre-processing part will go through some steps. 1.Level encoding: In this
stage, easily comprehensible user inputs (attribute of features) will be changed to
numerical Levels. Changed levels are shown below.

Due to the usage of long column names, I shall replace them with their shorter code
names. Here is the list of shortened column names:

1. Gender→ G

2. Approximated average daily usage of smartphone and personal computer→Screen
Daily average Number of Unlocks of smartphone (if available)→ Unlock

3. Daily average time spent in social media → sm

4. Daily average time spent in Shopping sites → sh

5. Daily average time spent in online educational sites → edu

6. Professionally identified mental sisorder → md

The encoded versions of all features will contain capital ’E’ in their designated
columns.
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Table 5.1

G EG Screen ES-
creen

Un-
lock

EUn-
locks

sm Esm sh Esh edu Eedu md Emd

Fe-
male

0 0-3
Hours

1 Less
Than
65

1 I
don’t
use
so-
cial
me-
dia

0 I
don’t
shop
on-
line

0 Less
than
an
hour

1

Male 1 4-5
Hours

2 65-
80

2 Less
Than
2
Hours

1 I
rarely
visit
shop-
ping
sites

1 1-3
Hours

2

Other2 5-8
Hours

3 80-
120

3 2-3
Hours

2 0-30
Min-
utes

2 3-4 3 To
Be
De-
ter-
mined
Later

To
Be
De-
ter-
mined
Later

More
Than
8
Hours

4 More
Than
120

4 3-4
Hours

3 Around
an
Hour

3 More
Than
4
Hours

4

More
Than
4
Hours

4 More
Than
an
Hour

4

Encoded Data Preview:

Figure 5.1: Encoded data preview
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5.1 Missing data imputation
There are some scopes in our data collection form, where people can skip answering
questions. So, null values are expected. Thus, the next step needs to impute missing
values. Features that can contain null values are: Gender, Daily average Number of
Unlocks of smartphone, Daily average time spent in online educational sites, Profes-
sionally identified mental/neurological disorder (write ’N/A’ if you don’t have any),
Variation of Pulse per minute/ heart rate, Daily average sleep duration. Firstly,
we will use Level Encoder to impute ‘Gender’, then we might need to scale using
min-max scaler for imputing Unlock count and other null values will be handled by
Level encoder. But as it turns out, only ‘Number of Unlocks’ and ‘Professionally
identified mental disorder’ have null values.

Both have been imputed by the median strategy of Sklearn’s SimpleImputer library.

5.2 Scaling
Next stage uses a Standard Scaler to scale data and eliminate any dominating feature
that might make the decision biased.

5.3 Implementation and Result
We have tried multiple methods(Random forest, k-Nearest Neighbor, Gaussian Naive
Bayes) to make our model a multi-class classifier that will predict whether a person
is stressed or not along with stress level. But whatever algorithm we use, multiclass
accuracy never exceeds over 57%. Changing the test-train split ratio does not help
and the accuracy does not move up when we give it more samples. Since accuracy is
important here, we dropped some features that generate confusion(Based on feature
importance(a module from Random forest classifier library))

Besides, less important features, we have dropped age as our collected data is biased
towards 22 year.

However, our Heart Rate Variation column, identifier of Stress (target) has good
variety and should work great for a binary-classification model. Thus, we decided
to try a Logistic regression model, and it gave us an accuracy of 80%. To validate
our accuracy, we exported a separated data without any target (class) column and
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Figure 5.2: Feature Importance

Figure 5.3: Quantity of Responders of Same Age
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used it in our model to predict binary values (0:normal, 1:stressed) that identify
whether a person is stressed or not. During our test, we have also found few false
negatives(0 for stressed people) but 80% accuracy feels good enough to implement a
primary stress identifier. We still decided to build another Decision tree classifier for
our binary-classification problem, for an easy interpretation of how the identification
process works.

Decision Tree (figure 5.3) preview (click the figure title for better resolution picture):

According to this tree, Smartphone unlock count is the purest node(GINI=0.346)
and works as the root node. Data below the unlock count threshold(0.407) has more
non-stressed class leafs than the other side. So, it can be said that unnecessarily
unlocking a phone can be an identifier of stress. Besides, most leaf nodes come
from a decision node of either ‘unlock count’ or ‘screen on time’. Both result in
class1(stress) for higher value and class0(normal) for lower value. Some decision
branches decide based on ‘time spent on social media/ online shopping sites’ and
very few leaf nodes rely on whether a person has any ‘professionally identified mental
problems’ or not. However, ‘time spent on educational platforms’ reacts differently
against other features. Higher values in this feature yield class0(normal) and class
1 otherwise. Figuratively, from this tree, we can say that- “getting work done helps
people to stay normal.”

5.4 Result Analysis
We have tried various types of learning methods and also tested data with fewer
features on them to reduce confusion. The following table represents a timeline
of our experiment that yields implemented algorithm names, their accuracy and
classification type.

Table 5.2: Accuracy timeline

Algorithm Name best Accuracy Classification type
Random Forest 55% multi-class
Random Forest(fewer features) 19% multi-class
Gaussian Naive Bayes 25% multi-class
Random Forest(added feature-sleep duration) 57% multi-class
Logistic Regression(Selected one) 80% Binary-classification
Decision Tree 70% Binary-classification
Logistic Regression(fewer features) 87.5% Binary-classification

Thus, we can say that binary classification (Logistic Regression) is the best algo-
rithm for our desired model. But in future, if we manage to get more qualitative
and quantitative data, we shall try again to predict stress levels using multi-class
classification types.

The following links contain the address to our Notebook and Data-set. The notebook
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Figure 5.4: Decision tree
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is well organized and comprehensive enough. A “table of contents” is also added
there for easy navigation.

Colab File and data Link:

1. Colab Notebook link: https://colab.research.google.com/drive/1nYDXjcDTs20Q_
S7xL3G55QUpjHc7fVn2?usp=sharing

2. Link to The encoded Dataset: https://docs.google.com/spreadsheets/d/1Tjit8pv4kcrOGh9JtnyQdPPB0skTeFcXYYvhfZVlZW4/
edit?usp=sharing
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Chapter 6

Conclusion

Although research on the potential mental health advantages of machine learning
has been going on for some time, fascination regarding the topic (specially machine
learning) is on a high lately. Moreover, we discussed current trends and challenges
in this field of study. When it comes to establishing machine learning systems for
mental health therapy, our work has been associated with both established methods
and novel pathways for achieving this goal. It is mostly considered as a tool of
analyzing data which, in turn, automates analytical model building. As mentioned
previously, it connects to the branch of Artificial Intelligence which is based on the
notion of systems learning from data, identifying certain patterns and reaching a
decision with less human interaction. Statistically, around 300 million people world-
wide are depressed, according to the World Health Organization [4]. According to
our research, it is incredibly difficult to gather such large-scale, high-quality data for
study design. Also, depression will be the leading cause of global illness burden by
the year 2030 [16]. So, in order to better understand the particular problems and
demands of MHPS and those who have had mental health issues, we have pushed re-
searchers to step up their work in this area. In order to ensure that machine learning
can genuinely profit from breakthrough data technologies, it is essential to conduct
deeper and more creative explorations of the design space. Diagnostic and treat-
ment planning are two obvious applications of machine learning in mental health
treatments. In order to make better decisions about data uses and to increase their
confidence and acceptance of data applications that come as a result of data access,
it is necessary to help individuals evaluate the potential benefits of data sharing and
the extent to which potential risks are mitigated or outweighed by potential benefits
(for example, the effectiveness of interventions). Machine learning developments in
mental health should be presented cautiously to prevent premature claims about its
usefulness and real-world impact because of their subject’s infancy. The difficulty
and complexity necessary to produce long-lasting and dependable machine learn-
ing outcomes emphasizes the significance of this. Because most models have not
been tested in clinical settings, there is a dearth of evidence on their effectiveness
in improving mental health outcomes or services. Even though machine learning
models have frequently been touted to outperform conventional research and clini-
cal procedures, we feel like it is vital to regard these approaches as complementing
rather than competing. The use of ML treatments in the future to suit the needs
of both persons undergoing mental health care and mental health professionals will
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require more research. In the steps of data processing, interpretation, and visual
representation, it is important to prevent excessive abstraction or translation from
the individual and their unique circumstances when using machine learning algo-
rithms that capture a wide variety of human needs and experiences. To be precise,
we have utilized many machine learning algorithms to implement the method of pre-
dicting mental disease. We have discussed initializing algorithms like Decision Tree,
WEKA, Scatter Matrix Plot and many more. The testing part will be conducted
through surveys and google forms mostly, though cookie ID may also be needed.
We will use Data preprocessing to train our collected data and then implement the
process in a webpage after the designing is done. After that, the users will avail
the advantage of filling out surveys and forms. Therefore, to conclude, we argued
that in order to help the field achieve its many lofty objectives in terms of machine
learning in mental health, it is necessary to continue conducting basic, multidisci-
plinary research in close collaboration with health partners, developing and testing
new machine learning interventions, and evaluating their effectiveness in real-world
settings. This discussion focuses on the problems of building new machine learning-
enabled solutions that are understandable and (clinically) useful to their intended
audience. Humans, health care, and society as a whole are impacted by the usage of
machine learning systems in a variety of ways, and research and development efforts
must account for these effects.

6.1 Future Work

6.1.1 Collaboration
We have observed that a lot of ’smart fitness band’ brands have already implemented
the stress identification functionality using HRV r23.Besides, Google android man-
ufacturers already include the app-” Digital Wellbeing” in their software, that keeps
user’s screen time data including apps and their usage time r24. So, if we ever get
the chance to acquire data from wearables and digital wellbeing and merge them
together, a more precise model will be generated that will predict stress more accu-
rately without any smart-bands. Currently, we are searching for an effective way to
communicate with brands that produce both android and wearables.

6.1.2 Better way to collect HRV
The HRV (Heart Rate Variation) calculation was unclear to lots of data donors.
Making it easier could have accelerated our work. To make an upgrade over our
data collection method, we have designed a circuit consisting:

1. Development board : ESP 8266 / Arduino UNO R3

2. Sensor : Pulse sensor

3. Display module: I2c

4. Wires: male jumper cables

This circuit will be able to read the heart rate of our data donor and do the calcu-
lations for him/ her, making our data collection easier.
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Figure 6.1: Proposed circuit

6.1.3 Image processing
Our future plan consists of taking still photos of human face, classify it between
stressed people photos and Non-stressed people photos. Then the classified data
will go through some image processing methods (preferably Google v5 network) to
make a model that will be able to tell whether a person is stressed or not.

6.1.4 Combining different stress prediction methods
The reason we are trying to measure stress among smart device owners is because it
is an easy method to implement a way to measure stress in people. Stress makes a
people less productive and thus pushes a person towards failure and depression. If
we could monitor stress, handling it would have been a possibility. The shown way
is just a skeleton, we can implement similar method for identifying stress in various
other ways as well. An education institution might be able to measure stress by
monitoring student’s attendance, exam appearance, score and many more. The
same goes for other offices where efficiency is important. We hope to combine such
ideas and implement it.
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