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Abstract
Natural Language Processing, a branch of AI, teaches computers to understand
speech and text in multiple languages. Machine learning or deep learning techniques
can be used to develop rule-based models of human-spoken languages to simulate
accurate text-meaning predictions. Although many studies have vastly improved
the categorization of text data in languages such as English, Arabic, Chinese, Urdu,
Hindi, etc, Bengali text categorization has not progressed much compared to oth-
ers. This research proposes an approach to analyzing and extracting basic emotions
(Happiness, Sadness, Fear, Anger, Disgust Surprise) from Bengali text data. This
can be done by gathering real-life data and producing a special rule-based algorithm
using supervised machine learning and deep learning techniques. We evaluate the
performance of our models using our own dataset BANEmo, consisting of 14999
annotated Bengali text data. To make text data machine-readable, we employed
Bag of words, TF-IDF, Glove, and BERT embedding. We measured performance
using supervised machine learning models like Naive Bayes and Support Vector Ma-
chine. Deep learning techniques like LSTM and Transformers (BERT) were also
implemented. Our BERT model outperformed others with an overall accuracy of
69.2%.

Keywords: Natural Language Processing, Sentiment Analysis, Bangla Text, Ma-
chine Learning, Deep Learning, LSTM, Transformers, BERT.
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Chapter 1

Introduction

Sentiment analysis is the process of predicting the sentiment or emotions of a set
of text data. It is a method where text data from social media websites, blogging
sites, books, reviews from eCommerce websites, and online portals can be taken
and processed to converge towards a set of sentiments that are spread throughout
the majority of that block of text/data. Because of the ease of data gathering and
relevance to NLP, sentiment analysis has garnered the interest of a vast pool of
researchers across the world. Emotion Detection is the process of identifying human
emotion from any written text by analyzing it. One of the core applications of NLP,
Research in this field is crucial for enhancing human-machine communication. Ben-
gali is one of the most spoken languages in the world. Thus, being able to extract
and categorize emotions from Bengali texts can benefit many individuals. By artic-
ulating shared linguistic traits, it will also advance SA research.

Moreover, In current times people are sharing their thoughts on different topics
thanks to social media. This has increased the number of public opinions that are
circulating each day around social media. These opinions can be accessed by anyone,
which may cause a disruption in the harmony of our society. But if we know the
tone of an article before we get into the details, we can figure out if it’s right for
the audience it might reach and, if so, what effects it might have. With the help
of real-life data and Sentiment analysis, we can solve this problem. In this paper,
we have developed models using supervised machine learning and deep learning
techniques like Naive Bayes, Support Vector Machine, Recurrent Neural Networks
& BERT. We have created our own manually annotated Bengali text dataset named
“BANEmo” consisting of 14999 text data collected from the comments sections of
Facebook, Youtube, and some renowned online Bengali news portals like Prothom
Alo, BBC Bangla, DW Bangla, etc. The dataset was classified in six basic human
emotions [1] along with “sarcasm” & “others” classes. We have applied various kinds
of word embedding techniques like Bag of Words, TF-IDF, GloVe, etc. to figure out
correlated words and predict the emotions portrayed by them. Our developed models
will classify the Bengali text data to distinguish and extract basic human emotions.
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1.1 Research Problem
In current times, with the free flow of data, people are constantly flooded with an
overflow of information whenever they log into their social media accounts or tune
into any online portal that may contain news or articles about various topics. In
this situation, people tend to focus on an article according to their attention span,
which has come down to only 8.25 seconds in 2022. Within this short period of time,
people cannot correctly grasp the core gist of an article, let alone comprehend the
entirety of it. This leads to the misinterpretation of information and the spread of
misinformation consequently. Misinformation can lead to many harmful things such
as disruption of harmony among people, wars between governments, Degradation of
interpersonal relationships etc.

An extent of this problem can be the intentional incivility and spread of hate speech
in the mass communication mediums in the forms of cyberbullying and cyber ha-
rassment [17]. This ultimately leads to mental health issues and dissociation from
social media among social media users [18].

It also results in a substratum of internet users quitting the regular usage of the
internet and aids made available by it, such as online health forums. Which might
cause elongated periods of mental depression and disdain for the victims of cyber
abuse [4].

These problems can be solved by classifying blocks of texts according to their ex-
pressed emotions with the help of Sentiment Analysis through building predictive
models. We can distinguish between the polarity of sentences and identify hate
speech [22] by associating a score to them that can be calculated by developing
an algorithm using supervised machine learning where we can feed the model pre-
labeled data to teach it how to detect patterns and distinguish between different
basic emotions [14].

The core reason behind the development of the world wide web was to make informa-
tion about anything more accessible, and it has done just that. However, with this
advancement came a few inevitable demerits that we need to think about in order to
enhance the philosophy behind the internet. As there is no way to classify all data
before publication, people are gaining access to information that is not appropriate
for them. For example, children are gaining access to vulgar content that may prove
to be harmful to the healthy development of their mental growth. Besides, people
of different cultures are gaining access to information about each other that is in no
way relevant to them which is encouraging the trend of being strongly opinionated
towards everything and everyone they come across. We can observe a good example
of this in our localities, where people are ruining their own harmony over warfare
and political problems happening in countries that are distantly relevant to them
[21].

This problem can be addressed by processing text data for locating biases and com-
parative statements to figure out the primary objective of a block of text. This way,
we can clearly distinguish between the subject that is being demeaned, defamed,
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or criticized, which will ultimately help us to calculate the impact of that set of
statements among the audience and moderate its monetization of it accordingly.

Finally, as articles and stories these days contain a variety of components compared
to those of ancient times, it has become harder for people to categorize and classify
them into groups. This can lead to the misrepresentation of information and ob-
struct authors from achieving their desired reach.

We can resolve this issue with Sentiment Analysis by breaking these components
down and taking them into account individually [24]. Such as, we can train the
machine learning model with similar data that contains emojis, idioms, sarcasm,
and similar component that are more concurrent in the current articles to teach the
model a pattern so that it can detect the context of a sentence and predict a possible
meaning of it to provide it with a score that depicts its genre and nature.

Our research addresses all of the issues mentioned above and works on creating a
framework that can possibly solve each of the problems effectively.

1.2 Research Objectives
Due to the advancement of technology and the rapid increase of internet users,
a huge amount of data is generated on a regular basis. Sentiment analysis has
generated much interest in natural language processing due to the growth of digital
social material on the Internet. The data which is generated is mostly textual
data and unstructured in nature. An NLP-based automated text classifier assists
in automatically categorizing texts into pre-defined groups. The availability of vast
quantities of internet data and the development of machine learning algorithms
have facilitated the creation of a variety of approaches for evaluating sentiment and
emotions from writings in Arabic, English, French, and many other languages [13].
At the present time, the Bengali language is used in social media, news, articles,
product review, and in many other fields. So, analyzing sentiments in the Bengali
language is an interesting topic to study. The objectives of our research are:

• To understand how sentiment analysis works in the Bengali language by using
Natural Language Processing tools.

• To create a framework that analyzes sentiment and extracts emotions from
Bangla text data.

• To distinguish between at least six sentiments/emotions found in the texts and
classify them successfully. For example; happiness, sadness, disgust, anger,
fear, surprise, sarcasm and undefined.

• Represent performance-based analysis of Bangla text categorization using ma-
chine learning techniques.

Lastly, we want to evaluate the model so that, based on the evaluation, we can
point out limitations and offer further recommendations for future improvements
and references.
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Chapter 2

Related Work

2.1 Literature Review
2.1.1 Sentiment Analysis
Sentiment analysis, often known as opinion mining, is an NLP method for evaluat-
ing people’s emotional reactions to a scenario or event. An individual’s assessment
or evaluation of a topic or event determines whether their opinion is positive, nega-
tive, or neutral on a particular topic or matter. In addition to polarity, it can also
detect certain feelings or emotions such as; anger, happiness, sadness, Etc. Machine
learning frameworks have gained substantial attention in determining the sentiment
of different kinds of data utilizing sentiment as a polarity, such as positive, nega-
tive, or neutral [23]. Today, Sentiment analysis is increasingly gaining traction as
a critical technique for monitoring and interpreting sentiment in all types of data.
Next, the Classification of sentiment is achievable at various levels, including the
Sentence, Aspect and Document levels, among others. When assessing the docu-
ment’s positivity or negativity, the document itself is the primary unit of analysis.
Sentence-level sentiment categorization, on the other hand, splits each sentence into
two groups: subjective and objective, followed by positive, negative, and neutral.
Lastly, finding and extracting product attributes from the source data is the focus
of aspect or feature-level sentiment analysis [9].

The possibilities of Sentimental Analysis are endless and can be applied to various
modern-day industries. Some of the popular and common applications of SA could
be product analysis, customer feedback analysis, chatbot, media monitoring etc.

2.1.2 Natural Language Processing (NLP)
Natural Language Processing (NLP) is a set of computing algorithms that are theo-
retically driven for the automatic interpretation and analysis of text data [2]. This is
a subset of artificial intelligence that reads, understands, and interprets human lan-
guages. Applications of NLP research include sentiment analysis, text summarizing,
topic modeling, information extraction, question answering, and machine transla-
tion. In addition, since there is a large quantity of opinionated data on the Internet,
sentimental analysis is becoming an important topic in NLP and machine learning.
This field is progressively drawing the focus of researchers.
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Language Processing Pipelines are used by NLP to read, decode, and interpret hu-
man languages.

2.1.3 Related works
Deep learning-based models were suggested by Tripto et al. in [13] for classifying
Bengali sentences with a three-class (positive, negative, neutral) and a five-class
(strongly positive, positive, neutral, negative, and highly negative) sentiment label.
They also developed a model which identifies and categorizes the emotions in a Ben-
gali sentence, such as happiness, surprise, anger, sadness, disgust, and fear. They
gathered their datasets (YouTube comments) from the most popular Bengali videos.
For opinion mining, they employed LSTM with a deep network and CNN as its main
layer. In addition, they utilized SVM and Naive Bayes to identify sentiments and
emotions.

Authors Hassan et al. [7] provided pre-processed substantial textual datasets of
both Bengali and Romanized Bengali texts and concentrated exclusively on deep
learning techniques. They contributed to a readily usable pre-processed dataset of
10,000 Bengali and Romanized Bengali annotated by adult native Bengali speak-
ers. In addition, they worked on applying deep recurrent models to the Bengali
and Bengali-Romanized textual samples. In addition, they examined the dataset in
Deep Recurrent Models, especially the LSTM, utilizing two types of loss functions:
binary cross-entropy and categorical cross-entropy.

Xu et al. [20] shows that the main factor in determining the sentiment pattern
in textual sentiment analysis is the keywords that express human sentiment. As a
result, creating an efficient and detailed sentiment dictionary for sentiment anal-
ysis is quite important; otherwise, it may ignore many sentimental words during
the analysis. In this proposed method a weight should be assigned to sentimental
words, negative words, adverbs and conjunction, and all types of words. Also, the
number of adverbs and negative words are used to calculate the sentiment values of
the sentences. In addition, an extensive sentiment dictionary includes fundamental,
field, and polysemic sentiment words. Finally, to classify the field of the textual
space where the polysemic emotional word appears and to identify the sentiment
score of the word, a Naive Bayesian field classifier is being implemented.

Ashik et al. [15] developed a genuine and reliable dataset for sentiment analysis
of the comments of the readers of a Bengali newspaper in the comment box. A
textual unit’s emotion can be categorized in one of three ways; ML, Lexicon-based,
or Hybrid approaches. When the data has exactly two classes, they propose to use
the SVM classifier model. To classify data, it finds the best possible hyperplane
that separates each set of points into its own category. Next, they used RNN and
LSTM to create a memory for the model in order to deal with the proper context
of the words used. In addition, CNN, a type of deep neural network, was employed
to address the issue of data overfitting.

Sadeque et al. [17] used the RNN model that was trained on a database of newspa-
per commentary to detect incivility in online newspaper comment sections as well as
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on Twitter. Incivility detection plays an important role in recognizing disrespectful
language, which is an important part of sentiment analysis. They categorized two
major types of incivility, name-calling, and vulgarity. They mainly used machine
learning models to detect them.

Sourav et al. [26] propose a collection of methods for identifying and extracting
Bangla emotions. Using transformer-based models, they classify Bangla words as
anger/disgust, fear/surprise, joy, and sadness. They evaluated their models using
the dataset “UBMEC”. This dataset combines two publicly accessible Bangla cor-
pora on 6 key emotion classes, BNEmo and BEmoC. Data preprocessing included
Stopwords and duplicate drops. Their model was m-BERT-trained. m-BERT out-
performed ML techniques, achieving 69.0% accuracy for four classes.

Rahman et al. [16] compiled a text corpus of user comments from several Facebook
groups discussing socioeconomic and political issues and attempted to extract the
six core emotions conveyed therein. Finally, they analyzed the performance of five
popular classical machine learning algorithms employing different sets of features:
Naive Bayes, Decision Tree, k-NN, SVM, and K-Means Clustering. F1 score (macro)
of 0.3324 was attained by their top model (SVM with a non-linear RBF function
kernel), with an average accuracy of 52.98%.

From the above discussion, it is observed that most of the researchers use Deep
Learning, Supervised Machine Learning, Neural Network Model, and Lexicon based
Dictionary based approach to analyze sentiments and extract emotions from text
data. For example, Supervised ML methods like SVM, Naive Bayes, and Neural
Networks and Deep learning methods like LSTM, and CNN are applied to classify
and fit the text data. However, there are some unique challenges one might face while
working on SA in the Bengali language. Because proper datasets and resources on
the Bengali language are rare. Moreover, the grammatical structure of the Bengali
language is quite complex. As a result, applying proper and suitable algorithms and
models could be difficult.

6



Chapter 3

Dataset and Preprocessing

3.1 Data collection
The accurate conclusion of a study depends on the data collected. It is challenging
to conduct a significant study if data collection and implementation are not perfect.
With the goal of creating a novel dataset, we culled Bengali text data from multiple
web platforms, including social media, to build our ”BANEmo” dataset. There are
14,999 different pieces of Bengali text included in the ”BANEmo” Bengali emotional
analysis dataset. When compared to other publicly available Bengali SA datasets,
this one is far larger. Information was gathered from numerous social media plat-
forms, including but not limited to Facebook, YouTube, and others. Besides, a lot of
information was gathered from the comment section of popular online news portals
like Prothom Alo, BBC Bangla, DW Bangla, Prothom Alo, Samakal, etc. While
collecting Bengali text data for SA we faced some difficulties. Different sources had
different types of Bengali text that represented different emotions. And the tricky
part was that the text data were unbalanced when it comes to expressing emotions.
For example, some particular posts or news portals contained Bengali comments
that expressed happiness and others expressed sadness, anger, etc. It is rare to find
all the emotions expressed equally in a particular post. Again, many text data con-
tained spelling and grammatical mistakes. Dealing with these difficulties was quite
challenging.

3.2 Dataset description
We build our own corpus BANEmo, which contains all Bengali comments for sen-
timent classification. In the 1970s, Paul Eckman, a psychologist, defined six basic
emotions that he believed were shared throughout all human societies. Happiness,
sadness, disgust, fear, surprise, and anger were the basic feelings that he identified
[1]. We have labeled our dataset as these six emotions. Furthermore, we added
sarcasm and undefined categories for those texts that didn’t fall under those basic
emotions. So in total, we labeled our dataset as follows:

• Happiness: A positive mental and emotional state characterized by happi-
ness, fulfillment, and contentment.

• Sadness: A mental or emotional condition characterized by sadness, despair,
or a lack of hope.
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• Anger: A negative mental or emotional state characterized by anger and
resentment.

• Disgust: An intense feeling that causes repulsion.

• Fear: A basic human reaction that can mean the difference between life and
death.

• Surprise: A brief emotional state, either positive or negative, following some-
thing unexpected.

• Others/Undefined: Any text that does not fall under the aforementioned
definitions.

3.3 Data labeling
The collected data were manually classified into eight distinct categories: happi-
ness, sadness, disgust, fear, surprise, anger, sarcasm, and the undefined. A total
of three native Bengali speakers manually annotated the data. For the sake of ac-
curacy, we had each person annotate the text data independently of one another.
For the final labeling, emotions with the most votes were selected for each text data.

Example of dataset annotation:

Text data 1st annotator 2nd annotator 3rd annotator Final labeling
িবশব্িবদয্ালেয়র
তািলকায় বাংলােদেশর
িবশব্িবদয্ালয় আেছ!!!!!!

Surprise Surprise Surprise Surprise

েনাংরা রাজনীিত
যতিদন িবশব্িবদয্ালেয়
থাকেব ততিদন ভােলা
িকছু আশা করা যায়
না।

Disgust Disgust Disgust Disgust

যতটুকু িদেল সাধারণ
মানুেষর জীবন অিতষ্ঠ
হয়, িঠক ততটুকু।

Disgust Fear Disgust Disgust

পুিলেশর উিচত িছেলা
মানুেষর েসিন্টেমন্ট
বুেঝ কথা বলা

Anger Anger Disgust Anger

েদেশর টাকা গুেলা
এভােবই চেল যােচ্ছ Sadness Fear Sadness Sadness

Table 3.1: Final annotation based on majority vote

In case, no emotion got the majority vote, for example three annotators labeled the
text data as three different emotions, we asked an meta annotator who has good
knowledge in Bengali to help us annotate the text data and break the tie.

For example:
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Text data 1st annotator 2nd annotator 3rd annotator Final labeling
আমােদর েদেশ
িবশব্িবদয্ালয়গুেলােত
েতা আর েলখাপড়া
হয়না। েশখােনা হয়
রাজনীিত

Sadness Fear Disgust Sadness

এই আনেন্দর িদেন
যারা মুখ েগামড়া কের
থাকেব তােদর িবরুেদ্ধ
মামলা দােয়র করা
েযেত পাের।

Disgust Sadness Sarcasm Disgust

Table 3.2: Final Annotation Done by Meta Annotator

Finally, we have considered final labeling as our key sentiment for this dataset.

The total 14999 collected text data was annotated in the following distributions:

Emotions Total
Happiness 4130
Sadness 4180
Fear 787
Anger 1752
Disgust 3441
Surprise 352
Sarcasm 155
Undefined 202

Table 3.3: Number of comments in each class

3.4 Data pre-processing
Remove duplicate and null values: There were a total of 95 duplicate comments
and 1 null value. We have dropped those duplicate and null values. After dropping
those comments we have 14903 text data remaining.

Text cleaning: The goal of NLP (Natural Language Processing) is to train com-
puters to understand natural language, and text cleaning is the process by which raw
text is prepared for NLP. The Data Cleaning procedure filters comment language
by removing irrelevant elements. The major collection of comments was cluttered
with emojis, punctuation, and other unwanted elements.

• Punctuation removal: We stripped all punctuation from the comment text
data to improve categorization accuracy. Their presence can be equated to
background noise.

• Emoticons removal: Emoticons, hashtags, and other unwanted things were
removed to make the data noise-free and efficient. Removing emoticons also
enabled the annotators to label the text data neutrally.
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Before Cleaning After Cleaning
িবশব্িবদয্ালেয় িশক্ষক রাজনীিত, ছাতৰ্ রাজনীিত
িচরতের িনিষদ্ধ না করেল িশক্ষার মান েযটুকু
আেছ তাও হািরেয় যােব।

িবশব্িবদয্ালেয় িশক্ষক রাজনীিত ছাতৰ্ রাজনীিত
িচরতের িনিষদ্ধ না করেল িশক্ষার মান েযটুকু
আেছ তাও হািরেয় যােব

িশক্ষাই আেলা,,অেনক িদন ধের জব্লেছ েতা, েতল
ফুিরেয় েগেছ। ।

িশক্ষাই আেলা অেনক িদন ধের জব্লেছ েতা েতল
ফুিরেয় েগেছ

এরা িশিক্ষত পাগল�� এরা িশিক্ষত পাগল
গাধা পািন খায় তেব েঘালা কের খায় ������ গাধা পািন খায় তেব েঘালা কের খায়
এখন অেনক িশক্ষকই (সবাই না) রাজনীিত কের
িনজ িভিত্ত পৰ্স্তর মজমুদ রাখার জনয্। েযটা আেগ
িছেলা না

এখন অেনক িশক্ষকই সবাই না রাজনীিত কের
িনজ িভিত্ত পৰ্স্তর মজমুদ রাখার জনয্ েযটা আেগ
িছেলা না

Table 3.4: Data cleaning

Remove low length text: Before implementing word embedding we removed low
length data. We removed all data which had less than 3 words. Thus we have
removed 494 data.

3.5 Exploratory Data Analysis
After performing data preprocessing we get in a total of 14409 text data for our
corpus.

Number of data in each class: Sadness sentiment has the most numbers of data
instead, sarcasm has the lower number of words in the dataset. Data in each type
of sentiment follows:

Figure 3.1: Number of data in each class
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Data Ratio: We got the following Sentiment ratio in each type of sentiment:

Figure 3.2: Data ratio of each class

Number of Words in each class: Sadness sentiment has the most number of
words, on the other hand, sarcasm has the lowest number of words in the dataset.
The total number of words in each sentiment is as follows:

Figure 3.3: Number of Words in each class
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Unique Words: We calculated the total unique words in the whole dataset. Total
Unique words in Dataset: 19276.

Figure 3.4: Total number of words and Unique words Visualization
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Most frequent words: In the corpus, some words were very frequently used. The
top 10 frequent words are as follows:

না 2530
এই 1511
কের 1492
আর 1177
জনয্ 951
িক 913
হেব 893
ভােলা 781
করা 734
মানুষ 729

Table 3.5: Top 10 most frequent words in dataset

Data length distribution: The length of data in the corpus varied a lot. We have
found various numbers of words in each data.

Maximum word in a comment 86
Minimum word in a comment 3
Average word in a comment 10

Table 3.6: Data length distribution

Figure 3.5: Data length Distribution Visualization
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Chapter 4

Methodology and Proposed
Emotion Detection Model

This section provides an overview of our research methodology. Initially, we col-
lected Bengali text data from the comment sections of some renowned Bengali online
news portals, Facebook, and Youtube. To do so, we have extracted Bengali text data
by hand to maintain its quality and novelty. Besides, we labeled those text data to
categorize them. Next, we applied various data preprocessing techniques to make
the dataset more effective such as; removing duplicate comments, dropping null
comments, and cleaning the text data by removing emoticons, punctuation marks,
and other unnecessary things that might make the data noisy. Besides, we removed
some low-length comments to make the dataset more balanced. Next, we repre-
sented the text data with Bag of words, TF-IDF, and word embedding techniques.
Furthermore, we need to split the dataset into testing data, training data, and val-
idation of data. Then we need to apply baseline machine learning algorithms such
as SVM, and Naive Bayes. Then we moved to deep learning and transformers mod-
els to classify them into different categories. Next, We need to provide the testing
data in the model and evaluate the performance of the selected supervised ML al-
gorithms. Lastly, we will test the performances of different algorithms, and based
on the performances, we will be able to offer a better model. Furthermore, we will
be able to identify the limitations of that model as well as provide some suggestions
for future enhancements and references.
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Figure 4.1: Research methodology
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4.1 Text representation
Text representation is one of the fundamental tasks to retrieve information from
text data. Machines do not understand human language. To represent text data
for machine-understandable language, text data needs to be converted into num-
bers. Text representation is the technique to convert text to number for a machine
understandable language.

4.1.1 Bag of words
Bag of words is a text modeling technique of Natural Language Processing. In
technical terms, we can say that it is a technique for extracting features from text
data. This method provides a simple and flexible method for extracting document
features [13]. Using the Bag-of-Words technique, we can transform a text with a
variable length into a vector with a fixed length. This model contains a vocabulary
of recognized words as well as a measure of the frequency of words in each sentence.

4.1.2 TF-IDF
In information retrieval, the TF–IDF method is used. This gives a number that
shows how important a certain word is to the given document dataset. TF-IDF
employs weights for text mining and retrieval of information. The value of weight
depends directly on how many times a word appears in the given dataset. [12] To
facilitate better data retrieval, we have counted the number of times each word ap-
pears in the provided document. The search engines take into account the TF-IDF
weight included in the query when ranking documents in response to user queries
[14]. The frequency with which a term occurs in a text is measured by its ”Term
Frequency” (TF) value. The significance of a word in a given document is measured
by its inverse document frequency (IDF). given a dataset D, a vocabulary w, and a
set of documents d ϵ D, typically, we compute:

Wd = f(w, d) ∗ log(|D|/f(w,D)

Here, D is the dataset, f (w, d) describes how often a phrase appears in a document,
and Wd indicates the significance of a term.

4.2 Word Embedding System
4.2.1 Glove Vector
GloVe is a word vector learning approach. GloVe caught the word vector wave. Like
words attract and dissimilar words repel in word vectors. GloVe employs word co-
occurrence and local context to construct word vectors, unlike Word2vec, a collection
of related models.
GloVe is an unsupervised word vector representation method. Training uses corpus-
based global word-word co-occurrence statistics, and the generated representations
show word vector space’s linear substructures.
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4.2.2 Model Details
We have implemented two baseline ML models; Naive Bayes and SVM. Besides, we
used deep learning models like LSTM, and Transformers (BERT).

4.2.2.1 Naive Bayes

Naive Bayes is a classification method for binary (two-class) and multi-class cat-
egories. The method is simplest to read about when described using binary or
categorical inputs. It is a binary and multiclass classification algorithm. Naive
Bayes works well with categorical input variables compared to numerical ones [9].
It is capable of processing continuous as well as discrete data [14]. It scales well
with the number of predictors and data points used. It predicts in real time and
operates swiftly. Unneeded features are ignored. The ”Naive Bayes” method is a
quick classification strategy that calculates the likelihood that a class contains a
particular feature quickly by applying the Bayes theorem:

P(label/features) = P(features/label)*P(label)/P(features)

Here, the likelihood that a label will be observed, is denoted by P(label). In the
context of feature classification, the prior probability that a set of features is being
classed as a label is denoted by P(features|label). The prior probability that a cer-
tain set of features has occurred is denoted by the symbol P(features).

After Performing Bag of Words and TF-IDF to represent text data for machine-
understandable language. We have performed Multinomial Naive Bayes on both
TF-IDF and bag of words.

4.2.2.2 Support Vector Machine(SVM)

SVMs are built on the idea that the best way to differentiate between classes is to
locate a linear separator or hyperplane in the search space [15]. Multiple hyperplanes
may effectively divide the groups; the one used is the one along which the largest
normal distance is found for any of the data points [9]. SVMs, or support vector
machines, are one sort of supervised learning model with related learning algorithms
for conducting classification and regression analysis on data [14]. The RBF kernel
was chosen for this study among the several widely-used SVM kernels.

K(x, x′) = e−γ||x− x′||2

Here, ||x − x′||2 is the squared Euclidean distance between two feature vectors (2
points).

In our case, in BoW we have used the SVM RBF function kernel with a gamma
value of 0.1 which gives better accuracy than other kernels and gamma values.

In TF-IDF we have also used the SVM RBF function kernel with a gamma value of
0.5 which provides better performance.
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4.2.2.3 Recurrent Neural Network

For many NLP tasks, deep learning-based neural network models have proven to be
highly effective. RNN, the other prominent neural network architecture, can process
sequences of arbitrary length and capture long-term dependencies. LSTM is one of
the variants of RNN which stands for Long Short Term Memory.

The fundamental distinction between a standard RNN and an LSTM is that the
latter has a persistent memory, while the former does not [5]. We have utilized
LSTM to categorize the data into categories in our dataset since we need to cap-
ture or process the specific element’s entirety. The decision will be a consequence
of the entire. Therefore, we need such a mechanism to capture the totality. Long-
term dependencies are classified most accurately with LSTM in the majority of cases.

During the training of a deep neural network such as RNN, an unstable behavior
known as the vanishing gradient problem may occur. As more layers employing
particular activation functions, such as the sigmoid function, are added to neural
networks, the gradients of the loss function approach zero, making it difficult to
train the network. The LSTM solves the problem of the RNN’s vanishing gradient.
For concerns with vanishing gradients, RNNs other than LSTM cannot be employed
for long-term dependence [19].

LSTMs are made to avoid long-term dependence. They don’t struggle to learn; long-
term memory is their default tendency. Similar to RNNs, LSTMs have a chain-like
structure, but the repeating module is constructed differently. The four neural net-
work layers interact in a unique way [5].

Figure 4.2: LSTM Architechture

The LSTM can remove or add information via gates. Gated information is optional.
Pointwise multiplication and sigmoid neural networks are used. The sigmoid layer
generates numbers between zero and one to indicate component throughput. Zero
means ”allow nothing through” and one means ”let everything through.” Three gates
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protect and regulate the LSTM cell state.

In our proposed LSTM model there are two Bidirectional layers along with the
Embedding layer and Dense layer as illustrated in the figure 4.3

Figure 4.3: LSTM model architecture

4.2.2.4 BERT

Bidirectional Encoder Representations from Transformers (BERT) is an implemen-
tation of the Transformers deep learning model, which has each output element
connected to each input element and dynamically calculates weightings between
them.
Regarding the framework of the BERT model, there are two steps: pre-training and
fine-tuning. During pre-training, a large unlabeled corpus is used to train the model.
All parameters are fine-tuned using labeled data for the given tasks after the model
is initialized with the pre-trained parameters for fine-tuning. Model-wise, BERT is
built around a bidirectional, multi-layer Transformer encoder [11]. This encoder has
N layers, all of which are the same. There are two sub-layers in each of these layers.
The first is a position-wise completely connected feed-forward network, and the sec-
ond is a multi-head self-attention mechanism. It uses a residual connection at the
boundary between the two sublayers, and then normalizes the layers [6], [8]. Each
sub-output layer is the norm of LayerNorm(x + Sublayer(x)), where Sublayer(x) is
the function implemented by the sub-layer [10].

We utilized a pre-trained BERT model that was trained on a big dataset as a start-
ing point. The process of further training the model using our relatively smaller
dataset is known as model fine-tuning. Since the Transformer’s self-attention mech-
anism enables BERT to model numerous downstream tasks or activities, fine-tuning
is simple and straightforward. For each task, the particular inputs and outputs are
plugged into BERT and all parameters are fine-tuned [11].

In addition, we have implemented the Train the entire architecture fine-tuning
method. In this method, we retrain the entire pre-trained model on our dataset
and input the results into a softmax layer. In this instance, the error is propagated
back through the entire architecture, and the pre-trained weights of the model are
adjusted depending on the new dataset.
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Chapter 5

Results and Analysis

At the beginning of the sentiment analysis task we randomly split the whole dataset
into 3 parts for training and testing purposes. We split into an 80:10:10 ratio to the
whole dataset randomly.

Training set: The training data set is fed to the model. The model learns from it
and learns any hidden characteristics or patterns. We used 80% data of the whole
dataset for training.

Validation set: The validation set is used to evaluate the accuracy of the model
throughout the training phase. We can then use the results of the validation to ad-
just the model’s hyperparameters appropriately. The 10% data of the whole dataset
was used for validation purposes.

Testing Set: The test set is used after the training compilation, in order to eval-
uate the model after completing the training. The 10% data of the whole dataset
was used for final evaluation.

Number of Training Data 11527
Number of Validation Data 1441
Number of Testing Data 1441

Table 5.1: Number of training, testing and validation data

As we have already discussed, In Our dataset, at first, we classified and labeled our
dataset in the six basic emotion classes, such as “sadness”, “happiness”, “disgust”,
“surprise”, “fear” and “anger”. Also, There were some comments which were labeled
as “sarcasm” and comments that do not fall into any sort of emotion were marked
as “undefined”. The number of data in the “surprise”, “sarcasm” and ”undefined”
class were insufficient so we combined them into a new class named “others”.

The authors of [3] state that human emotions can be further classified into just five
categories: happiness, sadness, fear, and anger/disgust. As, the semantic meaning
of a statement from anger and disgust are extremely similar. Therefore, we further
divided the dataset into five classes to observe how our model classifies the emotion
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classes. ”Anger or Disgust” was renamed ”Exasperation”.

Figure 5.1: Frequency of each class after combination

Description of each class:

Emotion Total Data
Happiness 3386
Sadness 4035

Exasperation 5057
Fear 752

Others 679

Table 5.2: Number of data in each class after combination

5.1 Multinomial Naive Bayes on Bag of words &
TF-IDF

Bag of words is performed to represent the text data into machine understandable
language. This is a way to extract features from the text. These features are then
fed to the naive Bayes algorithm. After performing Naive Bayes on BoW model we
get an accuracy of 61.6%. And the precision, F1, and recall scores are 63.7%, 59.4%,
and 61.6% respectively.
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Percision Recall F1-score Support
Exasperation 0.60 0.75 0.66 519
Fear 0.62 0.07 0.12 76
Happiness 0.76 0.69 0.72 395
Others 1.00 0.02 0.04 52
Sadness 0.52 0.55 0.54 399
Accuracy 0.62 1441
Macro-avg 0.70 0.42 0.42 1441
Weighted avg 0.64 0.62 0.59 1441

Table 5.3: Multinomial Naive Bayes Classification Report on BoW representation

Figure 5.2: Multinomial Naive Bayes Confusion Matrix on BoW Word Representa-
tions
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TF-IDF is another way to extract features from text data. The TF–IDF approach
calculates how essential a word is to the document dataset. TF-IDF uses weights
for text mining and information retrieval. The dataset’s word frequency determines
weight. After performing naive bayes on the TF-IDF model we get an accuracy
of 60.9%. And the precision, F1, and recall scores are 57.2%, 57.7%, and 60.9%
respectively.

Percision Recall F1-score Support
Exasperation 0.55 0.83 0.66 519
Fear 0.00 0.00 0.00 76
Happiness 0.80 0.66 0.72 395
Others 0.00 0.00 0.00 52
Sadness 0.56 0.46 0.51 399
Accuracy 0.61 1441
Macro avg 0.38 0.39 0.38 1441
Weighted avg 0.57 0.61 0.58 1441

Table 5.4: Multinomial Naive Bayes Classification Report on TF-IDF representation

Figure 5.3: Multinomial Naive Bayes Confusion Matrix on TF-IDF Word Represen-
tations
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Performance comparison Table:

Used Model Accuracy Precision F1 Score Recall
Naive Bayes
(BoW) 61.6% 63.7% 59.4% 61.6%

Naive Bayes
(TF-IDF) 60.9% 57.2% 57.7% 60.9%

Table 5.5: Comparison scores of MNB models on different text representation

Here, the Naive Bayes classifier on Bag of Words and TF-IDF ‘exasperation’, ‘hap-
piness’ and ‘sadness’ sentiment gives quite a decent result. But for the ‘fear’ and
‘others’ sentiment class the results are poor. Moreover, after applying the Naive
Bayes classifier on test data there is a noticeable misclassification is noticed in ‘sad-
ness’ and ‘exasperation’ classes.

5.2 Support Vector Machine on Bag of words &
TF-IDF

In this classifier, we have used the SVM RBF(Radial Basis Function) kernel with
the “gamma” value 0.1 and “c” value of 2000 which gives better accuracy than other
kernels and gamma values. SVM provided us with the accuracy of 60.0%. Besides,
the precision, F1, and recall scores are 60.0%, 58.6%, and 60.0% respectively.

Percision Recall F1-score Support
Exasperation 0.59 0.71 0.64 519
Fear 0.61 0.14 0.23 76
Happiness 0.74 0.69 0.71 395
Others 0.43 0.12 0.18 52
Sadness 0.50 0.52 0.51 399
Accuracy 0.60 1441
Macro avg 0.57 0.44 0.46 1441
Weighted avg 0.60 0.60 0.59 1441

Table 5.6: SVM Classification Report on Bag of words Data
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Figure 5.4: SVM Confusion Matrix on BoW Word Representations

On the other hand, in the TF-IDF word representation we get an accuracy of 61.1%.
and the precision, F1, and recall scores are 61.3%, 60.1%, and 61.1% respectively.

Precision Recall F1-Score Support
Exasperation 0.60 0.70 0.65 519
Fear 0.71 0.22 0.34 76
Happiness 0.75 0.70 0.73 395
Others 0.36 0.10 0.15 52
Sadness 0.51 0.54 0.53 399
Accuracy 0.61 1441
Macro avg 0.58 0.45 0.48 1441
Weighted avg 0.61 0.61 0.60 1441

Table 5.7: SVM Classification Report on TF-IDF Data
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Figure 5.5: SVM Confusion Matrix on TF-IDF Word Representations

Performance comparison Table:

Used Model Accuracy Precision F1 Score Recall
SVM (BoW) 60.0% 60.0% 58.6% 60.0%

SVM (TF-IDF) 61.1% 61.3% 60.1% 61.1%

Table 5.8: Comparison scores of SVM models on different text representation

Here, the SVM classifier on TF-IDF model performs slightly better for ‘fear’ senti-
ment class than the Bag of words model. But All remaining classes’ F1 scores are
quite similar for both words representing techniques. Furthermore, there is a high
ratio of misclassification in the ‘sadness’ and ‘exasperation’ classes.

5.3 Recurrent Neural Network
After necessary prepossessing, each sentence was tokenized and padded to a fixed
size length of 128. Each word was represented with glove word embedding. The
vector length of each word in the glove model is 300. Our proposed neural net-
work model was composed of one embedding layer, one special dropout 1D layer, 2
bidirectional LSTM layers, and finally a dense layer with softmax as an activation
function to predict the output. All word vectors are fed into the embedding layer
and the weights are initialized with glove embedding weights. The output dimen-
sion of the embedding layer is similar to the vector size of the glove model. As
optimizers, we selected ‘adam’ and ‘categorical cross entropy’ was used to calculate
the loss function. In order to reduce overfitting early stopping was used. This is a
callback API that provides support to monitor model performance while training.
We monitored validation accuracy on the validation set to measure performance
during model training. Training will be terminated if there is no validation accu-
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racy improvement after five epochs.

Our LSTM Model provides an accuracy of 60.2%. And the precision, F1, and recall
scores are 60.0%, 60.0%, and 60.2% respectively.

Figure 5.6: LSTM model Loss(Left) and Accuracy(Right)

From the above figure of loss function graph, it can be seen that in the beginning
the training and validation loss both are going down but after the 9th epoch the
validation loss is continuously increasing. This is the sign of overfitting.

LSTM Performance Table:

Used Model Accuracy Precision F1 Score Recall
LSTM Model 60.2% 60.0% 60.0% 60.2%

Table 5.9: LSTM performance details

Precision Recall F1-Score Support
Exasperation 0.62 0.58 0.60 519
Fear 0.49 0.37 0.42 76
Happiness 0.71 0.73 0.72 395
Others 0.27 0.15 0.20 52
Sadness 0.52 0.61 0.56 399
Accuracy 0.60 1441
Macro avg 0.52 0.49 0.50 1441
Weighted avg 0.60 0.60 0.60 1441

Table 5.10: Bidirectional LSTM Classification Report
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Figure 5.7: LSTM Model Confusion Matrix

In the deep learning approach, in order to handle imbalance class in our data set,
weighted class was introduced to reduce weight for the majority class while simulta-
neously increasing class weight in order to punish the minority class for its incorrect
classification. Though, the overall result did not improve. Also, like the previous
approaches there is a misclassification between ‘exasperation’ and ‘sadness’ class.

5.4 BERT
While implementing BERT, we have used the pre-trained BERTmodel from ’Bangla-
BERT’ [25]. We fine-tuned this model for our sentiment classification task. A single
vector representation of the whole input sentence must be given to a classifier in or-
der to complete the classification task. For this, all input text was tokenized. Since
we are using a pre-trained model for the fine-tune purpose, each token is converted
to its corresponding unique IDs. Each sentence was padded to a fixed size length
of 128. We fine-tuned the whole model (110 million parameters). Training will be
terminated if there is no validation accuracy improvement after five epochs.

Hyperparameter Value
Learning Rate 5e-5

Train_Batch_Size 16
Eval_Batch_Size 8

Table 5.11: Hyperparameters of fine tuned model
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Epoch Training Loss Validation Loss Accuracy Precision Recall F1
1 0.717 0.832 0.697 0.656 0.697 0.671
2 0.716 0.845 0.704 0.692 0.704 0.681
3 0.663 0.883 0.696 0.709 0.696 0.698
4 0.242 1.1828 0.683 0.711 0.683 0.690
5 0.228 1.400 0.708 0.711 0.708 0.709
6 0.321 1.657 0.700 0.694 0.700 0.696
7 0.084 1.789 0.702 0.702 0.702 0.700
8 0.168 2.027 0.691 0.720 0.691 0.701
9 0.049 1.959 0.703 0.704 0.703 0.707
10 0.001 2.169 0.703 0.699 0.703 0.699

Table 5.12: Training and validation report in each epoch

Eval Loss 1.400
Eval Accuracy 0.707
Eval Precision 0.711
Eval Recall 0.707
Eval F1 0.708

Table 5.13: Validation report

Figure 5.8: BanglaBERT fine-tuned Model Loss
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Used Model Accuracy Precision F1 Score Recall
BanglaBERT 69.2% 70.0% 70.0% 69.2%

Table 5.14: Fine tuned BanglaBERT performance

Precision Recall F1-Score Support
Exasperation 0.74 0.70 0.72 519
Fear 0.55 0.39 0.46 76
Happiness 0.84 0.83 0.83 395
Others 0.28 0.38 0.32 52
Sadness 0.59 0.65 0.62 399
Accuracy 0.69 1441
Macro avg 0.60 0.59 0.59 1441
Weighted avg 0.70 0.69 0.69 1441

Table 5.15: BanglaBERT fine-tuned model loss

Figure 5.9: BanglaBERT fine tuned model Confusion matrix
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Here, The overall performance to classify sentiment is better in transformer models
than other models like naive bayes, support vector machine and LSTM. BanglaBERT
fine-tuned model performs decently to classify ‘exasperation, ‘happiness’ and ‘sad-
ness’ class but there is a noticeable misclassification between ‘‘exasperation’ and
‘sadness’ class.

5.5 Result Summary

Figure 5.10: Comparison Scores of Implemented Models

From the figure 5.10, By comparing how well these models work, we may conclude
that BERT is superior to Naive Bayes, SVM, and LSTM. However, point to be noted
that all the models are struggling to detect “fear” and “others” classes. One reason
could be that our dataset BANEmo doesn’t have sufficient data for these classes.
Besides, the “others” class contains “sarcasm” related comments as it was merged
with the class later on. Moreover, detecting sarcasm in written text is a critical chal-
lenge in NLP as it requires recognizing the contradiction between a statement and its
context. Next, “exasperation” and “sadness” statements have very similar semantic
meanings thus even human brains sometimes struggle to differentiate between these
emotions. Our models were also sometimes struggling to classify between these two
classes.
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Chapter 6

Conclusion

Sentiment analysis contributes to broader growth by highlighting identifiable quali-
ties shared among speakers of the language. We have created our very own dataset
by collecting Bengali text data from social media like Facebook, and Youtube. We
also collected text data from the comment sections of different news portals. We
believe our dataset represents a real-world scenario where human emotions are ex-
pressed disproportionately. By annotating manually, we are able to discern the
category of the emotion that the Bengali texts express. The models are taught to
detect patterns and differentiate between different basic emotions like happiness,
sadness, disgust, fear, surprise, and anger by using supervised ML and pre-labeled
data. While working on this, we experimented with a number of methods for ex-
tracting the most useful information from the dataset. Here, we used Bag of Words
and TF-IDF for pre-processing of data. Additionally, we have used some differ-
ent kinds of word embedding techniques such as Glove, and BERT embedding to
represent text data understandable for machines. For measuring the performance,
we have used supervised machine learning models like Naive Bayes, and Support
Vector Machine. Furthermore, we used deep learning techniques like LSTM, and
Transformers (BERT).
By analyzing the performances of these models we can deduce that the BERT model
outperforms Naive Bayes, SVM, and LSTM models comfortably.

6.1 Limitations
We get outcomes that were comparatively better than others if we take into ac-
count the total number of classes. In addition, our dataset was based on real-world
instances in which text data was disproportionately distributed among classes. In
addition, there have not been many prior works on categorizing Bangla text using
both machine learning and deep learning techniques. However, there are a variety
of different feature selection techniques used in other languages that we did not
employ. Our dataset only contains textual information from Facebook, YouTube,
and the comment areas of various online news sites. There are numerous additional
sorts of data in Bengali, including periodicals, literature, novels, and religious texts,
among others. The set of data could have been more diverse. Besides, We think
there might be some inconsistency with the annotations, which is why the model
might disagree more in some cases. Moreover, our model was struggling to detect
sarcasm. Sarcasm identification is a crucial natural language processing challenge.
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Understanding this requires recognizing the contradiction between a statement and
its context. Next, as a morphologically rich language, Bangla presented challenges
when we attempted to implement certain features. Due to the lack of high-quality
Bangla stemming and lemmatization methods, we have been unable to operate as
efficiently as we would want.

6.2 Future work
We hope to improve sentiment and emotion identification in the future by incor-
porating more features and topical data. Our machine learning and deep learning
approach will yield more accurate predictions if we employ a larger, more evenly
distributed, and more diverse dataset than we currently have. To do so, we need
to compile an enormous quantity of sentimental data. In the future, we hope to
test our approach on even more data sets. As there are very few emotion detection
Bengali datasets available publicly, we plan to make our dataset available publicly
to help future researchers. Before that, we plan to cross-validate our dataset with
the help of Cognitive and linguistic experts in the Bengali language.

Furthermore, we will try to improve its performance by developing a hybrid mecha-
nism using these supervised machine learning models and deep learning techniques
like Naive Bayes, Support Vector Machine, LSTM, and Transformers (BERT).We
can also implement the latest Transformer models to achieve better results. Besides,
we will try to make a useful application for users by implementing these concepts.
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