
Detecting Self-Esteem Level and Depressive Indication Due to
Different Parenting Style Using Supervised Learning Techniques

by

Abdullah Al Taawab
20341043

Mahfuzzur Rahman
18101485

Zawadul Islam
18101005

Nafisa Mustari
19101086

A thesis submitted to the Department of Computer Science and Engineering
in partial fulfillment of the requirements for the degree of

B.Sc. in Computer Science

Department of Computer Science and Engineering
Brac University

May 2022

© 2022. Brac University
All rights reserved.



Declaration
It is hereby declared that

1. The thesis submitted is my/our own original work while completing degree at
Brac University.

2. The thesis does not contain material previously published or written by a
third party, except where this is appropriately cited through full and accurate
referencing.

3. The thesis does not contain material which has been accepted, or submitted,
for any other degree or diploma at a university or other institution.

4. We have acknowledged all main sources of help.

Student’s Full Name & Signature:

Abdullah Al Taawab
20341043

Mahfuzzur Rahman
18101485

Zawadul Islam
18101005

Nafisa Mustari
19101086

i



Approval
The thesis titled “Detecting Self-Esteem Level and Depressive Indication Due to
Different Parenting Style Using Supervised Learning Techniques” submitted by

1. Abdullah Al Taawab(20341043)

2. Mahfuzzur Rahman(18101485)

3. Zawadul Islam (18101005)

4. Nafisa Mustari (19101086)
Of Summer, 2022 has been accepted as satisfactory in partial fulfillment of the
requirement for the degree of B.Sc. in Computer Science on May, 2022.

Examining Committee:

Supervisor:
(Member)

Md. Golam Rabiul Alam
Associate Professor

Department of Computer Science and Engineering
Brac University

Co-Supervisor:
(Member)

Shaily Roy
Lecturer

Department of Computer Science and Engineering
Brac University

Head of Department:
(Chair)

Sadia Hamid Kazi, PhD
Chairperson and Associate Professor

Department of Computer Science and Engineering
Brac University

ii



Abstract
Uprising a child is a psychological construct of parents, which is a combination of
factors that evolves over time with the growth and development of the child. Parent-
ing style represents a set of strategies that have diverse influences on children. These
approaches can create depressive symptoms in children’s minds, which can last even
if they become adolescents. Moreover, these indications may affect their level of self-
confidence. In this research, supervised learning models are used to detect different
parenting styles, depression indications of adolescents due to parenting and the level
of their self-esteem. Due to the absence of publicly available data, we created our
own data set of about 500 survey responses. Additionally, eleven psychological and
nine linguistic attributes of Linguistic Inquiry and Word Count (LIWC) have been
used to identify depression indications. Among all the supervised models, the Lo-
gistic Regression (LR), Gradient Boost Classifier (GBC) and Bi-Directional LSTM
(Bi-LSTM) provide better results than other models. This research is capable of
helping the parents to know their children’s psychology in a better way and make
them have a more profound discussion on practical life.

Keywords: Machine Learning, Deep Learning, LIWC, NLP, Depression, Parenting
style, Self Esteem
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Chapter 1

Introduction

Parenting is the act of raising a child and caring for their needs so that they can
grow up healthy and happy. The attribute of parenting is to process the develop-
ment of a child’s growth, education, and health which is implicated in the child’s life
undertaken by the parental figure [8]. Parents exert direct and substantial influence
on their children through socialization. Parenting style can be described as a set of
methods that the parents use to raise their kids. Baumrind found three central con-
trols of parenting: Authoritative, Authoritarian, and Permissive [5]. On the other
hand [12], Maccoby and Martin figured out one more parenting style, which they de-
fined as Uninvolved. Each parenting style has a unique approach to raising children,
and these differences can be seen in a variety of ways. There are short-term and
long-term consequences on children’s development of a parent’s style. The authori-
tative parenting style allows children’s independence while simultaneously enforcing
support rather than punishing discipline measures. Some studies have shown that
non-authoritative parenting has more beneficial effects than authoritative parent-
ing despite the strong positive effect of authoritative parenting [2]. On the other
hand, Authoritarian Parenting imposes rules that are more punitive than support-
ive. As a result, they forbid their child from developing characteristics and impose
rules that are more punitive than supportive. In addition, this type of parent sets
a one-way type of communication for their child and expects him or her to follow
them without question. Moreover, the Permissive parenting style encourages their
children to communicate openly with each other instead of enforcing, which results
in fewer instances of discipline being used. Finally, there are parents who provide
for their child’s fundamental requirements while remaining apart from their child’s
day-to-day activities. They are referred to as “uninvolved parents” because of their
lack of involvement.

Furthermore, research has found a link between parenting methods and the child’s
mental health. Mental illness occurs from different prejudice and discrimination that
creates self-stigma, having various negative consequences including social isolation
[9]. The development of a good mental state in children was facilitated by positive
parenting techniques. Parents who do not understand and accept their children the
way they are consequently their children may suffer from mental illnesses like neu-
rosis and depression. As a result, the impact of parenting styles on mental health
as well as the mechanisms that exert their influence should be studied. Parenting
style remains the predicting factor of a child’s mental health, and certain parenting
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styles can be a risk factor for a child’s mental and behavioral disorder which can
last from childhood to adulthood [21]. The interpersonal theory of acceptance and
rejection impacts children’s mental health. Parents being an important attachment
of figures their positive attachment gives a positive effect. On the contrary, their
rejection can have a negative effect on a child’s psychology [26].

As parental activity has effects on mental health, it also influences one’s self-esteem
and decision-making abilities. Self-esteem is a psychological phrase that can be de-
scribed as how much a person values and likes himself no matter what [22]. Michal
et al. claim that better self-esteem leads to better mental health and social behavior.
At the same time, poor self-esteem is associated with a broad range of mental dis-
orders [3]. Numerous research and reviews have shown that an individual’s origin of
family and experiences as a family member have an impact on the general behavior
and adjustment [6]. Furthermore, an adolescent’s self-esteem might be high or poor,
depending on parenting styles.

When a child grows up and becomes a young adult, he develops a sense of self-
confidence. High self-esteem is associated with improved mental health, academic
performance, proactive stress management, and low levels of trivializing difficulties
[16] where low self-esteem is connected to self-damaging behaviors, anxiety, and
depression. Also, people with high self-esteem has higher success rate and better
socializing skills [7] [16]. As it is mentioned before that children’s self-esteem varies
upon their parent’s guidance, several studies have been performed specifically finding
the effect of four parenting styles [10]. In 2007, Martinez and Garcia found that
children who have indulgent parents have high levels of self-esteem, whereas the
authoritarian parent’s children had the lowest. In the following year, they found
out adolescents having indulgent parents had self-esteem levels that were equivalent
to or higher than those with authoritative parents [4]. Pinquart and Gerke found a
moderate amount of correlation between authoritative style and higher self-esteem
among adolescents [16]. But these researches ensure one thing that some specific
qualities of the parents can lead to the higher or lower quality self-esteem of their
children.

1.1 Research Problem
Despite the fact that the world is progressing, the parenting style and its effects still
appears to be taboo in many parts of the world. People are less vocal about this
issue and hardly take any steps. As a result, the adolescent becomes more depressed
and mentally vulnerable. In addition, their level of self confidence also falls down
drastically. According to a report of WHO, one out of every seven (14%) adolescents
is associated with depressive symptoms [28]. Another study done by Harter et al,
low self-esteem affects one-third to one-half of adolescents, especially those in their
early adolescence. Despite this, a significant number of them went unnoticed and
untreated. It is difficult to determine whether an individual is in danger or needs
care in the psychological health research field as there are some complexities and
different aspects linked with it. Suicidal behaviour is more likely to be linked to
low self-esteem and stress in adolescents. Our work contributes substantial fresh
ideas and perspectives. In AI literature, self-esteem has been only referenced once
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or twice as part of a debate on depression.

An exclusive interview with the BRAC university counseling unit was conducted in
this study. According to the counseling unit, simply determining whether or not a
young individual is depressed is insufficient to recover by medical science. They also
claimed that the children are not comfortable sharing all their information with the
counselor. So, it becomes tough to find out the root causes and the impact of the
parents on these reasons. It is important to figure out the root causes of depression
and low self esteem in the first place, and then see how much effects parents have
on it.

1.2 Research Objectives
The fundamental goal of this research is to identify various parenting methods, as
well as depression indications due to different parenting styles and self-esteem levels
using Machine Learning, Deep Learning, and data analysis approaches by filling
up some Open-ended questionnaires. It can be anticipated that this system will be
helpful to the mental health counselors and the parents. The proposed model will be
able to determine whether an adolescent has depression indication or not as a result
of parenting, in addition to whether his self-esteem is high or low. Furthermore,
there are not sufficient studies conducted on this topic. An appropriate dataset will
be developed in order to accomplish the research’s goal and evaluate the introduced
classification models.

1.3 Contribution
The following are the major contributions of this work:

1) A survey was conducted applying a questionnaire consisting of some open-ended
questions in this study. The questionnaire was created being inspired by DASS42,
PAQ, and Rosenberg’s self-esteem questionnaire. This questionnaire was reviewed
and evaluated by the counseling unit of BRAC University. Then after several months
of survey, around 500 responses of adolescent people were recorded which was uti-
lized to build a ground truth dataset. The counseling team evaluated the dataset
and provided some labeling instructions. Based on their suggestions, we labeled the
dataset accordingly.

2) The LIWC package was used on the collected data. We utilized evidence from
a wide range of sources, including expression of emotion, user involvement, and
egocentric social network, to uncover depression-related reactions. These measures
include eleven psychological attributes from the LIWC dictionary. Additionally,
nine more linguistic features were picked for characterizing the user’s responses. By
using these features, another dataset was developed to build and test the models.

3) Finally, several supervised models were implemented on these three datasets to
detect parenting style, depression indications due to parenting and levels of self es-
teem.
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We believe that the dataset we established through the survey and the information
derived from this study will be valuable in future research. In addition, those ado-
lescents who experience emotional imbalancement due to parenting style would also
be benefited.
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Chapter 2

Related Work

In order to detect low self-esteem in youths, Zaman et al. have used several machine
learning algorithms [18]. The data were collected from 108 individuals, where 40
people were male, and the rest were female. The medium they used for collecting
the data surveyed and search history from the participants. After collecting data,
the dataset was divided into two parts- low self-esteem (LS) and no low self-esteem
(NLS). Google cloud NLP API classified the searches into categories. And it is found
that LS groups search more for educational topics at late night, which leads them
to mental disturbance. Also, there was the use of the LIWC text analysis toolkit
to find different variables. It was observed that family-related variables were lower,
which means family impacts a lot. For training and testing data, the researchers
used LR, SVM, and HyBaR (Hybrid Bayesian Regression) algorithms. HyBaR algo-
rithm is a hybridization of Bayesian linear and Bayesian logistic regression. Because
of additional information, HyBaR has a benefit over Maximum Likelihood Estima-
tion. This algorithm has delivered better performance than SVM and LR. When
the algorithms were used on linguistic attribute features, the F1 score of HyBaR was
0.72. Where SVM and LR scored 0.61 and 0.46, respectively. In the search category
attribute, the HyBaR also performed better than the other two algorithms.

Islam et al. considered social networks as a promising instrument to detect depres-
sion [13]. Islam et al. built a Machine Learning model for detecting Depression
indicative posts. He has used NCapture for collecting data from Facebook. LIWC
was used to analyze the raw data, and then he built the ground truth dataset. In
this paper, LIWC was also used for feature extraction, and four popular supervised
ML models like SVM, DT, KNN, and Ensemble Classifiers were used to detect de-
pression indicative posts. He has discussed the temporal process, linguistic style,
and emotional process for classifying depression indicative posts. Among all these
ML models, DT gains the highest result.

Orabi et al. studied how depression can be detected using Twitter data [14]. In this
study, two publicly available datasets were used - CLPsych2015 and Bell Let’s Talk.
They encoded the data using several word embedding techniques. Then they used
three varieties of CNN and one variety of RNN. The AUC score was used to evaluate
the model’s performance. The AUC score was calculated on the validation set and
averaged over the five splits with standard deviation. Among all these models, the
CNNWithMAx performed with the highest AUC score, which is 0.951.

5



Subreddits, or smaller communities within Reddit, are popular places for people to
hold online discussions on a wide range of topics. Stigmatized subjects are frequently
discussed on this platform because of their complete confidentiality. Tadesse et al.
focused on the detection of depression-related posts among Reddit users [17]. He
has used a publicly available dataset and built a classification model to detect de-
pression. He claimed that a list of terms was more commonly used by those who are
depressed. To evaluate the performance of the applied ML models, he has utilized
both single features (bigram) and combined features (LIWC+LDA+UNIGRAM).
In this study, LIWC+LDA+bigram with MLP model gained the highest accuracy
for depression detection. He discussed why actual feature selection and various fea-
tures combination is really important to improve the performance of the classifying
models.

Nowadays, emotional texts that are posted on social media gain the focus of re-
searchers, and they analyze those posts. Liao et al. proposed to distinguish the
depression tendency using text on microblogs [24]. Here, Microblogs are the source
of the dataset as a group of people liked to give depressional posts regularly on this
platform. Liao et al. introduced the LSTM model with the TensorFlow framework
in the python tool library to detect depression tendencies. First of all, the exquisite
the data, then they preprocess it. At last, they constructed the Long Short term
memory model. Furthermore, this paper also worked on the word vector training
tool Word2vec to train the denoised dataset. The LSTM model got the highest
accuracy after 25 iterations in this paper. Moreover, they also tried SVM, but the
model didn’t give any significance.

GUOZHENG et al. developed two upgraded CNN models to identify depressed
individuals in online forums [19]. In this work, they fetched the RSDD dataset,
which contains a training, testing, and validation dataset of 3,000 depressed diag-
nosed users and 35,000 control user’s posts. In addition, they used The eRisk 2017
dataset as well, consisting of training and testing sets of 135 depressed diagnosed
users and 752 control user’s posts. Moreover, they used a sparse bag of words fea-
ture and emotion lexicon feature for data extraction. For the depression detection
task, they performed BoW-SVM, Feature-rich-SVM, User-model CNN, Bi-LSTM,
Bi-LSTM attention, and many more models. However, they proposed two CNN
models: MGL-CNN and SGL-CNN, which performed comparatively better than
other models. Finally, they encouraged everyone to explore MGL-CNN and SGL-
CNN models to find out about depressed users on social media.

Guangyao Shen et al. suggested a multimodal depressive dictionary learning model
detect depression via harvesting social media [11]. They established two bench-
marks, a well-labeled dataset, D1, which has 1402 Twitter user’s posts, and D2,
which contains 300 million Twitter user’s posts. However, the depressed users are
too few in D1, so they constructed an unlabeled dataset D3 with 36,993 depressed
Twitter users candidates. For the feature extraction, they used some important
features such as emotional features, which extracts features using LIWC, topic-
level feature using LDA, user Profile feature, social network feature, visual feature,
and domain-specific feature. Moreover, they performed some classification models
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such as NB, MSNL, WDL, and their proposed Multimodal Depressive Dictionary
Learning (MDL). According to their claim, MDL outperformed all the classifica-
tion models, and they suggested using this model for further depression detection
research in computer science and psychology.

Uban, A.S. Rosso, P. conducted a study to predict self-harm and depression levels
among social media users considering Machine learning classifiers and Deep Learn-
ing architectures [20]. The training datasets were collected from available Reddit
posts and history. Style, content, emotion, sentiment, and the LIWC feature were
utilized to determine self-harming inclinations among Reddit users. There was the
implementation of several neural network architectures for sampling training data,
including Bi-LSTM with attention, Hierarchical Attention Network, Transformer,
and Ensemble. Various evaluation metrics were used to know if the prediction
matches true labels like AHR, ACR, ADODL, and DCHR. Moreover, traditional
models such as SVM and Logistic Regression incorporating emotion and style char-
acteristics were tested in this study. Finally, the best score was obtained in the last
task of SVM and Logistic Regression in terms of detecting depression levels.

The study performed by Wongkoblap et al. suggests two novel ML models detect
Depressiondepression among Twitter users where one model uses anaphoric resolu-
tion, and the other does not [27]. The dataset was collected from Twitter using an
API. The API helps to search and download tweets with regular expressions. After
cleaning the dataset, GloVe was used to create a vector of words to transform tweets
into word embedding. The MIL approach was used to develop two models: MIL
- SocNet and MILA-SocNet. After the preprocessing of tweets, these models were
trained and then evaluated. The evaluation was done using AIC, which is a widely
used tool for comparison between models. It also calculates the model’s complexity
and information loss. The MILA-SocNet performed better than other models like
deep learning, LIWC, and user two vec with the highest accuracy and precision.

Christopher Rauh and Laetitia Renee use a machine-learning algorithm to classify
parenting behavior through unsupervised machine learning by the dataset of the
following children whose age is between 5 to 29 months [23]. The dataset is col-
lected from 1985 families who participated in an interview about the observation of
family life. After sampling, they worked with 1442 mother-children pairs. They clas-
sified two behavioral types of parenting- “active” and “laissez-faire” towards their
children by using an ML model based on the latent Dirichlet allocation. The final
result depicts the action distribution for each type and the parent type distribution.
Although it is known that there are four types of parenting styles, their research
shows only two different types of parenting styles which are improved in our re-
search. We are trying to classify four parenting styles.

Ms. Sumathi M.R. and Dr. B. Poorna proposed some machine learning techniques
to predict mental health problems among children by analyzing medical data [30].
The data has been collected by an interview which is taken from a clinical psychol-
ogist to know about mental illness that often occurs among children. Ten cases
were sampled to complete this study. Moreover, eight techniques were selected as
they intended to produce correct results for their dataset. The selected techniques

7



are Multiclass Classifier(MCC), AODEsr, FT, Multi-Layer Perceptron(MLP), RBF
IB1, Network, KStar, FT, and LADTree. The ROC Area of 4 classifiers, Multilayer
Perceptron, namely, LAD Tree, AODEsr, and K* Multiclass Classifier are between
0.8 and 0.9, so the accuracy level of these classifiers was better. In this research,
the quantity of the sampled dataset was so small, and the children’s appearance
was missing in the process of collecting the dataset. We are trying to improve our
research by questioning almost 500 to 600 students about their mental health.

Machine Learning algorithms were used in the research of Choudhury et al. for pre-
dicting Depression in Bangladeshi undergraduates [15]. The datasets were collected
through a survey questionnaire consisting of 4 sets of questions. The questionnaire
was inspired by the DASS21 and Beck Depression Inventory. Out of 935 responses,
577 responses were left after data cleaning. At first, there were 20 features. After
the conversion of features using dummy variables, there were a total of 45 features.
Random Forest and SVM show better accuracy than K-NN. The most acceptable
performance was delivered by the Random Forest algorithm with an accuracy of
75%. Also, the precision, recall, and F1 score of this algorithm are higher than
other algorithms. The K-NN algorithm shows less accuracy because the amount of
features is a bit high. If there were a written part in the survey and NLP was used,
then the dataset could be more detailed and enriched.

Nimi, Y. & Miyaji, Y. two Japanese researcher’s study was to Detect Depression
in Japanese sentences using a Machine learning model [25]. The data was collected
from the Largest site Tobyo which has information about patient’s experiences. They
picked random 460 users from different Ameba blogs and retrieved data from 166,312
articles. After collecting data, the preprocessing was done by using a Japanese Tok-
enizer called Sudachi5. They eliminated the parts of speech, pictograms, normalized
words, and converted numbers in preprocessing. Here, the elimination of parts of
speech was quite easy to determine a depressing topic. Then there was a comparison
between the depressed group and the control group. However, it found that elimi-
nating Depression and depression-related topics is much easier to detect depression.
So, the LDA model was used to reduce depression-related topics, TF-IDF vectorized
the sentences, SVD reduced computation, and SVM did binary classification. To
evaluate the accuracy and F1 value, there was a comparison between different topic
models. At last, they preferred the model with limited parts of speech, depression
topic withheld, and some adjustment with the accuracy of 0.956 and F1 with a value
of 0.959.

8



Chapter 3

Methodology

The Figure 3.1 represents the Proposed Architecture Diagram of our research. Ini-
tially, a dataset was constructed based on the survey responses. During data anal-
ysis, some irrelevant data was deleted and the remaining data were labeled accord-
ingly. Then the data were preprocessed applying some techniques such as normal-
ization, one hot encoding and tokenization so that the computer can understand the
data properly. The features were then extracted from the preprocessed data. After-
wards, the data were splitted into training and testing dataset which were used for
training the ML and DL models. The performance of these models were compared
and evaluated through different performance metrics.

Figure 3.1: Proposed Architecture Diagram

3.1 Dataset Collection
In the AI literature, the discussion about low self-esteem and depression due to par-
enting style is hardly found. As a result, no publicly available datasets were found
for conducting our study. Because of this unavailability, a survey through google
forms was conducted. Many reputable websites and questionnaires were used in the
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process of producing survey questions in order to better understand parenting styles
and the effects they have on children. To identify parenting styles, our survey ques-
tion was influenced by the Parental Authority Questionnaire (PAQ). DASS21 and
DASS42 were used as models for the mental state questions [29]. Furthermore, by
getting motivated by Rosenberg’s Self Esteem Scale [1], the questions of self-esteem
were created. In the questionnaire, five multiple-choice questions were used to iden-
tify the different parenting styles. Then a total of eight open-ended questions were
given about depression and self-esteem so that people could express their feelings
freely. While providing the questionnaire, the participants were requested not to
overthink and answer the questions honestly. Moreover, they were given the liberty
to write as briefly as possible. About 500 data were collected after conducting the
survey. Among these responses, the male response is 207, and the female response
is 293.

3.2 Data Filtering
The audience used different approaches while filling out the survey. Some of the
responses were written in Bangla and then transliterated into Bengali languages.
These kinds of responses were eliminated. There were a few emoticons that also
were taken out. The punctuation marks such as full stop, comma, and semicolons
were then removed. The responses that were less than two words in length were
also eliminated. Lastly, to eliminate the words which do not bear much meaning to
a sentence were eliminated using stopwords. Figure 3.2 represents the workflow of
the Data Filtering process.

Figure 3.2: Data Filtering Workflow

3.3 Annotation Guidelines
The annotation task requires labelling the data sets. Suggestions from the coun-
selling unit of BRAC University were taken about how the responses will be labelled.
Responses related to parenting methods have been labelled authoritarian, authori-
tative, permissive and uninvolved. The options of each question represent the indi-
vidual parenting style. The characteristics that portrayed the parenting style mostly
from the audience’s response were labelled accordingly. The effects of parenting on
the mental state have been labelled into two categories-

• Depression Indicative: The responses of sadness, irritability, restlessness
and anxiety are labelled as depressive. Besides, hopeless and worthless reac-
tions are also counted as depressive.

• Non Depression Indicative: The responses consisting of happy, hopeful,
joyful and grateful responses are labelled as non-depressive.
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The responses that were collected for self-esteem are mainly used for personal evalua-
tion. Through this, the idea of one’s confidence level and self-worth can be obtained.
Parenting styles have been shown in numerous studies to have a tremendous impact
on developing a child’s self-esteem. Moreover, self-esteem have been labeled into
two categories-

• High Self Esteem: The responses that portray one’s belief in him/herself
are mainly addressed as high self-esteem. Even after knowing and admitting
one’s weakness, he/she does not give up and goes on. These types of responses
are labelled as high self-esteem.

• Low Self Esteem: The responses that show a lack of confidence and belief in
themselves and tend to focus only on weakness are labelled as low self-esteem.
Their responses contain disappointment, frustration and gloominess.

3.4 Dataset Statistics
As it is already mentioned, about 500 responses were recorded. Among these re-
sponses, the male response is 263, and the female response is 236. Considering the
parenting style, there are 132 authoritarian responses, 285 authoritative responses,
36 permissive responses and 47 uninvolved responses. Regarding the mental state
section, the Figure 3.3 shows that 244 responses are non-depression indicative and
256 responses are depression indicative. Here label 0 means non depression indica-
tion and 1 means depression indication. At last, the self-esteem section consists of
293 high and 207 low esteem responses.

Figure 3.3: Depression indication detection Dataset Distribution

Table 3.1 and Table 3.2 illustrates the Length-Frequency distribution of depression
indication and self-esteem dataset, respectively. In the depression indication de-
tection questionnaire, the maximum length of the reply to the first question is 142
words, and the average length is 19 words. For the second question’s reply, the max-
imum length is 109 words, and the average length is 17 words. In the next question’s
reply, the maximum length is 74 words, and the average length is 12 words. Finally,
for the last question’s answer, the maximum length is 93 words, and the average
length is 12 words.
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Table 3.1: Length-Frequency Distribution of Mental Health Dataset

Category Question 1 Question 2 Question 3 Question 4
Maximum Length of a review 142 109 74 93
Minimum Length of a review 1 1 1 2
Average Length of a reviews 19 17 12 12

In the self-esteem questionnaire, the reply to the first question’s maximum length
is 173 words, and the average length is 14 words. In the second question’s reply,
the maximum length is 106 words and the average 12 words. Then in the third
question’s reply, the maximum length is found 107 words, and the average length is
17 words. In the last question, the maximum length is 126 words, and the average
length is 18 words.

Table 3.2: Length-Frequency Distribution of Self Esteem Dataset

Category Question1 Question2 Question3 Question4
Maximum Length of a review 173 106 107 126
Minimum Length of a review 1 1 1 2
Average Length of a reviews 14 12 17 18

3.5 Feature Extraction
To increase the accuracy of learned models and eliminate data redundancy, several
strategies have been utilized to extract features. The techniques that were used for
extracting the features are N-gram, LIWC and Word Embedding.

As the data set contains plain text, the n-gram model is used for exploring features.
N-gram is mainly a probabilistic feature which usually works at the word level. This
model is used in numerous research for examining characteristics of text-based data.
At the same time, this model comes in handy to find out depression indications from
the responses of the audience. This model stores n numbers of words in a token.
Then these tokens are used for extracting the feature from a cell. For this study,
the types of n-gram used are unigram and bigram. Unigram means a sequence of 1
word, and bigram means a two-word sequence. These n-grams are extracted from
the texts, and then the TF-IDF score is calculated for each n-gram. TF-IDF is a
statistical approach to highlighting the importance of a word in a particular text.
These TF-IDF scores are inputted into the ML classifier. All words are transformed
into lower case, and then features are extracted from the data.

The LIWC is an application that associates various lexico-syntactic features with
words from the English vocabulary. This is also a widely used tool in computational
studies and psychological analysis. LIWC extracts textual features by calculating
the number of words that belong to LIWC lexicon categories. It delivers the per-
centage of words within that text that belong to one or more categories after the
derivation. There are about 80 psychological, linguistic and thematic categories
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which represent diverse cognitive, social and affective processes. Also, LIWC cat-
egories can encompass a variety of levels of language, such as style, emotions, and
topics. The style can be captured with the help of syntactic categories, where the
topic can be captured from affect categories. Then the language about the topic
can be known via content-oriented categories. Many research supports the fact that
emotional terms reflect people’s emotional feelings. For example, if someone uses
more positive words in a response, it means he is feeling positive. What LIWC does
is count the number of words in a specific category. Also, people leave a trace of their
behavioural and social values in their responses which can later be used for figuring
out connections between individuals and social activity. The features that are used
for finding depression indications due to parenting and self-esteem from the texts are
- tone_pos, tone_neg, emo_pos, emo_neg, emo_anx, emo_ang, emo_sad, feeling,
focus past, focuses, family. These characteristics are more correlated to depression
and self-esteem than others, and that’s why these features are chosen over others.
Additionally, nine more features are selected for linguistic features to characterize
the user’s responses (auxiliary verbs, prepositions, articles, adverbs, impersonal and
personal pronouns, conjunctions, verbs and negations).

One of the significant successes of deep learning on complex natural language pro-
cessing applications may be word embedding techniques to represent words and
documents. Word embedding represents words as compact real-valued vectors with
semantic information. These word embeddings, on the basis, appear to indicate im-
plicit connections between words, which are valuable for training on datasets that
can gain valuable information from contextual data. To get the intended vector
representation, we first encoded all of the sentences with the vocabulary size in-
formation and afterwards padded those encoded representations. After that, any
machine learning algorithm can use these embedded vectors as input. Mainly, word
embedding improves performance as well as the generalization for any NLP problem
and also it works well when limited training data need to be trained.

3.6 Machine Learning Models
ML classifiers are now widely utilized in various sectors, including medical progno-
sis. So this work makes use of a number of popular supervised machine learning
classifiers, including Logistic Regression, Decision Tree Classifier, Random Forest
Classifier, Multinomial NB, Gradient Boosting Classifier, and Support Vector Ma-
chine. The ML classifiers have used the TF-IDF and Count-Vectorizer to find the
best model. In terms of measurements, TF-IDF stands for term frequency-inverse
document frequency. Count-Vectorizer is used to turn a given sentence into a vector-
based on the count of each word in the entire sentence. Machine learning algorithms
used N-Gram and LIWC to identify text features. For the parenting detection
dataset, the features were encoded and then applied to these models. ML models
are implemented in the sci-kit learn toolkit, and parameters are set to their default
values. Dataset is split into 80% for training and 20% for testing. To mitigate
overfitting in ML algorithms, the K-Fold cross validation method was implemented.
Here the value of K is 10. That means the dataset was splitted into 10 folds where
one fold was considered for testing and the rest folds were used for training. For
machine learning algorithms,
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• Logistic Regression: When the target is categorical, Logistic Regression(LR)
is a strong supervised machine learning approach for binary classification tasks.
LR is applied when the target variable is categorical. LR uses the term “logis-
tic” to refer to a logistic function that executes classification operations within
the method. To generate a binary output variable, LR uses a logistic function.
The major distinction between linear and logistic regression is the range of LR
is limited to 0 and 1. In addition, LR does not have any relationship between
the input and the output variables.

SigmoidFunction, f(x) =
1

1 + e−(x)
(3.1)

Nonlinearity can be added to ML algorithms by using the sigmoid function as
an activation function. Logistic regression is also a linear regression model.
But the logistic regression uses a more complex cost function which can be
defined as the Sigmoid Function. This function is also known as a “logistic
function” instead of a linear function. Equation 3.1 shows the sigmoid func-
tion. The sigmoid function is most commonly used because it falls somewhere
between (0 to 1). A threshold can be used to determine which type of data
collection belongs. Classification of the estimated probability is done based
on the value of this threshold point.

• Multinomial Naive Bayes: For Natural Language Processing (NLP), the
multinomial Naive Bayes algorithm (MNB) is a probabilistic method of learn-
ing. MNB classifiers are created from multiple models, all of which have
a common trait: each feature getting classified is independent of any other
feature. The presence or absence of one trait has no impact mostly on the
presence or absence of the other. It’s easy to put into practice since all we
have to do is compute the probability. To know about Naive Bayes, we must
understand Baye’s rule.

P (c|x) = P (x|c)P (c)

P (x)
(3.2)

Equation 3.2, the Bayes theorem estimates the probability P(c|x) in which c
is the class of possible results and x is the provided instance that has to be
identified, expressing some specific properties. This MNB method is appropri-
ate for both discrete and continuous data. It is easy and can be executed fast.
In real-time applications, it can be applied. It is extremely scalable and can
handle enormous datasets with ease. Because of its quick learning rate and
ease of design, MNB classifiers have already been widely employed in NLP
challenges compared to other Machine Ml algorithms like SVM and neural
networks. Despite its heavy naive assumptions, these have a higher accuracy
rate in text classification.

• Support Vector Machines: Support Vector Machine (SVM) is one of the
most widely used Supervised Learning techniques for Classification and Re-
gression. Using the SVM technique, we represent each piece of data as an
n-dimensional point (n represents the number of features), with each feature’s
value being the value of a specific coordinate. SVM selects the most extreme
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positions that help to form the hyperplane. It is possible to classify data points
using hyperplanes, which are selection boundaries. Using the SVM technique
to text classification issues provide extremely good results if proper vector
representations can be created that encode. The SVM hypothesis is a very
straight cut when weight is denoted as w:

if wTX ≥ 0; predict 1
if wTX < 0; predict 0 (3.3)

• Decision Tree: The Decision Tree (DT) might be considered a useful tech-
nique when categorization and prediction are required. It is a predictive model
that connects observations about an entity with estimates of its goal value.
Entropy is the ML metric used by decision tree algorithm to measure impu-
rity or unpredictability. Entropy represents the amount of details required
to correctly describe a sample. Equation 3.4 represents the entropy where
‘Pi’ represents the maximum - likelihood probability of a class ‘i’th data. In
the tree structure, the internal nodes illustrate the attributes of the dataset,
branches represent decision rules and the leaf nodes reflect the result in the
tree structure. The decision tree begins with a single root node and then di-
vides into possible outcomes. Later the value of the root node is compared
with the attributes of the record. The main advantage of DT is it provides a
clear demonstration of which elements are most significant for categorization
or prediction.

Figure 3.4: Decision Tree Algorithm

E = −
N∑
i=1

pi ∗ log (pi) (3.4)

Figure 3.4 shows an representation of DT. It categorized samples by sorting
them along the tree from the root to a leaf node. The edges which are de-
scending from the nodes refer to the possible responses to the test case, while
the nodes in the tree act as test cases for various attributes. This process
continues recursively until the best result comes out.

• Random Forest: One of the most widely used machine-learning algorithms is
random forest(RF). “Forest” is a group of decision trees, typically trained using
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the “bagging” technique. The bagging technique generates a new training
subset with substitution from the experimental training data, and the final
output is determined by majority voting from all models. A solid learner is
created by combining separate trees. Regression and classification problems
can be addressed with it. The regression problem is solved using the mean
square error (MSE). This shows the data branches of each node. The formula
of MSE is given below-

MSE =
1

N

N∑
i=1

(fi− yi)2 (3.5)

In equation 3.5, yi denotes the value of testing data point of a certain node
and fi shows the value received from the decision tree. On the other hand,
gini index is used when the RF is applied on classification based data. The
formula of gini index follows as below-

Gini = 1−
C∑
i=1

(pi)
2 (3.6)

In the given formula 3.6, pi demonstrates the relative frequency of the ob-
serving class and c is the number of classes in the given dataset. Combining
learning models in a bagging method leads to a better overall outcome. How-
ever, the majority of the time, it is employed to solve classification-related
issues. In a forest, the more trees there are, the stronger the forest will be.
Similarly, the random forest model builds decision trees and then returns the
results from each of them. Multiple decision trees are combined in a random
forest in order to produce more accurate and consistent forecasts.

• Gradient Boosting: Gradient Boosting(GBC) can be considered a perfect
approach for reducing Bias errors and Variance errors. It is commonly ad-
dressed as a greedy algorithm. This algorithm gathers weak learning models
and, in an iterative process, transforms them into powerful learners. This
model can perform as a regressor as well as a classifier. In regressor mode, the
gradient boosting algorithm predicts continuous target variables, and Mean
Square Error (MSE) is considered a cost function. But in classifier mode, this
algorithm identifies the categorical target variables and the cost function for
this state is Log Loss. Gradient boosting has the advantage of providing pre-
diction accuracy. It can optimize a variety of loss functions and has a large
number of hyper-parameter tuning options, which turns this algorithm into a
versatile function.

3.7 Deep Learning Models

Hyperparameters are parameters that are expressly given as input to govern
the learning process in Deep Learning. These hyperparameters are often used
to enhance the model’s learning. Thus, their values are defined before the
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model’s learning begins. The Table 3.3 represents all the hyperparameters for
the structure of the models.

3.7.1 Experimental Parameters:

Table 3.3: Hyperparameters for the structure of the models.

Parameter Name Parameter Value
Learning Rate 0.001
Batch Size 64
Maximum Epoch Size 50
Dropout 0.5 or 0.6

• Batch Size: Batch size is the amount of training samples utilized in one
iteration in deep learning networks. Simply said, the batch size is the number
of samples handled before the model is modified. The batch size determines
how fast the model runs and how much memory is used. As an outcome, if
the batch size is excessively large, the model would use an enormous amount
of memory. On the other hand, if the batch size is reduced, the model will
train more quickly. In our approach, we used batch sizes 64 as experimental
parameters and compared results using them while keeping the rest of the
factors fixed. After analyzing the data, it was found that whenever the batch
size is 64, the training period is the shortest. As a result, we’ve landed on 64
as the experimental batch size.

• Epoch Size: When the complete dataset is traversed forward and backward
across the neural network once, it is termed an epoch. In the majority of deep
learning models, we apply more than a single epoch to develop the model.
The weights are changed on each traverse through the network, and the curve
progresses from underfitting to overfitting. We examined the model’s value
accuracy after numerous training sessions with varied epoch sizes to see if
it was overfitting or underfitting. Applying epoch size 50 with little or no
overfitting and underfitting gave us the best outcome.

3.7.2 Model Parameters

• Dropout: The goal of the dropout layer is to ignore a specific ratio of the
output value from random layers. After experimenting with various dropout
ratios, it is discovered that dropout 0.5 and 0.6 is the perfect fit for these
models. Here, dropout value 0.5 and 0.6 sequentially indicates that 50% and
60% of the random units will be dropped. After applying this technique, the
performance of the used models will be improved since it prevents overfitting.

• Loss Function: We used binary cross-entropy as our loss function for each
and every model. In binary cross-entropy, each of the estimated probabilities is
compared with the actual class output, which can be simply 0 or 1. Moreover,
both dataset has two labels, such as depressive indicative or not and high
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self-esteem or low self-esteem. As a result, binary cross-entropy outperforms
all other loss functions in our dataset for binary prediction.

• Optimizer: The Adam optimizer produces better results than other opti-
mization algorithms because it takes less time to compute and needs fewer
tuning parameters. As a result, Adam is suggested as the recommended op-
timizer for the vast majority of applications. The default parameters for this
optimizer are learning rate=0.001, epsilon = 1e-07, beta 1= 0.9, and beta
2 = 0.999 which works perfectly well with our models. Therefore, we chose
“Adam” as our ultimate model optimizer after observing the performance of
other optimizers.

• Activation Function: The activation function generates a weighted sum
and then adds bias to it to determine whether a neuron should have been
triggered or not. We used the sigmoid function the most out of all the activa-
tion functions because it takes input in form of any actual value and outputs
values in the range of 0 to 1, which perfectly fulfills our objective. However,
we used tanh and relu functions as well in some particular models as per its
requirement.

3.7.3 Deep Learning Models

Traditional NLP features were mostly handcrafted, imprecise, and time con-
suming to develop. Neural networks can learn multilayer properties automat-
ically and offer better outcomes. For this NLP task, there is the use of models
such as RNN, CNN, GRU, LSTM, and several versions of LSTM such as Stack
LSTM and bidirectional LSTM.

“Embedding Layer”, “Dropout Layer”, and “Dense Layer” is the common lay-
ers used to develop all models. The embedding layer utilized for our models
has three parameters such as input dimensional, which is the vocabulary size
(5000) for our dataset, output dimensional set as 40, which is the output vec-
tor size and input length as 200, which can be the approximately maximum
encoded sentence length in input. This embedding layer was employed once in
each model at the start. Although the embedding layer is not used in parent-
ing style identification, Depression indicative datasets with LIWC features as
the features were fixed and numerical, so it did not require NLP techniques.
Moreover, for the self-esteem dataset, we utilized dropout layers numerous
times with a rate of 0.5 and 0.6 for parenting style identification, depression
indication detection, and depression indicative datasets with LIWC features.
To wrap up the models, we used a dense layer imported from Keras with the
sigmoid activation function.

• RNN: The Recurrent Neural Network is a type of neural network model that
performs well with sequential data such as NLP-related data. This algorithm
has access to data from the node of the preceding layer. RNN is a type of neural
network that can be appropriately applied for NLP-related data because it can
be trained to retain information from the past. RNN is capable to implicitly
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memorize information from all the previous components of the sequential input
due to a well-designed connections across hidden layers, outperforming other
simple neural networks in these tasks. As in the case of simple RNN, there is
a recurrent hidden state,

h(t) = a(Wiit +Whht−1 + b) (3.7)
In formula 3.7, it represents the input vector with m-dimensional at time t, ht

represents the hidden state with n-dimensional, and a represents the activation
function point-wisely, like the logistic function, hyperbolic tangent function,
or rectified Linear Unit. Also here b and Wi, Wh means the appropriately
sized parameters (one bias and two weights). Moreover, Wi is a n×m matrix,
Wh is a n× n matrix, and b is a n× 1 matrix in this scenario.
However, when training RNNs, long-term dependability issues can arise due
to gradient exploding or vanishing. Moreover, long data patterns are difficult
to learn because of this gradient exploding or vanishing. For comparison with
other models, we used a simple RNN neural network as well.
For our RNN model construction, we used a built-in “SimpleRNN” layer from
Keras, which has 100 units attached vertically to each input in the sequence,
and it passes filtered information to the next memory units.

• CNN: A Convolutional Neural Network is a sort of neural network which can
work with one, two, or even three-dimensional data, consisting of convolutional
layers that perform a convolution process. Convolution is a linear operation
that involves multiplying the data matrix and a Kernel where the size of the
kernel determines the kind of CNN.

Figure 3.5: Convolutional Neural Network Algorithm

Figure 3.5 indicating, our model used a convolution layer named “Conv1D”
fetched from Keras. This layer generates a tensor of outputs by combining
the layer input with the convolution kernel over a single temporal dimension.
We employed three parameters such as filters (128), kernel size (5) with sig-
moid activation function for self-esteem, depression indicative datasets with
LIWC features, and relu activation function for depression dataset. Moreover,
we utilized the “GlobalMaxPooling1D” as a pooling layer to shrink the fea-
ture map’s dimensions. Finally, we added it to output layer to execute our
classification tasks.

• GRU: The upgraded version of RNN is the Gated recurrent units Algo-
rithm(GRU). It is a recurrent neural network model that seeks to tackle the
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vanishing gradient issue. For solving the vanishing gradient problem, GRU
uses two gates named the update gate and the reset gate. These two gates
help the trained model to keep information that has been used in the past.

Figure 3.6: Gated Recurrent Units Algorithm

The input layer, as shown in Figure 3.6, is made up of large number of neurons,
the number of which is dictated by the size of the input dimensional space.
Similarly, the number of neurons in the output layer is proportional to the
output space size. Moreover, the GRU network’s major functions are covered
by the hidden layers, which include resetting and updating cells. Those gates
presented in the form :

nt = σ(Wnxt + Unht−1 + bn) (3.8)

rt = σ(Wrxt + Urht−1 + br) (3.9)

The representative equations of update gate and reset gate are nt(equation3.8)
and rt(equation3.9) respectively. Wn and Wr are the weight matrices for the
update and reset gates respectively. Furthermore, the weight matrices of the
update and reset gates related to the hidden state are Un, Ur. Furthermore,
the biases of the gates are represented by bn, br. A sigmoid activation function
is used to cover all of those gates’ equations, where ht−1 denotes the hidden
state at the previous timestamp and xt is the input at the current timestamp
t.
The reset and update gates in the cell are responsible for all cell state changes
and maintenance. These changes help to prevent vanishing gradient problems.
We used the GRU model to observe the performance of this model in our task.
We used Keras “GRU” Layer with 100 units and the Tanh activation function.

• LSTM: Long short-term memory (LSTM) networks are a variant of Recurrent
Neural Network model, potential of learning long-term dependencies. It is
so powerful because of its feedback connection structure, and it can handle
single data points to sequences of data. Long short term memory is simply
an extension of RNN that uses long short term memory to overcome RNN’s
limitations.
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Figure 3.7: Long Short-Term Memory Algorithm

From Figure 3.7, it is visible that LSTM contains three gates: input, forget,
and output gate. The vector equations are being used to express the particular
mathematical structure of the gating signals:

it = σ(Wixt + Uiht−1 + bi) (3.10)

ft = σ(Wfxt + Ufht−1 + bf ) (3.11)

ot = σ(Woxt + Uoht−1 + bo) (3.12)

Here, it, ft, and ot are sequantially the representative equations of input gate,
forget gate and output gate. Here Wi, Wf and Wo represent the weight matrix
for input, forget and output gate. Moreover, Ui, Uf , and Uo are the weight
matrix of input, forget and output gate associated with the hidden state. In
addition, bi, bf , and bo indicate the biases of those gates. All those gate’s
equations are covered with a sigmoid activation function where xt is the input
at the current timestamp t and ht−1 is a hidden state at the previous times-
tamp. During the processing of the sequence, the cell state can carry crucial
information. As a consequence, information from previous periods could reach
later time periods, ignoring the impact of short-term memory. As it goes along
its path, information is added to or removed from the cell state via gates. Dif-
ferent neural networks operate as gates, selecting which cell state information
is allowed. The gates may learn what data is crucial to remember during
training. These LSTM steps can avoid the vanishing gradient problem. For
our NLP task, we exported the “LSTM” layer from the Keras library, which
is a built-in layer with a value of 100 units as input. It performs admirably
with our requirements.

• Stacked LSTM: A stacked LSTM architecture can be defined as an LSTM
model with multiple LSTM layers. This model is an extended version of LSTM
architecture. The main difference between LSTM and stacked LSTM is that
stacked LSTM has multiple hidden LSTM layers with numerous memory cells
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in each layer, whereas the original one has only one hidden layer. These ex-
tensive layers gain higher power through their deep architecture. Sometimes
Deep RNNs outperform shallower RNNs on several tasks, according to em-
pirical evidence. Each layer gradually adds more layers of abstraction to the
incoming observations. We employed three “LSTM” layers having 50 units
each as parameters for our model building.

• BI-LSTM: Another special version of LSTM is Bidirectional LSTM. It can
make the neural network have sequence information across both directions.
Also, this architecture can improve model abilities in any natural language
processing problems. The Figure 3.8 represents the model structure of Bidi-

Figure 3.8: Bidirectional LSTM Model Structure

rectional LSTM. To generate our model, we used a Keras “Bidirectional” layer
and applied it to a standard LSTM layer having 100 units as parameters. It
is achievable to preserve knowledge from the past and future at any moment
in time by combining the two hidden forward and backward states. In this
method, the first LSTM studies the impact of previous words while the sec-
ond understands the impact of future words for each word. Because a word’s
context in a phrase contains both future and previous words, bi-LSTMs often
offer slightly better performance than single LSTMs for most NLP tasks.
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Chapter 4

Result and Analysis

The performance of DL and ML models that are used in this study are evaluated
using accuracy, F1 score, recall, and precision. By using these parameters, it can
be anticipated how well the models perform. Each of these parameters uses True
Positive, True Negative, False Positive, and False Negative values to determine the
results, except the F1 score. On the other hand, the F1 score uses the value of
precision and recall.
Parenting Style Detection: From Table 4.1, it can be seen that the Gradient
Boosting Classifier (GBC) algorithm has the highest accuracy and F1 score, which
are respectively 95 and 83.28 among other algorithms. The precision and recall score
is also higher than other models. As we know confusion matrix mainly summarizes
the performance of the models. The confusion matrix depicts the various ways in
which the classification model becomes perplexed while doing the predictions. This
helps to overcome the drawbacks of relying just on classification accuracy. So the
confusion matrix in Figure 4.1 also proves how efficient this GBC algorithm is for
this dataset. In the confusion matrix, 36 samples were predicted as authoritarian by
the GBC model from the prediction; 32 samples were predicted right. Furthermore,
the performance of DT and RF is extremely close to the GBC algorithm. The
SVM, MNB, and LR algorithm’s result is also appreciable. All the ML algorithms
performed well on this dataset.

Table 4.1: Performance analysis for Parenting Style Detection For ML
Models

Classifier Accuracy Precision Recall F1 Score
LR 87.00 68.08 65.07 66.53
DT 94.00 81.86 93.98 83.50
RF 95.00 79.77 84.02 81.44
MNB 84.00 63.57 60.44 61.51
GBC 95.00 84.72 82.40 83.28
SVM 87.00 70.27 64.75 67.30

The performance of all models with word embedding features are shown in Table
4.2. Each model has a value for accuracy, F1-score, precision, and recall which
allow for a more in-depth examination of the results. Here, Stacked LSTM is the
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Figure 4.1: Confusion Matrix of GBC

best among all the models according to accuracy, precision, recall, and F1 score.
It has sequentially 77.58 and 78.25 scores as the accuracy, precision score which
outperforms the Bi-LSTM model with 71.52 accuracy as well as 72.30 as precision
score consecutively. Also it outperforms every other model with better precision,
recall and F1 score. Finally, we can add that Stacked LSTM is better in every aspect
according to the table.

Table 4.2: Performance analysis for parenting style detection For DL Mod-
els

Classifiers Accuracy Precision Recall F1-score
Simple RNN 73.94 75.24 71.54 72.34

CNN 64.85 63.71 65.25 62.65
GRU 75.76 74.80 73.56 74.20
LSTM 75.15 73.65 74.75 75.05

Stacked LSTM 77.58 78.25 76.50 77.26
Bi-LSTM 71.52 72.30 71.94 72.05

Moreover, the Loss Curve is used to evaluate a model’s error. If the loss is reduced,
the model would perform more effectively. The training loss and validation loss
curves depict the incremental evaluation of a model’s performance over time.

The gap between training and testing loss curve is minimal in the Figure 4.2 which
decreases to a point of stability. It means the stacked LSTM has adequately min-
imized loss score. So it can be assumed that this model found a global minimum
of its loss function. This model has a comparatively better loss function than any
other models in terms of preventing overfitting and underfitting.
Based on the results from the Table 4.1 and 4.2, the GBC shows better results than
other models.
Depression Indication Detection: Based on the feature extraction techniques,
the ML algorithms perform differently. Table 4.3 shows that the LR with TF-
IDF(Unigram and Bigram) has gained the best score. The accuracy is 77, and the
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Figure 4.2: Loss Graph of Stacked LSTM for Detecting Parenting Style

precision is 80.70. The f1 score and recall of LR are also noticeable. The confusion
matrix of Figure 4.3 interprets that LR with TF-IDF can detect 41 depression in-
dicative samples among 53 samples and 39 non-depression indicative samples among
47 samples correctly. On the other hand, Table 4.4 represents the performance of
ml models with Count-Vectorizer. LR with CountVec technique has the highest
score with an accuracy of 83. The confusion matrix for this algorithm (Figure. 4.4)
shows that it can detect 37 depression indicative samples among 46 samples and 45
non-depression indicative samples among 54 samples correctly.

Table 4.3: Performance analysis for Depression indication detection with
TF-IDF

Classifier Accuracy Precision Recall F1 Score
LR 77.00 80.70 78.40 76.80
DT 72.00 80.50 60.50 65.0
RF 66.00 91.70 43.60 55,50
MNB 76.30 74.50 93.70 81.80
GBC 73.00 85.30 65.4 70.90
SVM 76.00 82.10 72.00 74.60

Table 4.4: Performance analysis for Depression indication detection with
Count-Vectorizer

Classifier Accuracy Precision Recall F1 Score
LR 83.00 75.80 79.50 76.80
DT 75.00 71.60 69.30 66.90
RF 77.00 81.00 74.30 67.40
MNB 71.20 62.50 66.20 63.4
GBC 77.00 71.60 77.60 73.80
SVM 76.00 71.90 69.20 67.4
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Figure 4.3: Confusion Matrix of LR with TF-IDF

Figure 4.4: Confusion Matrix of Logistic Regression with Count Vectorizer
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According to accuracy, precision, recall, and F1 score shown in Table 4.5, Bi-
directional LSTM is the best of all the models. It has accuracy and precision scores
of 83.21 and 83.17, respectively, outperforming the stacked LSTM and LSTM model,
which have accuracy and precision values of 80.51 and 78.63, respectively. Further-
more, it surpasses all other models in terms of precision, recall, and F1 score.

Table 4.5: Performance analysis for Depression indication detection with
Word Embedding

Classifiers Accuracy Precision Recall F1-score
Simple RNN 71.76 71.47 71.39 71.43

CNN 74.81 74.61 74.79 74.66
GRU 77.10 76.89 77.02 76.94
LSTM 78.63 78.41 78.41 78.41

Stacked LSTM 80.51 80.12 80.41 80.10
Bi-LSTM 83.21 83.17 83.50 83.16

Figure 4.5: Confusion Matrix of Bi-LSTM Depression Indication Detection

The confusion matrix shown in Figure 4.5 describes the true positive (TP) and true
negative (TN) rate of this model. Other elements of this figure are the False Positive
(FP) and False Negative (FN) rates. Furthermore, by monitoring these properties,
this matrix provides us with information about accurately identified samples. After
observing this matrix we can state that this model correctly identified 51 (TP)
depression indications out of 65 (TP+FP) samples and 58 (TN) non depression
indications out of 66 (FN+TN ) samples. Following these insights, we can conclude
that this model performs well with our requirements.

In Figure 4.6, the training and testing curve gets away from each other after 15
epochs. The training loss continues to reduce with experience while the testing loss
has already decreased to a minimum and then begun to rise. This indicates the
model has extracted all the signals that the Bidirectional LSTM model could learn.
From this information , we can confirm that this model is performing well with our
requirements. This AUC-ROC curve is a performance metric for any classification
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Figure 4.6: Loss Graph of Bi-LSTM for Depression Indication Detection

problem at different threshold levels. AUC represents the degree or measure of
separability, whereas ROC is a probability curve. It indicates how well the model
can distinguish between classes.

Figure 4.7: AUC-ROC Graph of BI-LSTM for Depression Indication Detection

Figure 4.7 shows that the Bidirectional LSTM graph stays more far away from the
random prediction line than other algorithms. The figure also indicates that the
Bidirectional LSTM has the roc auc value consisting of 0.835 score which is better
than any other model such as Stacked LSTM with 0.804 and LSTM model with
0.784 score. As a result, this model’s true positive rate is higher than any other
model, indicating that it is the best model for this task.
In this dataset, the Bi-LSTM model shows the most improved results among all
applied models.
Depression indication detection with LIWC features: In the Table 4.6, it
is given that LR Classifier has the highest score in accuracy and in other param-
eters as well with LIWC features. The accuracy is 82.27, and recall is 86.86 for
this algorithm. This algorithm can correctly figure 27 depression indications and
38 non-depression indication samples (Figure 4.8). Decision Tree gained the lowest
result among these ml models.
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Table 4.6: Performance analysis for Depression indication detection with
LIWC

Classifier Accuracy Precision Recall F1 Score
LR 82.27 82.60 86.86 84.44
DT 62.02 61.95 62.11 61.87
RF 77.21 76.91 76.91 76.91
MNB 72.15 71.94 71.20 71.37
GBC 81.01 82.07 79.74 80.20
SVM 79.74 79.61 79.18 79.34

Figure 4.8: Confusion Matrix of LR with LIWC
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As seen in Table 4.7, stacked LSTM beats all other models in terms of accuracy,
precision, recall, and F1 score. This model’s accuracy for this task is 74.81. Further-
more, with a precision score of 74.57 and recall score of 74.64 percent, this model
outperforms other models such as Bi-LSTM with 72.52 accuracy , 72.30 precision
and 71.94 recall score. According to all this score, it can be added that Stacked
LSTM is better than other models for this dataset.

Table 4.7: Performance analysis for Depression indication with LIWC

Classifiers Accuracy Precision Recall F1-score
Simple RNN 67.17 66.82 66.47 66.53

CNN 69.47 75.28 66.71 65.38
GRU 67.94 67.71 67.01 67.09
LSTM 71.76 72.29 70.17 70.19

Stacked LSTM 74.81 74.57 74.64 74.60
Bi-LSTM 72.52 72.30 71.94 72.05

Figure 4.9: Confusion Matrix of Stacked LSTM for LIWC Features

The true positive, true negative, false Positive and false Negative rates of this model
are depicted in the confusion matrix in figure 4.9. This matrix provides us with
information on accurately recognized samples by monitoring these attributes. This
model properly detected 43 depression indications out of 60 samples and 55 non
depression indicators out of 71 samples, according to this matrix. We can conclude
from these findings that this model performs better to meet our requirements effec-
tively.
In Figure 4.10, it can be seen that the gap between the curves among 20 to 30

epochs is a bit higher. After 40 epochs, the gap keeps getting minimized. This can
be anticipated that the curve is showing near optimality. Both curves reach a point
of stability and have adequately minimized loss score. This minimized loss score
gives us the information that this model surpasses other models in terms of loss of
model.
The Figure 4.11 shows the auc roc value of all deep learning neural network models.
The stacked LSTM gained the highest auc roc score which is 0.746 which surpasses
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Figure 4.10: Loss Graph Of Stacked LSTM for LIWC Features

Figure 4.11: AUC-ROC graph of stacked LSTM for LIWC Features

31



the auc roc score of LSTM and Bi-LSTM with 0.702 and 0.719. It means this
algorithm has the highest capability of detecting correct results than any other
models applied to do this NLP task.
The LR provides the highest results in terms of accuracy, precision, recall and f1-
score compared to other models.
Self Esteem Detection: From the self-esteem dataset, the features were extracted
using the same two techniques which were used in the depression dataset. When
TF-IDF was used as a feature extractor, the SVM gained the best scores. The
accuracy is 81.80, and the precision is 89.50, which can be seen from Table 4.8. The
Figure 4.12 contains the confusion matrix of this algorithm. The algorithm specified
47 high self-esteem samples among 61 samples and 20 low self-esteem samples from
23 samples correctly.

Table 4.8: Performance analysis for Self Esteem detection with TF-IDF

Classifier Accuracy Precision Recall F1 Score
LR 74.70 93.30 51.30 58.50
DT 66.70 57.50 52.80 53.40
RF 62.80 50.00 22.00 44.80
MNB 74.70 75.80 68.30 64.60
GBC 73.60 70.00 59.70 70.00
SVM 81.80 89.50 74.80 76.20

Figure 4.12: Confusion Matrix of SVM with TF-IDF

Then for the CountVec technique, Table 4.9 interprets that the LR performed the
best performance. The accuracy is 83.00 and f1 score is 76.80 of this algorithm. The
Figure 4.13 represents the LR algorithm with CountVec feature extractor accurately
found 46 high self-esteem samples within 57 and 23 low self-esteem samples among
27 samples.

In terms of accuracy, precision, recall, and F1 score, LSTM outperforms all other
models, as shown in Table 4.10. The accuracy of this model for this dataset is 74.81.
Furthermore, this model surpasses other models such as Bi-LSTM which has 63.77
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Table 4.9: Performance analysis for Self Esteem detection with Count-
Vectorizer

Classifier Accuracy Precision Recall F1 Score
LR 83.00 75.80 79.50 76.80
DT 75.00 71.60 69.30 66.90
RF 77.00 81.00 74.30 67.40
MNB 71.20 62.50 66.20 63.4
GBC 77.00 71.60 77.60 73.80
SVM 76.00 71.90 69.20 67.4

Figure 4.13: Confusion Matrix of LR with Count-Vectorizer

33



accuracy score, 63.14 precision score where our proposed LSTM has 67.39 accuracy
score and 67.09 precision score. Based on these results, it can be claimed that LSTM
exceeds other techniques for this dataset.

Table 4.10: Performance analysis for Self-Esteem detection With Word-
Embedding

Classifiers Accuracy Precision Recall F1-score
Simple RNN 61.59 61.12 59.28 58.62

CNN 55.80 54.49 52.65 53.74
GRU 63.77 63.12 62.59 62.63
LSTM 67.39 67.09 66.01 66.09

Stacked LSTM 63.04 62.43 61.42 61.33
Bi-LSTM 63.77 63.14 62.41 62.43

Figure 4.14: Confusion Matrix of LSTM for Self-Esteem Detection

By tracking the features of this matrix in Figure 4.14, we can extract the information
about accurately recognized samples. According to this matrix, our model correctly
detected 60 low self esteem out of 88 samples and 33 high self esteem out of 50
samples. We can generalize from these results that this model is more effective than
any other model at meeting our needs.

The training and testing loss curves in Figure 4.15 do not have that much gap till
18 epochs. After 18 epochs the curves go in different directions. This observation
indicates that the model’s training loss keeps decreasing when at the same time the
validation loss has already reached to minimum. From that state, the validation
state starts to increase and keeps going in the upper direction. These observations
represent that this model is slightly over fitting over time. But it has a better result
than any other model used in this task.
In self-esteem dataset within different feature extraction techniques LR with Count-
Vectorizer shows the highest result.
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Figure 4.15: Loss Graph of LSTM for Self-Esteem Detection
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Chapter 5

Conclusion

To conclude, this research applied supervised algorithms to assess parenting style,
depressive indications related to parenting, and self-esteem among young individu-
als. The dataset was created through an online survey because of the scarcity of
publicly available datasets. Furthermore, LIWC was applied in the dataset to de-
tect depression indications. The features that represent the psychological conditions
more accurately were used to train the models. The ML models show better results
than the DL models in terms of recognizing parenting style, depressive indication,
and self-esteem.
The research can be enhanced and developed in the near future by using advanced
transformers and hybrid models. To enrich the dataset, more responses from the
survey should be gathered. In this way, the DL models will be able to identify
more precisely and provide better outcomes than before. Besides taking data from
the survey, social media can also be considered a valuable source of data. The
supervised models can be implemented to detect depression from social media posts.
Nowadays, people express their emotions not only through texts but also through
posting images. Thus various computer vision techniques can be utilized to predict
depression from images.
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