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Abstract
Voice recognition refers to the purpose of interpreting voice or identifying any in-
dividual voice. In modern days of technological advancement voice recognition has
been playing an integral part behind many machine learning algorithms. Further-
more, speech recognition, alternatively referred to as voice recognition, can help
us immensely in particular scenarios such as in building better access control sys-
tem and security system. Voice detection and comparison is a challenging problem
because the traditional methods of speech recognition are not on par with human
capabilities. In modern machine learning methodologies there is a vast potential to
overcome barriers of detecting human speech. The voice is a simple medium people
use for everyday communication, so it can be used to improve security system by
utilizing voice recognition identifying an individual. This article focuses on enhanc-
ing security system by deep learning based approach of voice recognition. Moreover,
the article further elaborates about using available datasets from a central database
which is used for voice detection and comparison. The focal point of this article
is to apply the most suitable methodologies of machine learning and deep learn-
ing to detect any individual by the prosodic feature of speech from a given central
database.
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Chapter 1

Introduction

b As of late, an ever increasing number of applications are being created to improve
interaction among people and machines. Vocal communication is a vital medium
for human interaction. Due to the headway of innovation, machines are gradually
being more precise to comprehend voice of human. People have adapted to the
machines by using machine language while it would be more advantageous if peo-
ple can cooperate with machines in a more normal manner [10]. However, voice
recognition is a troublesome issue to address on the grounds that the voice of an
individual may change because of different reasons. Therefore, robust voice recogni-
tion system is important in light of the fact that it tends to be utilized in numerous
fields, such as security, authentication/verification, surveillance, and so on [19]. De-
spite the fact that voice comparison is a difficult issue for analysts, deep learning
approaches which are machine learning techniques, have the capacity to give a suit-
able answer for the issue [19]. Exploration in the area of more natural interaction
between machines and humans narrowed down on creating two frameworks, which
are speech and voice recognition that helps a machine to either comprehend and per-
ceive words or distinguish who is talking, respectively [10].Additionally on the case
of the text being something similar for enlistment and recognition, then it is known
as text-dependent identification. On the other hand, text-independent system em-
ploys different text for training and testing [19]. Furthermore,speaker identification
is the way toward deciding an obscure speaker’s personality by cross-matching with
their voice to the voices in the information base of enrolled speakers and Speaker
verification can decide if an individual is what he or she claims to be on the basis of
voice sample from the dataset [19]. Making the AI applications that provide speech
and voice recognition functionalities would help towards improving quality of life.
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Figure 1.1: Voice Recognition.

At present, there is a rising pattern to make data, including individual data of peo-
ple accessible through the web, which builds the danger of fraud and identify theft,
causing security to be probably the most serious issue in modern science and tech-
nology [9]. This issue can be solved by utilizing biometric authentication like voice
recognition which depends on human physical attributes. The primary benefit of
voice recognition is that it tends to be utilized all the more effectively in an assort-
ment of utilization such as controlling gadgets at home or online transactions [10].
This paper discusses and analyzes on the method of developing a voice recognition
system using deep learning based approach that will enhance the security system.
The voice recognition system will be using a central database to store voice sam-
ple of individuals and later using the sample for voice recognition and comparison.
The paper will further analyze the key parameters for voice recognition which are
important with the objective to use the voice as a biometric identification system
to improve security.

1.1 Research Problem

Voice recognition is not a new thing in today’s world. It is being implemented
everywhere to ease our daily tasks. Moreover, many companies are coming up with
new AI’s every year that can recognize our speech and work accordingly. We can
connect and do some of our most essential work for a day by only using our voice.
Some of the home appliances, phones, smart home manager devices can understand
our voice command. But the most important thing about voice recognition is that
it has much more potential to be included in our important aspects of life such as
security. To be exact, voice recognition can be used to verify a person with only using
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their voice. Machines can already learn, understand and store our voice that has
been proven already, but the question lies in the matchmaking part of the process.
If the matchmaking process is 100% efficient then it would be only a matter of some
time for it to be start implementing in security sectors. As we already know voice
recognition is a biometric feature that varies from person to person and it is already
being implemented in our daily tasks. The implementation of voice recognition in
verifying a person is not afar. Furthermore, if the accuracy is not up to the mark,
then it might become dangerous because the chances of failing to verify the correct
person will significantly rise. In the paper we will be taking a database of voices
and use machine learning algorithms to check and verify the most efficient technique
to find out a person by only using his voice. Many algorithms are already being
used and sophisticated features like patterns and graphs of voices are being used
for the verification of voice. There are so many things that needs to be tested, for
example the estimation technique or the decision tree technique. We will be testing
and exploring the techniques of Machine Learning because of it being more efficient
than the traditional methods in the case of both time and accuracy, also search the
most accurate technique so that the verification process is successful every time with
enough information. Ultimately, if voice recognition is implemented in the security
sectors, then we are the ones who are going to get more secure. As fingerprint
scanner, iris scanner etc. is already a good biometric verification method. If we
add voice recognition with these systems, which is better than the aforementioned
method regarding many cases for example in collecting audio sample is easier than
fingerprints in general scenarios, we are getting an extra layer of security on top.

1.2 Research Objectives

This research intends to focus on developing a security system to identify an indi-
vidual as well as his national identity with the help of a central database and using
some voice recognition techniques of deep machine learning. The purpose of this
study is to:

(i) Understand how various machine learning algorithm works for extracting fea-
tures from a person’s voice.

(ii) Using a central database to get the most voice samples for matching.

(iii) Find out the most effective technique to get the most accurate result of de-
tecting a person.

(iv) Evaluate the model.
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(v) Similar to biometric system, implementing the voice matching for a better
security in different large scale sectors.

(vi) Increasing the accuracy of gender predicting model.
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Chapter 2

Literature Review

Speaker identification is the capability of a machine to identify an individual by
interpreting voice of that individual. Speaker or voice recognition can be used for
a variety things for example for voice commands, biometric security, voice search,
voice to text, forensic science etc. In biometric security voice recognition is used
for uniquely identify individuals using biological features. If we look at the history
of voice recognition, the first speech recognition system was built in 1950s. At
that time, it was designed around numbers instead of words. Slowly the ability
of machine increased and from numbers we advanced to words and then moved
to multiple voice in 1970s. During the 1980s the most popular method of voice
recognition HMM (Hidden Markov Model) was seen [23]. At present the world
has seen Siri, Cortana which are great examples of voice commands. Exploration
on utilizing voice recognition for security, voice commands, forensic science and
so on has been continuing for quite a while. On this paper, we focused on using
voice recognition for security purposes and we went through some of those recent
previous and recent research works to find motivation. Voice/Speech recognition has
progressed from various perspectives in recent decades. The concept of deep learning
in voice recognition can advance the research work in ways that the traditional
methods of voice learning could not.

2.1 Classification

Akhilesh Halageri, Amrita Bidappa, Arjun C, Madan Mukund Sarathy and Shabana
Sultana discussed utilizing deep learning in voice recognition and emphasized on
speech signal patterns using neural network. They also examined about the issued
surrounding the existing methods of ASR like HMM, GMM. The existing methods
fall behind in case of cost, nonlinear manifold in data space, computing time and
so on. Their idea involves processing the signal from input signal, extraction of
feature, use deep learning models for the training data and learning environment
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and then the recognition of speech. For feature extraction, they utilized FFT/DFT
and MFCC etc. Moreover, they pointed out the advantages of using deep learning
over existing methods. The target of using deep learning is to make the models learn
patterns instead of assuming, making it an automated system. Also, compared to
HMM , GMM, deep learning models have better pattern recognition rate according
to the authors.Although, in case of training procedure, MLP is hard to train, and
the Delta Rule cannot be applied to MLP directly, they proposed a solution using
backpropagation, a method of training artificial neural network [6].
Pramit Gupta, Somya Goel and Archana Purwar on the other hand, focuses on
taking an approach for distinguishing between male and female by using stacked
Machine Learning algorithm which employs acoustic features and comparing with
existing algorithms. They proposed that the dataset be separated in 3 portions, out
of which 2 portions are used in learning purposes and another one for the final test.
They used CART (Clarification and regression trees) and SVM (Support Vector Ma-
chine) and neural models on 1 portion of the training data. However, various models
make various predictions as they utilize different techniques. Even majority voting
system sometimes provided incorrect result. So, for ensuring better prediction, they
used ensemble learning techniques which takes numerous predictions gathered from
the models as it’s input and train another model to refine the predicted outcomes.
The advantage of using dataset and neural network model is more accuracy in the
voice recognition system [11].
In another research paper, Sunil Agarwal, Shruti A.K. and C. Rama Krishna inspect
and explore the performance of 4 Machine Learning algorithms of voice recognition
which are MLP, RBFN, C4.5 and BayesNet. Among these,

• MLP (Multilayer Perceptron) : Better for gender recognition.

• RBFN (Radial basis network) : Better performance in case of mass popula-
tion size.

• C4.5 : Better in case of consistency. Uses the conception of information entropy.

• BayesNet (Bayesian network/belief network) : Less sensitive to small data
set size. More suitable for rapidly changing environment.

Their proposal is speech signal acquisition, feature extraction (LPC), Recognizer
using Machine Learning algorithm and finally the outcome. Speaker recognition
is mainly made of two steps namely feature extraction and recognizing speaker.
They used COLEA, a MATLAB software for speech analysis and WEKA, an open
source simulator for ML algorithm. While conducting their test, after comparing the
results, it was noticed that in case of performance, RBFN has the most accuracy
rate (97.3) and less misinterpretation rate (3.1) in case of 10 speakers and C4.5
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performs better in case of 5 speakers. There are some problems for example in case
of LPC determining formants from signals of speech is difficult. But, from overall
comparison, we can notice that RBFN is suitable for recognizing, and also regarding
the size of testers while MLP surpasses other models in case of gender recognition
[1].
We looked into another comparison done in a research work by Nishtha H. Tandel,
Harshadkumar B. Prajapati and Vipul K. Dabhi where they focused on a survey
on Machine Learning techniques in voice recognition. As voice recognition is an
unpredictable issue as the voice of an individual can change because of old age,
throat illnesses or feelings, they focused on differences among different methods
and the differences between traditional methods and deep learning methods as well.
Speaker identification can be separated by 2 kinds, speaker identification as well
as speaker verification, both which will be focused on in our research. Moreover,
speaker recognition can be divided into Text-Dependent and Text-Independent field
as well based on words or texts used in speech. In Text-Dependent same data
is used for learning and testing while in Text-Independent different data is used
and a dataset of different training sample of the same speaker is needed. They also
mentioned four different approaches of forensic voice comparison which are Auditory,
Spectrographic which is generally voiceprints or frequency spectrum, Acoustic in
which we can see pitch, formants, fundamental frequency and HNR, and lastly
Automatic Approach like MFCC, LPCC and so on. In any event 2 accounts of the
speaker are required in every one of the methodologies referenced above. While
describing Spectrographic approach, it was described that it is an approach based
on image where speech records are transferred into speech images which are called
spectrogram. Furthermore, the traditional methods for example, HMM , GMM and
Vector Quantization was also mentioned. They showed in details the deep learning
methods which requires the steps data acquisition, pre-processing, deep learning
models and finally resemblance measure. VAD (Voice Activity Detection) is used
to discover human presence or absence in speech. Speaker diarization is used to
split or distinguish an input sample which is a wide area and separate subject itself
and we will not explore that area. It is noted in their research that Siamese NN
(Neural Network) is appropriate for voice comparison which is used for distinguishing
between two input, whereas CNN is better in case of voice classification. Siamese
NN has a good estimation rate in case of small training data. Our research requires
a large set of data. Moreover, Siamese NN has to work with single sample that is,
it does not require multiple samples of the same speaker [19].
In another work, Saritha Kinkiri, Wim J.C Melis and Simeon Keates describes how
to identify voice, unique features have to be identified and afterwards compared with
previously acquired data. They focused on the parameters that has to be identified
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in order to analyze voice sample. In their opinion, the key feature of using voice in
biometric security lies in understanding the parameters of voice/speech. They show
the steps: input signal, Fourier Transform which is for understanding frequency
components, pattern recognition, training of data and testing, and finally the re-
sult. They brought up the fact that speech recognition is language independent
which means accent independent as well. They focused more on the understanding
parameters as voice is a longitudinal wave and it changes on the usage of vocal as
well as other physical attributes. The voice of male and female can be distinguished
by their number of vibrations per second for their vocal chords. Also, the chest can
be considered a voice parameter as well. Additionally, they discussed biometric au-
thentication. Verification is to check if someone really is who that individual claims
to be whereas identification is to find an individual among a massive population
by comparing the data of that individual with the data in the database, both of
which is similar to our goal of research. Biometric technology is of 2 types, physical
and behavioral. While zooming in on biometric voice recognition, the system 1st
identifies unique features and then store them in database. For this, it is necessary
to know which features or parameters are to be focused on and also the methods
of measuring physical parameters as it can be challenging. They researched on how
human ear works while hearing to use that same concept in case of machines. The
existing methods mostly use syllables for speech recognition but there are other body
parts which affects sound although some are less significant. Using only syllables
can limit the accuracy rate of speech recognition. Moreover, they pointed out that
as voice is a physical feature and cannot be changed, if it is compromised then the
user will be in a tough spot [10].
The authors of another study discussed the idea of creating a smart doorbell system
using Machine Learning algorithms while saving energy consumption using iris as
well as voice recognition system. We will be focusing on the voice recognition part
only. Their proposed steps for voice recognition was feature extraction, energy
detection and normalization (VAD operation), GMM models for pattern matching
operation, Tnorm, Znorm (normalization operation) and scoring. Audio sample
is collected from the input block and then it is checked whether the sample is a
human voice signal. If it is, the sample is extracted and based on the quality it is
compared with the samples previously stored in the database which is done using
GMM. However, the only problem is that the whole system is dependent on how well
the user will cooperate and also the sample quality which affect the time required
to conduct the process [8].
Meanwhile, Mr. Vijay K. Kale, Dr. Prapti D. Deshmukh and Mr. Hanumant R.
Gite, in their paper, give significance on MFCC and LPC features for identifying
speaker. Speaker recognition has 4 stages, sample analysis, feature extraction, mod-
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eling and testing. Feature extraction plays a significant role as it’s job is to separate
one speech from another. There are many types of features, for example,

• Spectral feature : Descriptors of short-term speech spectrum.

• Dynamic feature : Relevant to time evolution of spectral and other features.

• Source feature : Refers to the features of glottal voice source.

• Super a segmental feature : Span over several segments.

• High-level feature : Refer to symbolic type of information. For example, char-
acteristic word usage.

MFCC (Mel Frequency Cepstral Coefficient) is the 1st method tested on their re-
search. Its estimate of the human system reaction is superior than other methods
because frequency bands are placed logarithmically.It is based on brief analysis,
therefore an MFCC vector is calculated from each frame. . And LPC (Linear
Predictive Coding) is a mathematical computational operation which is linear com-
bination of several past samples. For the test done on MFCC feature extraction,
KVKMMBR speech standard database was used and the tests were done in MAT-
LAB software [8].
Moving on, Asti F. Fadlilah and Esmeralda C. Djamal discussed ways of bringing
voice recognition in the daily activities by introducing voice instructions like smart
doors, smart lights etc. They proposed to use MFCC for feature extraction and
hierarchy SVM for voice recognition algorithm. In general, SVM can only distinguish
from two classes. Hence, the process of recognizing more than two classes in stages
is known as hierarchy SVM. They also used backpropagation algorithm for training
data. Their work shows the comparison between SVM and hierarchy SVM and
accuracy rate of recognizing voices of different persons as well [17].
In another study, a test was conducted on MFCC and LPC to compare and it was
noted that MFCC was better at identifying speech signals than LPC [5].
In another research, Jayashree Padmanabhan and Melvin Jose Johnson Premkumar
discussed about various Machine Learning techniques that can help to improve ASR
(Automatic Speech Recognition), although they focused on the traditional methods.
Furthermore, the advantages and disadvantages of using SVM (Support Vector Ma-
chine), Deep Learning based on ASR is also discussed in the paper. The authors
stated that HMM (Hidden Markov Model) is the most dominant technique rather
than using the Markov Model which was used in the 1970’s when for the first time
the concept of ASR came. HMM algorithm has a noticeable issue. The algorithm
requires a large amoung of training data to avoid performance loss. Because the
condition of testing and training might vary. To estimate the output density, GMM
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(Gaussian Mixture Model) is used alongside HMM. This HMM/GMM systems are
by far the most prominent learning approach in ASR stated by the authors. As there
are more places to improve the researchers always thought about alternative esti-
mation approaches that led them to use various ANN (Artificial Neural Networks)
approaches. As time went by, the researchers found the SVM (Support Vector Ma-
chine) to be more helpful as it is generative and discriminative. These two things are
complementary to each other and the excellent generalization capabilities of SVM
improves the robustness of SVM. The HMM/GMM systems are going to get used
more often as learning model for ASR as it improves the performance significantly
[7].
Moreover, focusing on the work of Jong Won Shin, Joon-Hyuk Chang and Nam
Soo Kim, we can know about Voice Activity Detection (VAD) and the conventional
ways to improve this such as Laplacian and Gamma Distribution. Furthermore, they
have also showed that Generalized Gamma Distribution (GTD) based approaches
outperform these conventional techniques and can be used alongside Minimum Clas-
sification Error (MCE) and Support Vector Machine (SVM) to further enhance the
performance of the VAD. The author discussed that all the data used for the test
of the MCE technique was recorded from 4 male and 4 female speakers. After the
test it was found that the proposed VAD with Machine Learning techniques such
as MCE and SVM did the same as the conventional methods in clean channels.
But the proposed method worked better in all the noisy channels. After that the
authors confirmed that the proposed MCE method enhances the performance of
the VAD. For the testing of the SVM, vehicular and street noises were also added
with the test channels. Ultimately, from the result the authors claimed that the
proposed method performed better or at least equal to the conventional methods.
The suggested SVM approach was shown to have the greatest detection capability.
But the large number of false alarm conditions still needed improvement. Finally,
the authors explained that the method they proposed VAD with MCE and SVM
based approach performed better than the existing and already very widely used
approaches [3].
Then, looking at the works of Laura Verde, Giuseppe De Pietro and Giovanna
Sannino we get to acquire knowledge about voice disorder. We have seen gradual
rise of usage of phones in medical sectors and they discuss about health detections
using mobile devices by utilizing Machine Learning techniques. In this examination,
the precision in the separation of pathological from normal voices of the Machine
Learning strategies was investigated to distinguish the most dependable one. From
the experiments, RBF came on top with the best result [16].
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2.2 Feature Matching

Moreover, By studying the work of Loh Mun Yee and Abdul Manan Ahmad, we
may gain an understanding of various feature matching approaches as a type of
comparative research. In their study, they analyzed the outcomes of DTW, GMM,
and SVM for speaker recognition. The processes in their technique comprised data
pre-processing, feature extraction, and pattern recognition determination. The vari-
able MFCC was used to extract the features from voice samples. The whole project
was conducted on Matlab 7.0. Among the 3 techniques performed for classifying
speech pattern, SVM performed the worst due to several drawbacks while dealing
with audio data. Implementing GMM yielded excellent results, while DTW did not
lag far behind. In fact, DTW appeared to be catching up to GMM in terms of rise
in speaker count [27].
Furthermore, the paper conducted by G.SUVARNA KUMAR, K.A.PRASAD RAJU
, Dr.Mohan Rao CPVNJ , P.Satheesh, They used MATLAB to analyze the speakers
voice in this study report to identify them. They classified the speech in some key
features for example pitch, frequency, amplitude etc. using MFCC and for feature
extraction they used MATLAB. Training and recognition are the two modes used in
this thesis. As a result, the training mode will record the speakers voice and create
a model, while the recognition model will attempt to recognize the speaker based
on the training set. Another separation technique is RASTA, which smooth out the
noise by providing a high-pass filter to every frequency’s output .

Training Feature Extraction Testing Feature Identifying best
+Modeling extraction. candidates.

Table 2.1: Bloch Diagram of the proposed approach.

Feature extraction using MFCC ->Statistical modeling using Gaussian mixture
model. Then after printing the voice data of all the speakers using GMM then they
checked which voice matched accurately within the data. GUI takes the speaker file-
name and then give the name of the speakers. To conclude The GMM can identify
the speaker within a very short training data. Even it can easily detect the voices
with extra noises. [26].
In addition, the study from A Holy Quran Reader/Reciter Identification System Us-
ing Support Vector Machine ,the authors distinguish the reader of the Holy Qurans
based on several characteristics of the correlating sound wave. They used 15 well-
known Quran readers and MFCC to extract features from the input sound wave.
The MFCC is used to compare the accuracy of SVM and ANN, with SVM identi-
fying 96.59 percent of his readers and ANN identifying 86.1 percent of his readers.
The pronunciation of Arabic is distinct. And to recognize the reader, they used

11



Multi Directional Local Features (MDLF), which produced a more accurate result
than other methods. They also reasoned that the phoneme length could be used
to shorten the HMM chain, resulting in greater accuracy. The proposed approach
was Acoustic Signals of the Ayat ->Feature extraction using MFCC->SVM clas-
sifier (Trained) -> Reader .MATLAB was used to create the recognition system.
The speech was divided into sections using Hamming window, with each section
containing 15ms frames. The 15 ms frames, according to the paper, can detect more
accurately because the reciter has a steady rate of recitation. The ayah vector was
then applied, followed by the reciter name beside each label. The feature Matrix
was combined into a single folder, and the features were reorganized with the help
of a randomized filter property. ANN was used to compare the files. However, SVM
is more accurate than ANN, with a greater accuracy and lesser MSE. The results
of the study can be used to identify the Holy Quran reader. It also demonstrated
why SVM is more accurate than ANN. They plan to work with more readers in the
future and use the Gaussian mixture to improve accuracy [25]
Additionally, the research conducted by R. Thiruvengatanadhan discusses about
converting the speaker’s speech to text in order to assist deaf people. Thus, for
recognition, the text from the speech will be generated using SVM. They also used
MFCC to extract features from each sentence and voice activity detection (VAD)
to separate word segments of each sentence. The support vector machine produces
more accurate results in recognition. The Training process performed: Continuous
speech-> Detecting voice activity ->Isolated words->MFCC feature extraction->
SVM models-> Speech Recognition. Testing process was: Continuous speech-> De-
tecting voice activity ->Isolated words->MFCC feature extraction-> SVM models-
> Speech Recognition. The proposed method of Extraction of MFCC from Audio
Signal: Audio Signal ->Framing and Windowing -> FFT -> Mel Filter Bank->
Log->DCT->MFCC .Among the SVM Kernels the polynomial’s speech recognition
rate was 78% whereas the Gaussian and Sigmodal’s rate was 95% and 81%. So
Gaussian was showing more accurate results. The VAD was used to separate the
words, and SVM was used to design each of the Speaker’s; speeches, as well as to
recognize the speech with the help of training data. In this experiment, however,
Gaussian produced more accurate results.[15]
Moreover, observing the study of Orken Mamyrbayev, Aizat Kydyrbekova, Keylan
Alimhan, Dina Oralbekova, Bagashar Zhumazhanov, Bulbul Nuranbayeva investi-
gates the issue of voice recognition and builds a method for recognizing a single
uttered phrase. When in an authorization session, the imposter initially displays
a legitimate client’s identification card. The imposter then uses the speaker recog-
nition mechanism to acquire access by replaying the pre-recorded voice that was
actually provided by the client. So, Voice authentication technologies that are im-
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mune to such assaults are unquestionably needed. The DNN x-vector design can
handle more data for training than an i-vector design, which becomes overloaded
over a certain quantity of data. For speaker identification, data augmentation is
used to boost the effectiveness of deep neural network (DNN) systems. The find-
ings reveal that DNN x-vectors use guided learning to enhance data. MATLAB
and ARDUINO will be implemented in this project. The voice recognition aspect is
handled using MATLAB software, whereas the communication mechanism is han-
dled by ARDUINO development tools. The person’s energy features are obtained
and stored as a reference template employing MFCC. Silence detection is used to
retrieve the actual said speech, while filtration is used to disregard the rest. The
majority of the signal’s silence is eliminated during filtering. To accomplish this,
we’ll apply probability density function concept to eliminate the noise and signal
quietness. The study offered approaches based on DNN plus I classifiers as well
as a variable-length x-vector system that picks a model and conducts identification
considering the length of test voice samples. This strategy produced superior results
for both validating the individual and recognizing in an extensive database.[21]
The article written by David Snyder, Daniel Garcia-Romero, Gregory Sell, Daniel
Povey, Sanjeev Khudanpur discusses how Because of supervised learning, the x-
vector effectively utilizes data augmentation. As a consequence, the x-vectors per-
forms very well on the assessment datasets. I-vectors are used in the majority
of speech identification systems. The PLDA classifier has been used to evaluate
i-vectors and identify whether they belong to the very same speaker or are differ-
ent.The most common DNNs used in speaker identification are trained as acoustic
models for automated speech recognition (ASR) and afterwards utilized to improve
phonetic modeling with in i-vector network. The research uses data augmentation
to the DNN training technique, resulting in a considerable enhancement for the
x-vector structure by increasing the quantity and variety of current training data.
When analyzing x-vectors to i-vector baselines on Speakers, it’s discovered that while
augmentation helps the PLDA classifier, it doesn’t improve the i-vector extractor.
The PLDA augmentation tends to benefit the x-vectors more than the standard
systems. Data augmentation has shown to be a simple and successful approach
for increasing DNN performance. In experiments performed it was observed that,
on SRE16 Cantonese, the x-vector system outscored two traditional i-vector base-
lines i-vector (acoustic) and i-vector (BNF) considerably.The x-vector DNN may
be trained using simply speaker identifiers, making it excellent for domains with
minimal captured speech.[14]
Likewise, from another study we observe that the authors examine a speaker verifi-
cation system based on DNN embedding (x-vectors) with an emphasis on resilience
across a variety of data environments. The embedding’s are retrieved and utilized
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in a typical backend such as PLDA to perform speaker verification. In text inde-
pendent voice recognition, such systems have lately been shown to be effective for
both short and long speech lengths. The study conducts trials using training data,
examining the effects of augmentation and the number of training voices indepen-
dently and aims to give a thorough examination of systems that rely on x-vectors.
The article analyzed five alternative gender-independent PLDA models: one only on
clear dataset, while the others incorporated intentionally generated sounds and re-
verberation. For training UBM and i-vector conversion, the test employed PRISM
training dataset specification without additional noise or resonance. The paper
noticed superior performance from the i-vector baseline while training the PLDA
without augmentation in the artificially manufactured noisy and resonance situa-
tion. Tests with retransmission data reveal that the embedding system regularly
performs better or similar to the original data, and that multi-condition learning
of PLDA has a favorable effect. It can be seen that just providing more hours of
learning data enhanced performance, and also that the trend of the multi-condition
PLDA training’s impact to effectiveness is similarly constant. The examined em-
bedding design is found to work well under a variety of situations.[13]
As well, the study conducted by Fuming Fang, Xin Wang, Junichi Yamagishi, Isao
Echizen, Massimiliano Todisco, Nicholas Evans, Jean-Francois Bonastre approaches
to speaker privacy protection is discussed in this work. The objective is to employ
neural acoustic and waveform models to generate anonymous speech by extracting
linguistic and speaker identifying information from each phrase. The paper concen-
trated on concealing speaker identification while preserving voice quality by losing
a small portion of the linguistic elements. We employed a speaker-independent au-
tomated speech recognition (ASR) system based on a deep neural network (DNN)
to collect linguistic information in form of a phoneme posteriorgram (PPG), and a
pre-trained x-vector method to capture the voice identification. This work focuses
on using neural acoustic and waveform models to construct an anonymized ver-
bal waveform provided the PPG, anonymized x-vector. The suggested approach of
anonymizing speech is successful in hiding speaker identification, with anonymized
speech identical to the original speaker identity, according to experimental data.
First from input signal, the designed methodology extracts an x-vector, a PPG,
and the fundamental frequency. The x-vector is then anonymized using data ob-
tained from x-vectors of external speakers. The outcome of the study shows that the
suggested approach may successfully mask voice identification. When the softmax
layer was evaluated to the other PPG situations, the softmax layer had a higher
EER. Results also show that when x-vectors are averaged over a huge number of
unknown speakers, the proposed system will be unable to accurately retrieve the
input speech’s actual linguistic characteristics. The PPG is employed as a symbol
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of the linguistic information, and also the anonymous pseudo speaker is constructed
by combining numerous speakers’ x-vectors.[18]
Furthermore, the paper by authors Thayabaran Kathiresan, Arjun Verma and Volker
Dellwo have talked about the underlying acoustic disparities between men and
women when it comes to voice recognition (ASR). The system was based on a UBM
with Gaussian mixtures and gender- independent variability matrix. For training,
PLDA models with 200 latent identities were used and the dataset were the Vox-
celeb1 and Voxceleb2. After training the i-vector system, the recognition part was
carried out separately for male and female. The results showed that the equal er-
ror rate was higher for the female speakers and that was almost 5.128% which was
significantly higher than the male speakers which was only 3.937%. A dimension
reduction technique was used to reduce the 400-dimensional i-vector to 2- dimen-
sional features. As a result of the findings, it was discovered that male speakers are
relatively fewer than the female speakers. Finally, the result was described in two
possible ways. The first is that recognition performs better for male speakers be-
cause speech recognition technology was created primarily with masculine voices in
mind. And in several scientific domains, this kind of prejudice in research knowledge
is well acknowledged. The second is that its likely that the acoustics of male voices
provide a broader range of indexical indications to identity, making them easier to
detect.[24]
Additionally in the study by Noor Salwani Ibrahima, Dzati Athiar Ramli have ex-
plained how using a simple factor analysis, often known as i-vector analysis, a new
low-dimensional speaker- and channel- dependent space is created. Furthermore,
the authors have evaluated the impact of the parameter adjustment and kept track
of the computation time. In this study, the tool variability model or i-vector tech-
nique, which was originally developed for speaker recognition, was utilized to test
a frog identification system. Firstly, to eliminate the non-frog-sound component,
basic energy-based voice activity detection (VAD) is used in the methodology part.
Because the i-vectors modeling comprises both speaker and channel variability in-
formation in one space, channel compensation techniques in the total factor space
are necessary to eliminate the nuisance effects. The system’s identification result is
determined by figuring out the matching score . The studies were carried out by
the authors is on the Ubuntu operating system with the Spear toolkit. Spear is a
state-of-the-art speaker recognition toolbox that is open source and customizable.
Bob, a free signal processing and machine learning library, provides the founda-
tion for this toolbox. The authors discovered that when the i-vector dimensionality
increases, accuracy improves. Furthermore, the data revealed that smaller UBMs
outperformed larger UBMs. Finally, the authors stated that, the effect of i-vector
extractor parameters such as UBM size and i-vector dimensionality on frog identifi-
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cation detection accuracy was investigated and it was discovered that selecting UBM
training data is the most important factor, followed by i-vector dimensionality. The
authors also proposed that the effect of increasing i-vector dimensionality and larger
UBM size be investigated.[12]
Besides, In the paper of authors Sinan E. Tandogan and Hüsrev Taha Sencar study
the individuality of the human voice with respect to a widely used feature representa-
tion of speech utterances, namely, the i-vector model. In this study, the distribution
of i-vectors is estimated. As a result, i-vectors are quantized while ensuring that
both the quantized and original i-vectors are preserved.The authors examine the
uniqueness of the i-vector representation of speech, which is commonly employed
in speaker verification systems. And also give a brief review of methodologies, ex-
amine their theoretical underpinnings, and assess their usefulness to evaluating the
distinguishability offered by the voice as a biometric modality. This study builds on
previous research by carefully investigating the effects of i-vector discretization and
determining how elements crucial to modeling between-speaker and within-speaker
variability affect uniqueness estimations.Voice activity detection is applied to all ut-
terances to remove silent parts and to eliminate those that are too short to extract
a single i-vector. All of the remaining speech samples are subjected to measure-
ments. The findings show that within-speaker variability has a greater impact on
the accuracy of estimates. When speech samples are gathered in less controlled
situations, estimates are found to be much lower. i-vectors generated from larger
speech samples, on the other hand, allow for improved speaker modeling and result
in higher uniqueness estimations. The authors stated that, speaker embeddings in
general cannot isolate speaker variability from channel and session related fluctua-
tions, which is one drawback of the uniqueness measure in the context of employing
a feature representation of speech.[22]
In the study done by XinXing, J., Xu, S. it was addressed that speech recognition is
a technology where the computer understands the word given through speech, rather
than using a keyboard. Although current voice recognition has attained great recog-
nition accuracy in principle and in the lab, many speech recognition techniques are
implemented on computers. This paper mainly focuses on DSP for speech recogni-
tion and to improve the recognition rate a high performance DTW algorithm which
is different from the traditional one is proposed for achieving better recognition
result and real-time control. As DTW is a basic technique that is simple to imple-
ment and has no severe hardware resource requirements, it is frequently employed
in speech recognition. The DTW algorithm computes the matching distance us-
ing the point matching method; the matching distances between the test voice and
each reference speech template must be computed; when the volume of the reference
template and the test voice increases, the recognition time increases dramatically.
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The key technology of the DTW recognition system is to improve recognition speed
without lowering recognition rate.[4]
Moreover, the authors Lindasalwa Muda, Mumtaj Begam, I. Elamvazuthi explained
that the results of a voice recognition research employing the MFCC and DTW
algorithms are presented in this publication. After acquiring voice recordings, the
digitized speech samples are analyzed with MFCC to yield voice characteristics,
according to the report.The speech characteristics coefficient may then be routed
via DTW to discover the pattern that best fits the database plus input frame,
lowering the error among them. If one time series can be ”warped” non-linearly by
expanding or shrinking it along its time axis, this technique can be used to discover
the ideal alignment between two time series. The primary idea behind DTW is to
distinguish two dynamic patterns and identify the smallest distance among them to
estimate their similarity.When a person repeats the same word, the length of the
word changes with each repetition. Speech recognition is erroneous or rejected as
a result of this. The DTW (Dynamic Time Warping) algorithm effectively solves
such issues. The two voice recognition methods MFCC and DTW were addressed in
this research, both of which are crucial in enhancing voice recognition performance.
Based on the unique information contained in the speech signal, the approach was
able to authenticate the specific speaker. The findings suggest that these strategies
could be useful for voice recognition.[2]
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Chapter 3

Methodology

The approach we took is to first acquire the voice samples and then extract the
feature from the audio samples. For feature extraction we will use MFCC tech-
nique. After that two layers will be used for recognition. First of all, 9 classifier
algorithms, namely Multilayer Perceptron, Radial Basis Function Network, Decision
Tree, Random Forest, Gradient Boosting, Naive Bayes, K-nearest neighbor, Logistic
Regression and Support Vector Machine will be used for categorizing the individuals
from the samples as male and female as and the whichever algorithm will provide
the best result will be accepted. After that, a sample voice sample will be taken
and trained with the accepted classifier algorithm. With the predicted gender with
the classifier algorithm, pattern recognition algorithm like GMM will be performed
on the second layer for detecting the person and while using the pattern recognition
model, if the result of classifier was male, then in the database, it will be crosschecked
with only the male samples. If the result was female, then it will be crosschecked
with the female samples.
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Figure 3.1: The flow chart of the proposed voice detection model.

Our proposed voice detection process that is responsible for processing, classification,
and producing predictions. There are four primary stages to it:

1. Input data pre-processing: Feature extraction is done in this stage. Data
pre-processing is necessary as data cleaning and transformation are ways for
removing outliers and standardizing data so that it can be utilized to develop
a model more readily.

2. Processing: This stage is concerned with classifying input data into groups
of gender using the 9 classifiers and building 2 different data frames.

3. Detection: In this stage GMM is applied on the two divided data frames
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to detect the audio samples using the extracted features. It is run on the
whole dataset containing both male and female as well and the results will be
compared.

4. Predictions: This stage is for predicting score on the two divided data frames.

The input data is inserted into the pre-processing stage and then used by classifier
models to build two data frames; both of which are applied on by GMM to detect
the data samples. For achieving this, the preprocessed input data is split into two
groups; one group is used for training and the other group is used for testing the
accuracy of the model and stratifying data is implemented.

3.1 Input Data

An audio dataset is a bit different from other datasets. Because, in audio datasets
we need to extract the features from the audio samples. There are many datasets
available for researchers in the field of voice recognition. But we manually collected
audio samples of voice from different individuals via social media platforms. The
dataset contains more than 150 voice samples of Waveform Audio File Format from
different ages of both male and female individuals.
Figure 3.2 describes how the dataset was made using the features extracted from
audio samples that was collected from individuals. The dataset contains various
features like spectral bandwidth, spectral centroid and most importantly MFCCs.
This dataset was collected from individuals and it does not primarily contain the
data needed to detect voice samples. As a result, it must be processed before it can
be used to create the proposed voice detection model in this research.

3.2 Data Pre-Processing

Noise removal: The first step that we took was to reduce noise from noisy audio
samples. Noise in audio refers to the residual low-level and disruptive sound in the
background[20]. For removing noise, we used the software adobe audition 2021.
Removing noise from noisy audio signal is necessary as it can disrupt the features of
audio sample. In figure 3.3 and 3.4 we depicted the relation of noise and the original
signal before and after noise removal.
Feature Extraction: For feature extraction we used Mel-Frequency Cepstral Coef-
ficients (MFCC). It is the most popular choice for speech recognition or identification
since 1970. Speech is basically the convolution of vocal tract frequency response with
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Figure 3.2: The flow chart of the dataset creation process.

glottal pulse. The function of formalizing speech is,

log(X(t)) = log(E(t)) + log(H(t)) (3.1)

here, log(H(t)) is the vocal tract frequency response which is necessary for separating
components in formalizing speech. Figure 3.5 describes the working mechanism of
MFCC.
We loaded a sample audio from our dataset and extracted the MFCC features along
with the 2nd order of MFCC. The higher orders are calculated to show how the
feature changes with each order. Figure 3.6, figure 3.7 and figure 3.8 shows the
MFCC plots.
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Figure 3.3: Before noise-removal.

Figure 3.4: After noise-removal.

Figure 3.6: MFCC extraction with time.
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Figure 3.5: Working mechanism of MFCC.

Figure 3.7: delta MFCC extraction with time.
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Figure 3.8: delta2 MFCC extraction with time.

3.3 Classifiers and Pattern Recognition Methods

3.3.1 MLP

In the model, we have used MLP for gender identification over voice samples as
gender identification using MLP has a very high recognition rate [17]. The Multi-
layer Perceptron is a feed-forward artificial neural network that constructs output
sets from a collection of inputs. Between the input and output layers of MLP, a
directed graph is generated. It is a common deep learning algorithm that trains the
network using a supervised learning technique called backpropagation [18]. In order
to decrease error, training includes adjusting the model’s parameters, or weights,
biases and backpropagation adjusts those weights and biases relative to the error.
Figure 6 depicts the representation of MLP process.

Figure 3.9: Representation of Multi-Layer Perceptron(MLP) model.
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Computations in each output and hidden layer are given below:

O(x) = G(b(2) +W (2)h(x)) (3.2)

H(x) = s(b(1) +W (1)x) (3.3)

3.3.2 RBFN

Radial Basis Function Network is structurally similar to MLP. We used RBFN in
our research for identifying speaker by analyzing features from speech samples. One
of the biggest advantage of RBFN is that it is applicable in most dimensions because
of low restrictions on how data are handled. This method generally uses the concept
of Euclidean space Rn. In that case the function is:

s(x) =
m∑
j=1

λjφ(||x− xj||), xεRn (3.4)

Here, xj are data points, φ is univariate, and the λj are scaler parameters[20]. Figure
7 shows the structure of RBFN.

Figure 3.10: Representation of Radial Basis Function Network(RBFN) model.

3.3.3 Decision Tree

Decision trees are used as a tool for decision making that use the concept of a tree-
like model of options and their possible results. The best way to demonstrate this
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algorithm model is, it is completely established on the basis of conditional control
statements.

Figure 3.11: Decision Tree.

3.3.4 Gradient Boosting Classifier

Gradient boosting classifiers are a collection of machine learning algorithms that
integrate a number of weak learning models to create a powerful predictive model
which use decision tress. The implementation processes of gradient boosting are:

• First we have to fit the model

• Then we have to tune the model’s parameters and Hyper parameters

• Next, we have to make predictions

• Finally, on the basis of those predictions we can interpret the results
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Figure 3.12: Gradient Boosting Classifier.

3.3.5 Random Forest

Random forests perform their work on training a large number of decision trees.
The output of random forest is the class chosen by the majority of trees. Random
decision forests address the problem of decision trees over-fitting their training set.
As a result, they give better result than decision trees in most cases. However, they
produce less accurate results than gradient enhanced trees.

Figure 3.13: Random Forest.

3.3.6 Naive Bayes

It’s a classification technique based on Bayes’ Theorem and the predictor indepen-
dence assumption. In simple terms, a Naive Bayes classifier assumes that chances
of the presence of one feature in a class has no dependency on the chances of the
presence of any other feature.
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3.3.7 Logistic Regression

Logistic regression predicts the output and categorize them. Therefore, the result
must be a categorical or discrete value. For example, Yes or No, 0 or 1, True or
False etc. We fit an ”S” shaped logistic function which will be predicting our desired
output as two maximum values from 0 to 1 in logistic regression.

Figure 3.14: Logistic Regression Classifier.

3.3.8 Support-vector-machine Classifier

SVM is a classifier algorithm which is utilized in regression, classification, and out-
liner identification [26]. The fundamental goal of SVM is to split n-dimensional space
into classes using a line or decision boundary so that data may be easily classified
into the appropriate class. This decision boundary is also called the hyperplane [25].

Support vector machines have the advantage of being useful for high dimensions
. Additionally, it is useful after the number of dimensions exceeds the number of
features. Because the decision boundary is constructed from a subset of training
points.
For instance, the SVM method can be used to categorize male and female voices.
To begin, we must train our model with a variety of male and female voices so that
our SVM may learn how to identify between male and female based on their char-
acteristics. Thus, because the support vector establishes a decision border between
these two sets of data (male and female) and selects extreme cases, it will observe
the extreme cases of females and males.
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Figure 3.15: Support-Vector-Machine (SVM).

3.3.9 K-Nearest Neighbor

In K-Nearest Neighbor, the symbol ’K’ denotes the nearest neighbors of a new
unknown variable that must be predicted or categorized. For example, we sometimes
share many common characteristics with our nearest peers. As a result, we tend to
form friendships with those we share more common interests. The same approach
is used in the KNN algorithm.
Its goal is to find all of a new unknown data point’s nearest neighbors to determine
what class it belongs to. It’s a method based on distance. To classify the findings
correctly, we must first identify the value of K, which must always be an odd number.
Due to the fact that K is set to even, it is possible for a situation to emerge where
the components of both groups are equal. It is preferable to choose an odd value
for K since such a situation of equality between the two classes would never arise in
this case. Given that one of the two groups would still be in the majority, an odd
value for K is chosen.[35] The following table summarizes the effect of selecting a
lesser or more significant K value on the model:

• Increased K value : When the value of k increases, the underfitting case arises.
The model could not learn correctly from the training data in this situation.

• Smaller K value : When the value of k is smaller, overfitting conditions de-
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Figure 3.16: K-Nearest Neighbor.

velop. The model will capture all of the training data, including noise. In this
circumstance, this model will perform poorly on the test data.

3.3.10 Gaussian Mixture Model

Gaussian mixture models are effective clustering models for classifying audio based
on their ability to distinguish between sounds. For example, differentiating between
different instruments in a song or separating the speaker’s voice from background
noise when he speaks to his voice assistant. Gaussian mixture model is a probability
distribution.
In the above figure, the clusters are highly defined because they are grouped into

30



Figure 3.17: Gaussian Mixture Model.

three clusters. However in the figure above, two distinct cluster groups intersect.
Thus, there are three clusters: one made of blue, one made of yellow, and another
made of blue and yellow. So, GMM partitioned the dataset into distinct clusters,
with the advantage that there is no requirement for specifying a relationship between
the data points contained within the clusters. As this model is capable of classifying
data-points into clusters and then applying learning, these clusters are created. By
calculating the log likelihood of the voice vector and comparing it to previously
gathered data, the Gaussian mixture model can recognize this speech. If the log
probability of the voice vector matches the recorded data, the individual person can
be identified [27]
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Chapter 4

Implementation And Result

This section narrates the implementation of the proposed model of speaker iden-
tification based on gender classification. The 1st step is detecting speaker gender
using the algorithm with the best result. The algorithm with the best result is
selected after implementing multiple algorithms including MLP, DT, GBM, Naïve
Bayes, KNN, LR and SVM. The 2nd step is to apply feature matching algorithms
including GMM and DTW to identify individuals and compare among mixed gen-
der dataset and dataset already separated by gender based on the result of the best
algorithm in step 1. All the algorithms were implemented and tested in Google
Colab. Firstly, the process of the 1st step contains four stages: creating the dataset,
input data preprocessing, classification and testing. Secondly, speaker identification
is performed on separate male and female databases. To begin with, the dataset is
created with the extracted features of the data samples. After that, the input data
are preprocessed for making the dataset suitable for training. The algorithms are
trained then and at the end, tested.

4.1 Implementation

4.1.1 Creating Dataset

At first, an empty dataset (CSV file) with proper headers were created.Then, 13(de-
fault) MFCC features along with some other features like spectral centroid, spectral
bandwidth from every audio sample were extracted and written in the dataset using
python in Google Collab.
Furthermore, we used a Kaggle dataset containing previously derived MFCC features
based on various emotions of more than 85 thousand males and females. Despite
the lack of audio recordings, the MFCC features had already been retrieved, 58 per
sample to be exact. The dataset was edited in a way that the features of the males
and females were in the same database, features of males followed by features of
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females.

Figure 4.1: Creating dataset.

4.1.2 Input data Preprocessing

After the 1st data set is created with the manual data gathered from individuals,
the CSV file can be downloaded. It will resemble the data shown in figure 4.2. The
first column holds the filename of all the samples. 2nd, 3rd and 4th column holds
the chroma, spectral centroid and spectral bandwidth and the rest of the columns
show the MFCC values of each audio samples. 13 MFCCs were extracted from each
of the sample data.

Figure 4.2: A sample of raw data as obtained from the dataset.

Afterwards, it can be seen that the gender column is holding object type values. For
increasing efficiency of training MLP, this column was encoded using label encoder.
Figure 4.3 shows the Gender column after encoding where female is denoted as 0
and male is denoted as 1.
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Figure 4.3: Gender Column After Encoding.

Next, the sample database of MFCC features from over 85000 males and females
was loaded into Google Colab. There was no need to start from scratch because the
data was collected from Kaggle and then adjusted to include a new feature called
’Labels’ for gender. The database contains 85134 columns and 59 rows, 58 of them
are MFCC features and one gender label. The database can be seen in figure 4.4.

Figure 4.4: A sample of raw data as obtained from the Kaggle dataset.

Similarly, like the previous dataset, labels feature is holding object type values. So,
this column was encoded using LabelEncoder. Figure 4.5 represent the dataset after
encoding the ‘labels’ column. After encoding, ’male’ was assigned a value of 1 and
’female’ was assigned a value of 0.

Figure 4.5: Labels column after encoding Kaglle dataset.

4.1.3 Classification using 9 classifiers

For training MLP algorithm, data was split into train and test data with ratio 0.25.
Our target here is to detect correct gender of the speaker. And so, the Gender
feature is our target label. For better accuracy rate scaling was implemented using

34



minmax scaler from sklearn library. In the result section, the differences between the
results obtained with and without scaling will be compared. The MLP algorithm
was implemented on both data sets. Similarly, RBFN, Decision Tree, Random
Forest, Gradient Boosting, Naive Bayes, KNN, Logistic Regression and Support
Vector Machine was implemented on both data sets.

Figure 4.6: Splitting data into train and test data.

Figure 4.7: Target data plot.
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Figure 4.8: Scatter matrix.

Figure 4.9: MinMax scaling.
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Figure 4.10: Training MLP.

Similarly, same procedure was followed for the Kaggle database as can be seen in
Figures 4.11, 4.12 and 4.13. MLP classifier was trained similar to the previous
database.

Figure 4.11: Scatter matrix for Kaggle dataset.
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Figure 4.12: Target data plot for Kaggle dataset.

Figure 4.13: Training MLP for Kaggle dataset.

Similarly, both data sets were subjected to RBFN, Decision Tree, Random Forest,
Gradient Boosting, Naive Bayes, KNN, Logistic Regression, and Support Vector
Machine.

4.1.4 Speaker Identification Using GMM

Based on the result of Gender classification from the best result of multiple classifiers,
data was assumed to be separated by gender, and pattern recognition algorithms
GMM was used for speaker identification. The algorithm was used on both combined
dataset-1 and the same dataset separated by gender. In the following 3 figures
implementation of GMM is described.
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Figure 4.14: Implementation of GMM for Dataset1.

Figure 4.15: Implementation of GMM for Dataset1.

Figure 4.16: Implementation of GMM for Dataset1.
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4.2 Results

This section holds the result of the implementation of the classifier and identification
algorithms. After running the model using Colab, results of classification of data
are obtained. Frist of all, from results gained from dataset-1, it can be seen from
the result that MLP performed somewhat satisfactory, while RBFN, SVM, Logistic
Regression performed poorly, scoring a testing accuracy lower than 40 percent. KNN
performed poorly as well. It can be said that RBFN is not suitable for comparatively
smaller datasets. However, astounding performance was seen using Decision Tree,
Random Forest, Gradient Boosting and Naïve Bayes Classifier. Each of the classifiers
gave 100 percent accuracy on both training data and testing data. The dataset-1
consists of 167 individuals.
While considering in mind ways to increase accuracy, analysis of preprocessing was
considered. Min-Max scaler was used to scale the data, but since both the datasets
contain mainly audio feature, MFCC extracted from audio samples, abandoning
scaling in the preprocessing could be beneficial. After running the same classifiers
on unscaled data from dataset-1, the result was better than before as seen in table
4.1. RBFN could not produce much better result compared to the result obtained
with scaled data, but Logistic Regression doubled its accuracy while KNN also
improved. Although MLP did not perform any better in this case, SVM scored a
staggering 100 percent accuracy with unscaled data while it was less than 50percent
in case of scaled data.

Algorithms With Scaling(Accuracy) Without Scaling(Accuracy)

Training Testing Training Testing

Multilayer Perceptron 0.65 0.64 0.65 0.64

Radial Basis Function 0.35 0.36 1.00 0.38

Decision Tree 1.00 1.00 1.00 1.00

Random Forest 1.00 1.00 1.00 1.00

Gradient Boosting 1.00 1.00 1.00 1.00

Naive Bayes 1.00 1.00 1.00 1.00

K-Nearest Neighbor 0.39 0.52 0.81 0.69

Logistic Regression 0.35 0.36 0.82 0.62

Support Vector Machine 0.35 0.36 1.00 1.00

Table 4.1: Analysis of Gender Recognition and Comparison Among 9 Classifiers on
Dataset1.
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In case of Kaggle dataset, 7 classifiers were used to detect gender among which all
of the algorithms failed to impress in accuracy. However, after training them with
unscaled data, MLP brought an accuracy greater than 90 percent, Decision Tree and
Logistic Regression went over 80 percent, while Naive Bayes also improved. The
noticeable performance however, was seen by Random Forest, Gradient Boosting
and KNN, scoring 98 percent, 98 percent and 96 percent accuracy on testing data,
respectively.

Algorithms With Scaling(Accuracy) Without Scaling(Accuracy)

Training Testing Training Testing

Multilayer Perceptron 0.63 0.63 0.92 0.91

Decision Tree 0.52 0.52 0.80 0.80

Random Forest 1.00 0.67 1.00 0.98

Gradient Boosting 1.00 0.67 1.00 0.98

Naive Bayes 0.42 0.42 0.67 0.67

K-Nearest Neighbor 0.60 0.60 0.99 0.96

Logistic Regression 0.58 0.58 0.89 0.89

Table 4.2: Analysis of Gender Recognition and Comparison Among 7 Classifiers on
Kaggle Dataset.

We can see the statistics of precision, recall, f1-score of the classifiers on dataset-1
in table 4.3. Table 4.4 represents the statistics with unscaled data.
Table 4.5 & 4.6 holds the statistics in case of Kaggle dataset.
Moreover, the confusion matrix is described in case of both datasets with scaled
data as well as unscaled data in table 4.7 and 4.8.
In addition, the AUROC values are calculated and shown in the following 4 tables for
both datasets and the ROC plot for the result with unscaled data for both datasets
is shown on figure 4.8 and figure 4.9.
After that, GMM was performed on dataset-1 to perform speaker identification. The
algorithm was applied on combined subset and subsets separated by gender. We can
see the result on table 4.13. The algorithm was performed in case of 5 people, 10
people, 20 people, 30 people and finally on the whole dataset-1.
It can be seen that except in case of 10 people, the algorithm itself works better on
separated datasets compared to combined dataset.
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Algorithm Gender Precision Recall f1 Score Support
MLP Female 0.00 0.00 0.00 15

Male 0.64 1.00 0.78 27
RBFN Female 0.36 1.00 0.53 15

Male 0.00 0.00 0.00 27
DT Female 1.00 1.00 1.00 15

Male 1.00 1.00 1.00 27
RF Female 1.00 1.00 1.00 15

Male 1.00 1.00 1.00 27
GB Female 1.00 1.00 1.00 15

Male 1.00 1.00 1.00 27
NB Female 1.00 1.00 1.00 15

Male 1.00 1.00 1.00 27
KNN Female 0.43 1.00 0.60 15

Male 1.00 0.26 0.41 27
LR Female 0.36 1.00 0.53 15

Male 0.00 0.00 0.00 27
SVM Female 0.36 1.00 0.53 15

Male 0.00 0.00 0.00 27

Table 4.3: Classification Report of Gender Prediction (With Scaling) For Dataset1.

Algorithm Gender Precision Recall f1 Score Support
MLP Female 0.00 0.00 0.00 15

Male 0.64 1.00 0.78 27
RBFN Female 0.37 1.00 0.54 15

Male 1.00 0.04 0.07 27
DT Female 1.00 1.00 1.00 15

Male 1.00 1.00 1.00 27
RF Female 1.00 1.00 1.00 15

Male 1.00 1.00 1.00 27
GB Female 1.00 1.00 1.00 15

Male 1.00 1.00 1.00 27
NB Female 1.00 1.00 1.00 15

Male 1.00 1.00 1.00 27
KNN Female 0.57 0.53 0.55 15

Male 0.75 0.78 0.76 27
LR Female 0.46 0.40 0.43 15

Male 0.69 0.74 0.71 27
SVM Female 1.00 1.00 1.00 15

Male 1.00 1.00 1.00 27

Table 4.4: Classification Report of Gender Prediction (Without Scaling) For
Dataset1.
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Algorithm Gender Precision Recall f1 Score Support
MLP Female 0.73 0.56 0.63 12306

Male 0.54 0.72 0.62 8978
DT Female 0.58 0.60 0.59 12306

Male 0.43 0.41 0.42 8978
RF Female 0.67 0.83 0.74 12306

Male 0.66 0.44 0.52 8978
GB Female 0.67 0.97 0.79 12306

Male 0.90 0.34 0.49 8978
NB Female 0.25 0.00 0.00 12306

Male 0.42 1.00 0.59 8978
KNN Female 0.59 0.99 0.74 12306

Male 0.85 0.06 0.11 8978
LR Female 0.58 1.00 0.73 12306

Male 1.00 0.00 0.00 8978

Table 4.5: Classification Report of Gender Prediction (With Scaling) For Kaggle
Dataset.

Algorithm Gender Precision Recall f1 Score Support
MLP Female 0.89 0.97 0.93 12306

Male 0.95 0.84 0.89 8978
DT Female 0.84 0.81 0.82 12306

Male 0.75 0.79 0.77 8978
RF Female 0.98 0.99 0.98 12306

Male 0.98 0.97 0.98 8978
GB Female 0.93 0.94 0.93 12306

Male 0.91 0.90 0.91 8978
NB Female 0.88 0.51 0.64 12306

Male 0.57 0.90 0.70 8978
KNN Female 0.97 0.95 0.96 12306

Male 0.93 0.96 0.95 8978
LR Female 0.91 0.91 0.91 12306

Male 0.87 0.87 0.87 8978

Table 4.6: Classification Report of Gender Prediction (Without Scaling) For Kaggle
Dataset.

43



Algorithm With Scaling Without Scaling
Confusion Matrix Confusion Matrix

MLP 0 15 0 15
0 27 0 27

RBFN 15 0 15 0
27 0 26 1

DT 15 0 15 0
0 27 0 27

RF 15 0 15 0
0 27 0 27

GB 15 0 15 0
0 27 0 27

NB 15 0 15 0
0 27 0 27

KNN 15 0 8 7
20 7 6 21

LR 15 0 6 9
27 0 7 20

SVM 15 0 15 0
27 0 0 27

Table 4.7: Confusion Matrix For Gender Prediction For Dataset1.

Algorithm With Scaling Without Scaling
Confusion Matrix Confusion Matrix

MLP 6.8e+03 5.5e+03 1.2e+04 4.3e+02
2.5e+03 6.5e+03 1.4e+03 7.5e+03

DT 7.4e+03 4.9e+03 1e+04 2.4e+03
5.3e+03 3.7e+03 1.9e+03 7.1e+03

RF 1e+04 2.1e+03 1.2e+04 1.8e+02
5.1e+03 3.9e+03 2.6e+02 8.7e+03

GB 1.2e+04 3.4e+02 1.2e+04 7.7e+02
6e+03 3e+03 8.7e+02 8.1e+03

NB 1 1.2e+04 6.2e+03 6.1e+03
3 9e+03 8.9e+02 8.1e+03

KNN 1.2e+04 94 1.2e+04 6.1e+02
8.5e+03 5.2e+02 3.3e+02 8.6e+03

LR 1.2e+04 0 1.1e+04 1.1e+03
9e+03 2 1.2e+03 7.8e+03

Table 4.8: Confusion Matrix For Gender Prediction For Kaggle Dataset.
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Predictions AUROC Values
Random Forest 1.00

Naive Bayes 1.00
Decision Tree 1.00

Gradient Boosting 1.00
K-Nearest Neighbors 0.63
Logistic Regression 0.619

Support Vector Machine 0.87
Random Prediction 0.5
Table 4.9: AUROC Values For The Classifiers For Dataset1 (With Scaling).

Predictions AUROC Values
Random Forest 1.00

Naive Bayes 1.00
Decision Tree 1.00

Gradient Boosting 1.00
K-Nearest Neighbors 0.641
Logistic Regression 0.677

Support Vector Machine 1.00
Random Prediction 0.5

Table 4.10: AUROC Values For The Classifiers For Dataset1 (Without Scaling).
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Predictions AUROC Values
Random Forest 0.761

Naive Bayes 0.5
Decision Tree 0.556

Gradient Boosting 0.841
K-Nearest Neighbors 0.530
Logistic Regression 0.616

Random Prediction 0.5
Table 4.11: AUROC Values For The Classifiers For Kaggle Dataset (With Scaling).

Predictions AUROC Values
Random Forest 0.998

Naive Bayes 0.813
Decision Tree 0.875

Gradient Boosting 0.978
K-Nearest Neighbors 0.989
Logistic Regression 0.959

Random Prediction 0.5
Table 4.12: AUROC Values For The Classifiers For Kaggle Dataset (Without Scal-
ing).
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Figure 4.17: ROC Plot For Dataset1 (Without Scaling).

Figure 4.18: ROC Plot For Kaggle Dataset (Without Scaling).
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Figure 4.19: ROC Plot For Dataset1 (With Scaling).

Figure 4.20: ROC Plot For Kaggle Dataset (With Scaling).
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Number of People Combined Male Female
5 40% 40% 60%
10 70% 40% 50%
20 38% 40% 47%
30 50% 56% 50%

167 Male and Female 30% 27% 36%
Table 4.13: Speaker identification using GMM for subsets of individuals from
Dataset1.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

Person detection on a large scale using voice recognition from a pre-collected database
is used for strengthening security system to minimize the risk of compromising the
security system. Despite having multiple bio-metric security systems such as finger-
print, retina sensor and so on, voice recognition is prioritized here because of it’s
easier input availability when comparing with the other systems as it is easier to
get the voice of someone for example during a crime scene than fingerprint or other
components.
In this paper the goal was to detect gender as accurately as possible and based
on the result implement speaker identification on database separated by gender.
Some classifiers worked incredibly well in this case. There is shortage of research
on using person detection using voice recognition using a central database on large
scale scenarios for example, national security of a country or a company and this
research aims to approach this area.

5.2 Future Work

Various tests and experiment have been left for the future for lack of resources.
In this paper the accuracy of gender prediction was increased. Furthermore, We’d
like to improve speaker identification accuracy by implementing stronger pattern
matching algorithms. In addition, improving the function of running algorithms on
larger datasets will be needed. There is also scope for structuring the model in such
a way that in case of wrong gender prediction the model will search the database
containing the other gender, which will be the right gender, and execute speaker
identification again.
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