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Abstract

The new health concern that is proliferating in developing and impoverished coun-
tries is obesity. It is recognized as a complex health issue caused by various factors
such as genetics, behaviour, and other issues. Obesity is not just about physique
or look; it is a persistent medical illness that opens the body to many diseases
and shortens life.Obesity frequently results in a wide variety of other disorders, in-
cluding cardiovascular disease, hypertension, diabetes, numerous malignancies, and
more. The developed countries have already undertaken a few measures and are
deeply concerned about their health issues. Thus, the people of low or mid-income
countries are still unaware of this fact and will face significant health challenges in
the future. Specifically, in Bangladesh, many people have diabetes, and recently,
many people died due to heart disease and cancer, which could be prevented if they
were health concerns. Recent studies say that the young generation is more prone
to obesity as they are more influenced by western lifestyles, eating many junk foods,
and spending the maximum of their time on the internet. Our research has collected
more than 500 people’s data from different groups of people around Bangladesh. We
aim to predict the future outcome at which BMI value range people are more prone
to diseases. To predict the outcome, we have analyzed our sample dataset using
machine learning approaches such as Naive Bayes, Random Forest, decision tree,
The k-nearest neighbours (KNN), Logistic Regression. Among these algorithms,
Decision Tree has given the best accuracy of 96.67%. For selecting essential vari-
ables from the dataset, we used the BorutaShap wrapper feature selection method.
This algorithm delivers a better subset of attributes from a high volume of data and
trains the model faster. As the Boruta algorithm selects the best feature, reduces
the model size, and identifies the key features, it became easy to train our data set,
so we got a better accuracy level using this algorithm in our reach. This researcher
will help the people of Bangladesh to understand obesity and its detrimental aspects.
Moreover, it will assist them in being more conscious of their health conditions and
predicting which BMI level is a risk for them.

Keywords: Obesity, BMI, Machine Learning, Naive Bayes, Random Forest, Deci-
sion tree, K-Nearest Neighbors (KNN), Logistic Regression



Dedication (Optional)

Each difficult task necessitates both self-effort and encouragement from elders, par-
ticularly those who were particularly dear to our hearts. We dedicate our hum-
ble efforts to our loving parents, whose affection, devotion, motivation, and prayer
throughout the day and night make us deserving of such achievement and honor, as
do all the dedicated and respected Teachers.

vi



Acknowledgement

First, we express our gratitude to Allah for His favors, which have enabled us to con-
tinue our research without encountering serious obstacles. Additionally, we wanted
to express our gratitude to all helpful faculty members, particularly our supervisor,
for tolerating our errors and providing continual feedback to help us improve our
research. Also, we want to express our gratitude to our parents and teammates for
their unwavering support throughout the semester.

vil



Index

Declaration
Approval

Ethics Statement
Abstract
Dedication
Acknowledgment
Table of Contents
List of Figures
List of Tables
Nomenclature

1 Introduction
1.1 Motivation
1.2 Problem Statement
1.3 Research Objective
1.4 Thesis Outline

2 Related Work

2.1 Literature Review

3 Data Collection and Feature Selection

3.1 Data Collection
3.1.1 Data Pre Processing
Feature Selection
3.2.1 Borutashap Feature Extraction
Feature Analysis
3.3.1 Heatmap of Data
3.3.2 Approach for Feature Selection

3.2

3.3

viil

ii

iv

vi

vii

viii

xi

xiii



4 Model Selection and Result Analysis
4.1 Machine Learning . . . . . . . . ... Lo
4.2 Supervised Learning . . . . . . ... ...
4.3 Naive Bayes Algorithm Implementation . . . . . . . . ... ... ...
4.4 Random Forest Model Implementation . . . .. ... ... ... ...
4.5 KNN Algorithm Implementation
4.6 Logistic Regression Implementation . . . . . . . ... ... ... ...
4.7 Decision Tree Implementation . . . . . . . ... ... ... ... ...
4.8 Results and Analysis . . . . .. . ... L

5 Conclusion and Future Work
Bibliography

Appendix A Appendix
A.1 BorutaShap Code Sample

1X

39
39
40
41
42
43
44
45
46

50

53



List of Figures

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10
3.11
3.12
3.13
3.14
3.15
3.16
3.17
3.18
3.19
3.20
3.21
3.22
3.23

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9
4.10
4.11

System module for ML-based approach . . . . . . ... .. ... ... 22
Variation of obesity duetoage. . . . . . .. . ... L. 23
Non-scaled Dataset . . . . . . . .. ... ... . 24
Scaled Dataset . . . . . . . . . ... 24
Datatype . . . . . . . 26
Datatype . . . . . . . . 27
Feature Extraction using BorutaShap . . . . . . . ... ... ... .. 28
Number and Percentage of Weight . . . . . . . .. .. ... ... ... 29
Meal Consumption . . . . . . . . . . .. .. ... 30
Smoking Percentage . . . . . . .. ... oL 30
Alcohol Consumption . . . . . . . . .. ... 31
Calorie Consumption . . . . . . . . .. .. ... ... 32
Water Consumption . . . . . . . . . .. .. ... ... ... 32
Electronic device use . . . . . . . . .. Lo 32
Comparison of Obesity vs Age, Height, Weight . . . . . . . .. .. .. 33
Calorie consumption monitoring . . . . . . .. .. .. ... ... .. 33
Consumption of Meals . . . . . .. .. .. ... ... .. 34
Correlation of Data . . . . . .. . . ... oo 34
Heatmap of Dataset . . . . . . .. .. ... ... ... . ....... 35
Correlation of Comparing data . . . . . . .. .. ... ... .. .... 35
BorutaShap Feature Extraction . . . . .. . ... ... ... ..... 36
Feature Importance of ourdata . . . . . . ... ... ... ... ... 37
Feature Importance of the other dataset . . . . . ... ... .. ... 38
Supervised learning . . . . . .. ..o Lo 40
Random Forest Structure . . . . . . .. .. ... 42
Visualization of the formula . . . . . . ... ... ... ... ... .. 43
Logistic Regression . . . . . . . .. .. ... . L. 44
Decision tree . . . . . . . .. Lo 45
Decision tree accuracy prediction . . . . .. .. ... ... 46
Accuracy Chart . . . . . . . .. .. 47
Confusion Matrix of Decision tree . . . . . . . . ... ... ... ... 48
Confusion Matrix of k-nearest neighbor . . . . . . .. ... ... ... 48
Confusion Matrix of Naive Bayes . . . . . ... ... ... ... ... 49
Confusion Matrix of Random Forest . . . . . . . .. .. ... ... .. 49



List of Tables

3.1 Feature Names . . . . . . . . . .

x1



Nomenclature

The following list describes several symbols & abbreviations that will later be used
within the document body.

AAP American Academy of Pediatrics
ADA Americans with Disabilities Act

BM1I Body Mass Index

C1  confidence Interval

CKD Chronic Kidney Disease

CNN Convolutional Neural Network

CRA Colorectal Adenoma

CRC' Colorectal Cancer

ED  Erectile Dysfunction

FNPA The Family Nutrition and Physical Activity
HDL High-Density LipoProtein

KNN K-Nearest Neighbor

LDL Low-Density LipoProtein

LR  Logistic Regression

LTPA Leisure Time Physical Activity

MSA Metropolitan Statistical Area
NHANES National Health and Nutrition Examination Survey
NSES National Science Education Standard
OR Odds Ratio

PA  Physical Activity

PCA Principal Component Analysis

PCOD Polycystic ovary syndrome

x1i



SDS Standard Deviation Score
SMOTE Synthetic Minority Oversampling Technique
WHO World Health Organization

xiil



Chapter 1

Introduction

Although there are many different types of obesity, they are marked by a significant
increase in body fat percentage. In addition, being overweight is defined as having
a BMI over 25. Today, it is one-third of the world’s population suffering from this
severe health condition. The obesity rate has reached epidemic proportions and
is no longer contained. A person who is obese will have a life that is not happy.
There are numerous health risks tied to obesity, yet gaining weight is not the root
of the problem. Many more it is possible to say that when we deal with obesity, our
overall health will begin to decline. We must increase public understanding about
the ways to prevent it. Nevertheless, on the other hand, many governments have
already taken action to address this problem in countries at the beginning of their
development and developing countries that still lag. For example, countries like
Bangladesh, India, Pakistan, Afghanistan, etc., are yet to learn. Because of this,
individuals in Bangladesh want to eat things that injure their health and have higher
caloric values, such as fried foods or fast food. The increase in obesity is a result of
this. It is necessary to get additional information and statistics to help educate the
population about the impact of obesity on our health. People have the option of
controlling or avoiding obesity if they can identify it. In our research, we examine
our dataset using machine learning to find the root causes of obesity and determine
how we might prevent future instances of it. In order to discover the primary cause,
we correlated the data. BorutaShap wrapper feature selection approach, in addition
to this, we also use the feature selection method to compare the data and identify
differences. For each feature, various machine learning methods were employed to
obtain accuracy. Using the decision tree algorithm, we found that it had the best
accuracy. So our research may conclude that the major cause of obesity is known,
and these are the characteristics of the cause. It will provide a simple explanation
of the issue that caused this major problem.



1.1 Motivation

The main objective of our study is to trace whether an individual is obese or not
via a machine learning approach. Obesity has become a matter of concern today. A
connection exists between obesity and a range of chronic ailments, including heart
disease, type 2 diabetes (high blood sugar), high blood pressure, many malignancies,
and others. For our study purpose, we have gathered information through a google
form. The dataset consists of 17 features from which the output is generated. Our
questionnaires were based on height, weight, food habits, lifestyle, family history
of obesity, food choosing, calorie intake, physical activities to identify a person as
obsessed. If a person is diagnosed with obesity at the initial stage, it can be cured
through proper medication rather than being a sufferer in future. Some diseases
get worse for the obsessed patients. That is why it is essential to identify obesity
to treat present disease or to avoid future sufferings by being concerned about It.
Thus, we figured out the crucial features which can give a decision on obesity and
create awareness.



1.2 Problem Statement

Obesity is a critical health condition that is a result of excess body fat. People who
have higher BMI(body mass index) are called obese. Unhealthy lifestyles, eating
habits, fewer body movements, genetics, food choices, less physical activity are the
root cause of obesity. Obesity can negatively affect our health, increasing the chance
of developing coronary heart disease, stroke, high blood pressure, type 2 diabetes,
high LDL cholesterol, low HDL cholesterol, and osteoarthritis, among other medical
issues. Nowadays, most obesity is vastly noticed in the young stars of our country
as they are addicted to fast food and engage in less physical activities. On the other
hand, in some diseases, such as particular cancer, pcod, and PCOS, hormonal issues
worsen with increased BMI. If a person is warned about unhealthy body weight, it
is easy to take the required steps to avoid this medical condition and avoid chronic
diseases. Early detection of obesity can help patients who have cancer risks or are
in the initial stage as they can get much to get through this critical condition. For
the above reasons, we collected data from the people of our country to generate a
dataset that determines the risks of obesity and thus works to better human life.



1.3 Research Objective

Our research has always had a singular objective. To ascertain the characteristics
affecting our country’s obese population. The main features that cause a person to
become obese in his/her upcoming days. To accomplish this goal, we gathered data
from individuals throughout our country, and, more precisely, we compared the char-
acteristics to those of some other countries’ data and research. As for our objectives:

1. One of our objectives is to compare our dataset with another dataset that carries
the regional data of Colombia, Peru, and Mexico.

2. Using machine learning techniques to find the key features

3. Determining the accuracy of the exact features that affect the BMI of our region.
4. Evaluate the accuracy of the features that we extracted through the algorithm.
5. Comparing with other models to select the best approach for our study.

6. Describe the confusion matrix for each of the models that we used.

After completing all the shortcomings, we concluded with the most important and
some ethical features to make our study more accurate. A set of questionnaires
were made to collect a set of information among the people of our region. We set
some parameters to set the validness of the data and to process that data. We
wanted to know the exact features that affected the people to become obese. We
generated a heatmap to see the correlation of the data and features for its validity.
As for the other dataset, we also made a correlation to compare them both. So we
used a feature extraction algorithm known as BorutaShap. This algorithm follows
a Random Forest algorithm (RF) to make its decision more accurate and faster for
the smaller datasets AS we had more than 500 people filling up our questionnaire.
Then we were able to get the exact and the vital features that were the main
troublemakers. We compared them with the other dataset by those features, and
we made our assumption from our study. The features were then used under some
machine learning algorithm to get the accuracy of the fact that those features were
only responsible. We used the Logistic Regression model of machine learning and
several others like Random Forest, Naive Bayes, Decision Tree, and KNN. All the
algorithms showed some prospective study results, but our study Decision Tree
algorithm happens to be the most suitable model for our study.



1.4 Thesis Outline

Our work is based on a prediction model to identify obesity which is alarming for
human health. This paper aims to make people aware of their health condition
by detecting obesity in the primary stage through analyzing the dataset from the
context of Bangladesh. Firstly, the introduction part(chapter 1) reflects our mo-
tivation behind this paper. The reasons for choosing this topic, goals, methods
implemented, and a brief discussion is included. In the literature review (chapter
2), paperwork related to obesity has been reviewed, selected from the computer
science background. Reviewing this paper’s strengths, shortcomings, and to-dos in
the future were pointed out to make a picture of what has been done so far and
our motivation for coming up with this burning issue. Thirdly, the data collection
and feature selection(chapter 3) section state our features that are the basis of the
result and why we have selected primary data instead of choosing a secondary one
that is very available. Principal component analysis, feature selection, and extrac-
tion, which are essential to reduce time complexion by reducing features, are also
discussed in this part. We also emphasized the reliability of our study in this sec-
tor. Model selection and result analysis (chapter 4) include our proposed model,
comparing results with visual representations, which give different rates of obesity
detection by implementing different algorithms. The findings are also analyzed in
this section. Thus, we mentioned important features through section and extraction,
which leads to obesity.



Chapter 2
Related Work

2.1 Literature Review

BMI (The body mass index) is utilized in almost every clinical setting to determine
and classify body measurements. Although several alternatives have been suggested,
the most accepted idea is that BMI is a person’s level of obesity. Because it tended
to cause numerous health problems, it is often viewed as a risk factor for certain
conditions. It is also frequently utilized in public health policies formulation. The
BMI has proven of great benefit in population-based studies because of its broad
usage in determining certain categories of body mass as a health concern. A report
by Keys et al. concluded that Metropolitan Life Insurance was fraudulent. A true
statement is reported data, which includes both the tables of ideal weight for height
at the time and the tables that classified persons who were either underweight or
overweight. As a result, the word ”obesity” was rarely used. The solution was that
Keys et al. used better-reported weight for height data and distributed the concept
of the Quetelet Index more widely by making an end-user population-based study
available. To simplify things, they called it the BMI (body mass index) (BMI).
Body mass index is defined as body weight (kilograms) divided by height squared
(meters). This calculation yields the Quetelet Index. Reducing the height lowers the
impact of height fluctuation on the weight-to-height relationship; that is, it helps
to normalize the body mass distribution across various heights. This was assumed
to be crucial, given that the trunk contained most of the body’s fat. Even yet,
Keys et al. note that the BMI does not provide an accurate estimate of body fat
percentage. This classification technique is used in population-based research to
estimate mortality in various BMI groups. It is also used to estimate the likelihood
of a specific aetiology causing death. The easy way to measure body fat is by using
the BMI Calculator. The relation of mortality rates with BMI commonly ignores
various factors, including the incidence of several cancers in the family, metabolic
syndrome, familial longevity, or diabetes in the family, among others.[23].

According to a new paper published in the International Journal of Obesity (2019),
Mexican, Peruvian, and Colombian citizens have obesity levels according to their
food habits and physical condition, according to Fabio Mendoza Palechor et al. This
dataset has over 1700 variables and over 3000 documents. Obesity Level (Class
variable N), in combination with each of these labels—Inadequate Weight, Normal
Weight, Overweight Level I, Overweight Level II, Obesity Type I, Obesity Type
IT, and Obesity Type III—enables classification of the data, which determines the



dataset’s classification value. 77% of the data was generated by Weka, while 23%
was obtained directly from users through a web-based platform. This data is useful
for calculating an individual’s overall weight and helping to establish weight manage-
ment programs that monitor weight trends. The source of this information involves
analyzing various eating habits and physical conditions together with the age of the
participants surveyed (14-61). The study’s first source of knowledge was a survey
whose participants took online to evaluate their food, exercise habits, and other
physical aspects that affect their well-being. Once all the data had been gathered,
it was processed such that various data mining algorithms could utilize it. Data
was categorised using the Equation Body Mass Index=Weight/(height * height).
Following that, WHO and Mexican Normativity performed a comparison of results.
The definitions of obesity after the labelling procedure were uneven. Using Weka
and the filter SMOTE tool, a significant portion of the data was obtained, including
up to 77 per cent. According to the filter, the data produced by the process is
expected to be in the class of synthetic data production, to use a certain number of
nearest neighbours, double the percentage, and utilize a randomly generated seed for
random sampling. To see if there were cases of data that did not adhere to expecta-
tions, anomalous and incomplete data was furthermore investigated. Following this,
2111 records were retrieved. To the advantage of SMOTE, the balancing mechanism
restricts biased learning in favour of a dominating class.[24].

Sund et al. (2010) focused on family and neighbourhood variables as predictors of
changes in BMI levels in the Norwegian adult population. There is solid evidence
that the drivers of global obesity are numerous and occur in a wide variety of ways.
Systems-based research provides a method to identify and quantify social influences
that affect a person. In that study, researchers relied on two large-scale health
surveys using longitudinal data gathered from 24,966 individuals who had been
committed to staying in the same location for two years. HUNT 1 and 2 are two re-
search studies in Norway that study the relationships between personal, family, and
local variables and two outcomes: change in body mass index (BMI) at follow-up
and change in BMI between baseline and follow-up. Individuals were all grouped
into 17,500 households, 447 municipal wards, and 24 municipal entities called bor-
oughs. Linear multilevel models were used in its design. To test these ideas, the
researchers also analyzed many potential personal, family, and neighbourhood fac-
tors. These studies found a very strong association between human qualities and
body mass index (BMI), with people who had a higher BMI often being male, un-
married, non-smokers, lacking experience, and not exercising. In general, the study
found that individuals with a greater percentage of their body mass index (BMI)
acquired more weight, and those who did not have employment income gained less.
Other context-sensitive elements were important, with between 10% and 13% of the
unexplained variation seen at the neighbourhood or municipality level, suggesting
small environmental effects. [29]

Catherine S. Berkey et al. (2003) observed that among girls and boys, an increase in
daily physical activity was linked to a reduction in the percentage of body fat, from
0.06 kg/m? per hour increase in activities (95% CI: 0.11, 0.01) in 1997 and 1998 to
0.07 kg/m? (95% CI: 0.12, 0.01) in 2003. There was a linear correlation between
duration of inactivity and BMI growth in females (+0.05 kg/m? per hour increase in
daily watching of TV /video/video games; CI: 0.02, 0.08). When weight increased,
the effect was more pronounced. For certain girls, exercising for longer periods, such



as aerobics and dancing, was linked to reducing body mass index (BMI). They were
trying to determine whether there was a relationship between one-year changes in
BMI and one-year changes in the amount of time spent outside exercising or being
inactive. A Cohort study was based on two surveys that were sent out one year
apart. Between the ages of 10 and 15, 11,887 boys and girls from the Growing Up
Today Study returned questionnaires. Changes in BMI that were associated with
growth and development have also been considered. [2]

It was suggested in the investigation of (Myrskyla Chang, 2009) that Weight loss is
directly associated with mortality increases. However, whether for benchmark well-
being or weight growth, they are dependent on mortality decreases or increases.
Weight gain does not just depend on an individual’s baseline body mass index
(BMI). Their study involved utilizing the Well-being and Retirement Study (n =
13,104) and Cox relapse study to see how life expectancy changes for 50- to 70-year-
old adults based on a 2-year weight change for individuals with different BMIs. To
highlight the point, they showed examples of the difference in weight reduction or
growth of less than or equal to 1.2 BMI units and more than or equal to 3.5 BMI
units. In the survey that they had previously conducted, two significant weight
change mortality modifiers were discovered. First, they look at how a low initial
BMI changes the consequences of weight gain. Since carrying extra weight indicates
a significantly increased mortality risk, they propose that personal losses and gains
resulting from increasing or decreasing weight are preferable to similar outcomes of
losses and gains from more or less elevated weight levels. Next, they look at the
overall impact of weight change, particularly concerning overall health. There are
also confounding variables like well-being status, smoking, or actual work, which
they consider—starting weight status and weight change each impact an individual,
although most of their analyses have based on a particular modifier at a time. A
comprehensive set of studies has assessed the long-term impact of the two modifiers
in tandem. After analyzing all the data, they found an extremely broad outcome.
In contrast to being outright malnourished, underweight is a medical condition that
usually arises due to excessive body fat, such as being obese. Problems associated
with increased BMIs include having an extremely elevated risk of death due to mas-
sive weight gain. Underlying BMI level has no relationship to small weight gains
being accompanied by mortality. Disadvantages from lost weight such as health
and well-being will likely show up in studies concerning emotional stability. While
stating that it was the case that fat reduction was associated with mortality rates
at the ends of papers for the average, overweight, and moderately obese persons,
the authors promised that those older and who have lived a greater life would die at
a slower rate. Thus, since the favourable effects of a lower BMI may outweigh the
undesired effects, the probable benefits of a lower BMI must outweigh the disadvan-
tages. Increasing mortality among important people with a BMI over 35 might be
partially due to obesity. [22]

In this study, Wrotniak and colleagues(2004) found that a parent’s standard devia-
tion of body mass index (z-BMI) was associated with their child’s standard deviation
of body mass index (z-BMI). The design was a data analysis of three family-based,
randomized, controlled weight increase trials, which evaluated weight improvements
for both parents and children. 8- to 12-year-old obese children and their parents
who had participated in family-based weight control treatments made up the par-
ticipants. Parent z-BMI shift appeared to predict infant z-BMI change during the



time range of 0 to 6 months (P.001) and 0 to 24 months (P.009). The parent z-BMI
shift was indeed a robust and progressive indication of the kid z-BMI change in hi-
erarchical regression models. At six months, the extra r2 range from 11.6% (P.001)
to 3.8% (P =.02). When children of parents who were in the highest four of the
z-BMI score shifted, their BMI changed significantly. However, parents in the lower
quartiles had much more change than children of parents in the upper quartiles (P
= 0.01). Researchers from the University of Buffalo looked into families enrolled
in one of three family-based weight loss programs. If your child’s BMI exceeds the
85th percentile and contributes to it with your own BMI, you may be a co-obesity
offender. Of the people who were able to attend treatment sessions, 18 and older
met the inclusion criterion. Diet and exercise habits and the temperature of the
home were adjusted on request from parents. The parents were instructed to eat
more fruits and vegetables and low-fat dairy products and increase their physical
activity if the parents were determined to be not overweight. Therefore, regardless
of their weight, both parents could make considerable health changes. BMI scores
that placed parents at the 70th percentile of body weight were used to find the
number of weight parents should allow their children to gain. Most parents who
sought to lose weight but had BMIs below the 85th percentile tried to change their
diet and activity habits to reduce weight. Families having complete parent and
child data for all time points were included for the analysis. A stadiometer was
used to measure a person’s height in 0.32-cm increments, and a balance beam scale
was used to measure a person’s weight is 0.11-kg intervals. In order to compute
BMI, the individuals’ height and weight were used. Since both parents’ BMIs and
their children’s BMIs were measured in two separate studies and calculated from
two different references, standardized BMI indices (z-BMI) were calculated for both
the mean (M) and standard deviation (z-BMI = [BMI M]/SD) for each infant and
partaking parent to examine the relationship between the change in the parents’
BMI and changes in their children’s BMIs during the first six months P values, co-
efficients of determination, and 95% confidence intervals for confidence intervals, P
values, or coefficients of determination were also applied to estimate the influence
of weight reduction on weight gain. This research employed hierarchical models to
study the association between parental weight and children’s growth when other fac-
tors move into the first phase of the model. To adjust for the study group, dummy
variables were added to the model. We researched the correlation between infant
weight gain and the weight of the parents. An assessment of newborn weight shift
by parental weight change was done at three different periods, with weights rang-
ing from less than 0.5 kg to less than 24 months, and weights from 0.25 to 0.07
kg, and from 0.06 to 0.1. In weight change, the average decrease was 14 pounds,
while the average increase was 5 pounds. In order to study these data, an aggregate
two-type 2-factor analysis was done, in which the grouping variable (Grouping) was
included as a grouping vector. When studying variations within groups, there was a
comparison made using straight-line graphs. In addition to reporting child weight,
sex, and age, the child’s BMI was checked to see whether she was impersonating a
younger or older child. Mean percentage and percentage of child weight vs height
and mean percentage and percentage of child weight vs age ZBMI. The parent’s
weight was tracked as well as the 0- to 24-month z-BMI grades. They used a 2-way
mixed variance analysis ( anova (also known as a two-factor analysis of variance
or 2-way analysis of variance) that utilized grouping as the design vector and time



as the sample within, along with child sex and age as variables. Mean weight and
BMI differed for each parent z-BMI shift. A survey of 84 children aged 10.2 and
60.9% overweight revealed that 58 boys and 84 girls were the ages 10.2 and 60.9%
overweight, with a BMI of 27.9, a BMI percentile of 94.7, a z-BMI of 2.9, and a BMI
of 59.0%. The average age of the parents was 40.8 (5.4) years, and they were 166.1
(8.1) cm tall. The mothers who participated (adjusted age = 40.3 years, BMI =
31.2, BMI percentile = 86.9, and z-BMI = 1.3) were in the 40.3-year-old age group
(1.0). fathers who took part in the study were 41.9 years old, with a BMI of 31.2
and a BMI percentile of 88.0. (1.3). in 100 (88.7 per cent) of the households, the
parents were superior to the 70th BMI percentile. Although 11.3% of families had a
higher-weight contributing parent compared to a lower-weight contributing parent,
in the remaining households, only the parent who contributed to the excess weight
was above the 70th percentile. In terms of their socio-economic status, the house-
holds ranged from a low of 20 (the lower class) to a high of 66 (the upper-middle
class) (upper class). There were 135 white households, six black families, and 1
Hispanic family. In line with expectations, a significant parent BMI z-score shift
(=.46; 95% confidence interval, =.31-=.61; r2 = 0.21) is expected to accompany
infant BMI z-score change from 0 to 6 months (z-BMI=.46; 95% confidence interval,
z-BMI=.21-=.51; P=.001), and from 0 to 24 months (z-BMI=.29; 95% confidence
interval, z-BMI=.07-=.51; P=.009). Regression analysis found that changes in the
parents’ weight during the periods 0 to 6 months and from 6 to 24 months were
important predictors of changes in their children’s weight. Decreasing the number
of people with z-BMI-quartile parents in the division (less than -0.5 z-BMI) showed
a greater decrease in prevalence (as measured by z-BMI-quartile prevalence) over
time compared to the reduced prevalence of z-BMI-zero parenthood in another three
categories. In less than one year, the amount of Child Z-BMI that varies significantly
from other Parent Z-BMI categories varies at the age of 0 to 6 months, at the age of
0 to 12 months, and at the age of 0 to 24 months (P=.002, P;.001, and P=.02). This
range is undergoing major changes. Each category has been significantly altered.
Other interesting points to note are that the weight of all the students in the lowest
z-BMI quartile (the one that the students were placed in after six months) increased
relative to all the other grades (weight, 7.2 kg; height, 3.0 cm; and obese percentage,
-27.6 per cent), while the weights and heights of students in the next two quartiles
were no different (weight, 4.0 kg; height, 3.6 cm; and overweight percentage, 20.9
per cent). After two years, the bigger z-BMI shift quartile’s parent children were at
a disadvantage concerning height and weight, as their children in the smaller three-
parent Z-BMI change quartiles were (weight, 7.1 kg, and height 11.2 cm). Without
fluctuations in weight, they had a 16.8% weight shift. 10.8 kg; 11.7 cm; 10.5% Par-
ent z-BMI variations also varied due to the quartiles of the parent z-BMI. Based
on the study, it can be concluded that parents’ weight gain directly influences their
children’s weight gain during and after recuperation. In order to better align both of
our long-term plans, the partnership was shortened from 6 months to 2 to 1 month
(0.2 months to 0.21) to 24 months (0.04). The research supports the increase in
the period between treatment and follow-up. The largest shift occurs for parents
in the third quintile, who have a child with a greater change in BMI. In order to
better predict weight and height changes for those in the highest quartile of BMI,
children in that quartile have greater weight and height growth for their height. An
overweight child and his or her parents can impact each other’s weight, which can

10



cause one or both parents to gain or lose weight. Good parents are more likely to be
making healthier food choices, causing their children to be less sedentary at home.
[31]

Berry et al. (2010) did research to study the influence of the built environment
(subjective and objective body mass change) over time (BMI). Objectively, assessed
community characteristics such as violence, traffic, physical activity, and schooling,
and decreased BMI were investigated in this study. This study was designed to
collect data on the influence of obesity on the built environment over six years (as
measured by BMI). The main goal of this research was to see whether objectively
assessed neighbourhood walkability and economic status, as well as the perception
of neighbourhood characteristics (such as crime, traffic, and the type of scenery
available), are linked to the expected change in BMI, along with other variables
such as gender, age, educational attainment, physical activity, fruit and vegetable
consumption, and smoking. In this study, the 2002 and 2008 Edmonton, Alberta
region was the source of the data. An informal assessment on the general state of
the city’s population health was completed in 2003 by the Population Health and
Research Department of the former Capital Health District of Edmonton (n=3174).
The researchers’ main goal was to determine the medical issues, causes, and needs in
the Capital Region (including the City of Edmonton and outlying regions). Adults
who resided in the former Capital Health Area were the targeted demographic. A
total of 4,175 individuals took part in the poll. Regional layers were utilized to gen-
erate the walkability index, which only accounts for the City of Edmonton’s citizens.
Of these participants, there was a follow-up of 2362. In 2008, of the 822 applicants,
599 individuals had remained in the study cohort. At list-wise deletion of missed
evidence, all 500 cases remained. Data were collected from October 28th, 2002 to
December 15th, 2002. There was also a follow-up survey between November 2008
and January 2009. Canadian survey socio demographic questions were asked about
age, race, schooling, work, and household income. Three query questions came from
the Canadian Community Health Survey’s Fruits and Vegetable module, asking how
many days they consumed fruit and vegetables (in a week). Two classes were formed:
those who consumed less than five servings of fruits and vegetables per week and
those who ate more than five. Also, there was a term of smoking status. At both
time points, BMI was estimated using self-reported height and weight.According to
previous studies, they divided BMI changes into four categories: a decrease of at
least 0.5 points (a decrease in BMI of -1.4 (standard deviation of 1.2) in men), little
change (within 0.5 points; a change in BMI of 0.3 (standard deviation of 0.25) in
men), moderate change (between 0.5 and 2 points; a change in BMI of 1.1 (standard
deviation of 0.4) in men), and a substantial increase (greater than 2 points; a change
in BMI of 1.1 (standard deviation of 0.4) in men) (mean BMI change 3.9). Taking
into consideration that such variations in BMI have been shown to have a major
impact on disease etiology, it’s well worth investigating how constructed environ-
ment variables could contribute to the same BMI alterations. To verify null and tiny
cells, they used cross-tabs. Three environmental issues were particularly difficult.
Only a small percentage of individuals mentioned living in any type of residential
building. about the questions dealing with transportation stops that are within 15
minutes of walking, 588 participants agreed. Therefore, Researchers excluded these
three questions. From the remaining categories, they investigated if they were linked
to BMI transition. Traffic was the only meaningful predictor of BMI and was the
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only one used in the final regression. This metric was excluded from the analysis
because the response rate was too low. An open-ended question yielded 35 answers
(such as Aboriginal, Canadian, as well), with 30.7% describing themselves as being
Canadian. Ordinal regression was the primary method. This research found that
on average, the participants in the studies were wealthier and more prone to be
married than the population used in the investigations. In addition, those who had
not graduated from high school were less likely to participate in the study. Due to
the prospective nature of the study and the inclusion of variables from 2002, pre-
dictors likely improved over time. Additionally, they discovered that 94 percent of
participants’ marital status remained stable, 82.8 percent’s career status remained
stable, and 91.2 percent’s school status remained stable. Ninety-three percent of
participants maintained their current smoking status. Smokers who have quit also
have a greater body mass index (BMI) than smokers who have not quit. 28 Accord-
ing to the data, 71 per cent of fruit and vegetable intake remained constant, but
most (55.4 per cent) increased their physical activity. At the same time, the average
BMI (weight in kilograms divided by height in meters) increased by 0.4 (s.d. =
2.85) percentage points. A decrease of 2.21% in men’s BMI and 1.74% in women’s
BMI occurred for 157 participants due to a fall in BMI of 0.5% for men and 0.4%
for women. Participants’ BMI stayed steady, while men’s BMI climbed by 0.006,
with a standard deviation of 0.19, while women’s BMI declined by 0.002, with a
standard deviation of 0.24. Of the 146 participants, an average of 1.17 points (a
range of 0.5-2 points) increased in BMI for men, and 1.24 points (a range of 0.5-2
points) increased. Meanwhile, 93 participants saw a larger increase in BMI, aver-
aging 3.88 points (a range of 2.17-4.41 points) for men and 4.41 points (a range of
3.21-4.97 points) for women. In keeping with prior studies, these improvements in
BMI have remained stable. The most accurate ordinal regression model (aka com-
plete ordinal regression model) was crucial, 2 (18) =46.32, P;0.001, and all of the
goodness-of-fit checks were insignificant (i.e., none of the checks was significant by
way of Pearson’s 2 test (1437) =1449.70, P=0.40, or by the measure of deviance or
by the difference of deviance from the null model). This statement claims that about
0.095 of the overall difference was corrected for (Nagelkerke=0.095). Also, they did
not violate the parallel line test, 2 (36) =41.89, P=0.231, which means that the
coefficient estimates were equal for all dependent variable ranges. BMI transition
was predicted by factors such as local socioeconomic status and traffic. People in
the lowest socioeconomic strata were much more likely to report a change in their
body mass index (BMI) than those in the highest socioeconomic strata. Under the
assumptions above, participants under 40 were also more likely to see their BMI rise
than those in the 40 and up to age groups. [3]

Researchers from Norway and Sweden (Steinsbekk and Wichstrgm, 2015) investi-
gated certain variables to predict BMI changes in preschool children between the
ages of four and eight. They use several measurements such as physical activity
levels, eating habits, and TV-watching time as predictors. More than two-thirds
of the interviews for this study were done with Norwegian parents and children.
Approximately 995 4-year-olds, 760 6-year-olds, and 687 8-year-olds participated in
it. Body Mass Index Standard Deviation Score was questioned about, along with
children’s behaviour and activities, by the researchers (BMI SDS). Despite these
findings, activity and time spent watching TV after the experiment did not corre-
late with the results. In this research, socioeconomic class and parental BMI are
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included as covariates. The study’s primary purpose was to identify patterns of
physical activity and appetite on their own, as well as together. Higher levels of
food reactivity, food satisfaction, and emotion overeating were associated with a
rise in body mass index (BMI) faster. The correlation between satiety response and
eating slowness and slower weight gain is opposite to that between slower weight
gain and a better sensation of fullness. Parents who are overweight at 6 to 8 years
old have greater BMI intercepts and higher BMI SDSs. Of the several parameters
evaluated, food responsiveness parental BMI had no significant impact on a child’s
BMI SDS over 6 to 8. Food responsiveness (as indicated by a higher BMI SDS) is
regarded to be a faster rise in BMI SDS. Even if a person has a high body mass
index (BMI) SDS, having a higher food response but lower satiety responsiveness
is possible. BMI SDS was not affected by physical activity or TV viewing time.
Feeding babies exposed to and savouring the smells and sights of food increase the
likelihood of weight gain. Excess weight weight growth are all risk factors for other
health issues. [2§]

In (Auerbach et al.,2017), a study was done to investigate the association between
children’s consumption of 100% fruit juice and their BMI. They conducted analyses
with and without scaling factors used to regression coefficients to study the effect
of standardizing one serving of 100% fruit juice to 6-8 oz. The number of 34470
youngsters involved in this survey is considerable. In the six-year-old children, they
observed that 100% fruit juice was linked to a small weight increase. However, this
was not evident in older children. In addition, kids between the ages of one to two
years who drank one daily dose increment of 100% fruit juice were more likely to put
on weight. Child under six years of age rise in weight is insignificant to the individ-
ual and unclear significance to the population. A study assessing the effect of 100%
fruit juice consumption on metabolism and health outcomes, including such weight
gain and obesity, is necessary on children between the ages of one and six. Until
further research is conducted, the experts suggest the AAP’s existing advice that
children younger than six years old and older than eighteen consume no more than
four to six ounces of 100 per cent fruit juice per day is sound and should be followed.
In the study’s view, long-term longitudinal studies with the best quality research
represented in them and a literature review conducted by two authors throughout
the investigation are a couple of the study’s strengths. [1]

The findings of a study by Roberts et al. (2012) describe the interplay between
biological and psychological variables and the effects of stress on body weight. This
study had 71 nurses from a university-based nurse practitioner school who volun-
teered to be a part of it. At the beginning of the academic semester, the mea-
surements were obtained. They were then taken again 12 weeks later when the
participants had finished the evaluation. These factors have been proposed as pre-
dictors of weight loss, such as cortisol secretion, dietary inhibition, bingeing, mastery,
temperament, and eating attitudes. Variations in individual behaviour established
themselves as a risk factor for weight gain when faced with stressful life situations
(dietary restraint and mastery). They were said to be within a standard deviation of
the normal weight (BMI 25.2 ) for their age, with the documentation noting that the
women were of average weight (BMI 25.2 ) for their age. A combination of dietary
restrictions, weight, physical appearance, eating concerns, and physical well-being
all increased, while depression, anxiety, and stress all reduced. The participants’
average weight gain was 5.5 pounds in the trial, while their average weight loss was
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2.5 pounds, and their average weight maintenance was 1.5 pounds. Changes in daily
cortisol secretion were highly predictive of changes in BMI, and this association was
much stronger for those who had mastered their task. This finding was supported
by multiple regression analysis, which showed that an inverse association existed
between dietary constraint and this connection. Loss of food control has also been
predicted by loss of weight and self-mastery concerns. Changes in cortisol secretion
were also associated with changes in dietary restraint, and these relationships were
modified by dietary restraint when the academic semester began. This strategy is a
significant advancement over previous studies that lack ecological validity and any
longer-term measurement of whether improvements in eating behaviour are tempo-
rary and compensated for with the next meal. [25]

A behaviorally dependent screening method for identifying families that could pre-
disposition children to be overweight was evaluated for predictive validity (Ihmels
et al.,2009). This age group is connected to considerable annual BMI variations;
hence it was decided to research the first graders. Before the start of the school
year, parents completed the FNPA technique, and BMI data the following year was
used to measure BMI change. For the sake of BMI data, 2,058 kids from all 37
of the district’s campuses had their weight and height recorded. The investigation
results into the information from the 1,030 participants revealed that 176 surveys
had missing crucial data, making it impossible to use them for any study that in-
volved data from the 854 participants. A strength of the study is that it utilized
a diversified, ethnically varied population and used a longitudinal approach. An
additional contributing factor may have been the domains that the ADA Evidence
Analysis has found to be connected to childhood obesity. A follow-up test verified
that the child’s unique variation in BMI was captured by the FNPA total score (p
= 0.049). In this study, 50% of the individuals had a considerable improvement
in BMI per cent from the beginning of the study, with an average increase of 0.51
11.5%. This demonstrates that overweight habits can be reversed with sustained
effort. As the survey’s data sample of children with a large gain in BMI within a
year was rather limited, the survey’s capacity to identify changes in BMI that occur
as a result of a family’s home setting could have been compromised. This idea, plus
the fact that each variable has to be weighted to get a risk score that reflects the
total dangers, is something else you should know. These analytical tools, such as
receiver operator curves (ROC) or other methodologies, as well as threshold scores,
would be particularly valuable for this upcoming study because they enable risk
categorization to be empirically computed. According to the experts, the future
implications of childhood obesity trends will make this a highly regarded subject for
potential investigation. [19]

A study was conducted by (Calitri et al., 2010) found that changes in BMI can be
anticipated from the value of cognitive biases. A high BMI is related to a wide scope
of medical issues, and it normally mirrors an inactive way of life and undesirable
dietary patterns. These incorporate eating style, stress, and affectability to com-
pensate. Their exploration was to consider psychological inclinations’ intellectual
predispositions for food-related data to anticipate changes in BMI. Their investiga-
tion investigated the prescient worth of intellectual inclinations to food signs (eval-
uated by enthusiastic Stroop and speck test assignments) on weight change over one
year. This was a longitudinal report with college understudies (N = 102) living in
shared understudy convenience. After controlling for the impacts of factors related
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to weight (e.g., actual work, stress, limited eating, outer eating, and enthusiastic
eating), no impacts of intellectual inclination were found with the spot test. A re-
lated key inquiry, and the focal point of the current work, is whether food-related
psychological predispositions can anticipate changes in weight change. This issue
has not been tended to in eating research, even though there have been promis-
ing equal discoveries for different psychopathology. Such reassuring outcomes have
driven a few analysts to seek after cognitive-style intercessions, that is, meditations
for a substance misuse issue that works by endeavoring to decrease comparing intel-
lectual inclinations. There have been cross-sectional examinations in their hunger
research showing how the size of attentional predispositions to food-related upgrades
contrast between people who embrace diverse eating styles. Be that as it may, atten-
tional predispositions for food-related data have been helpless indicators of current
BMI. Investigation into attentional or intellectual predispositions to food-related
data has regularly utilized either the spot test or the enthusiastic Stroop. For the
passionate Stroop, intellectual inclination to unfortunate food sources anticipated
an expansion in BMI though psychological predisposition to quality food sources
was related to a decline in BMI. Further, Stroop and spot tests will probably gauge
various parts of intellectual inclination; it gets hard to settle on the most proper
apparatus to utilize. The enthusiastic Stroop has been the solitary measure to show
prescient capacity concerning conduct change in excessive drinking. Besides, its in-
escapable appropriation, especially in the fixation writing, has prompted a decent
comprehension of the variables which may influence members’ presentation. Simi-
larly, the speck test has been a normally utilized choice to survey more explicit parts
of attentional inclinations identified with substance misuse or related practices. The
important examination does not suggest reasonable other options. They received
an exploratory methodology and tried members with food renditions of both the
enthusiastic Stoop and the speck test along these lines. Their outcome was that
intellectual predispositions seem to anticipate conduct change. In like manner, fu-
ture exploration ought to think about techniques for attentional retraining, urging
people to reorient consideration away from undesirable eating signals.[4]

A study (Drgyvold et al., 2004) showed that their main objective was to find the
relation between body mass index(BMI) and leisure-time physical activity (LTPA).
The body-weight firmly connects with dreariness and mortality, and the new weight
pestilence may have sensational ramifications for human wellbeing and medical care
frameworks. The unfriendly well-being-being outcomes of stoutness get impacted by
body weight and muscle to fat ratio, the greatness of weight acquired during adult-
hood, and an inactive lifestyle. Weight acquires a result of higher energy admission
than energy consumption after some time. Recreation time busy work (LTPA) is the
most crucial factor in humans’ absolute energy use. Nonetheless, the information
about LTPA as an avoidance factor of the weight acquired is scanty at the populace
level. Bodyweight and LTPA are various wonders among ladies and men. Men are
by and considerably more genuinely dynamic than women. However, weight control
is certainly not a solid rousing element for being dynamic among men. Numerous
men do not perceive themselves as overweight. The weight record (BMI) level re-
lated to grimness and mortality is lower for men than women. To acquire better
information about the weight acquiring pestilence and the relationship to LTPA,
we feel that examinations ought to be performed separated by sex due to the sex-
ual orientation heterogeneity and zero in explicitly on counteraction. It shows that
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overweight and hefty individuals over-report physical activity and see bodyweight
as a hindrance to being genuinely active. Dependent on dreariness and mortality
connected to body weight, The World Wellbeing Association (WHO) has character-
ized bodyweight classes (underweight, typical weight, and overweight) for grown-ups
utilizing BMI ranges. So they selected men characterized as a standard load gauge
by utilizing WHO has normalized BMI characterization framework. To diminish
heterogeneity and the capability of misclassification, they needed to examine the re-
lationship between LTPA and change in BMI in a sound male populace with average
body weight at benchmark with a potential for being dynamic in a forthcoming 11-y
follow-up examination. Moreover, they needed to utilize the backward relationship
between LTPA level and pulse as a determination measure since pulse and wellness
are related. They utilized the pulse to help the legitimacy of the LTPA surveys, and
solid men chose the age range 20-69 years by utilizing the backward relationship
between pulse and LTPA level as a choice model. As a result, this examination
has exhibited a moderate BMI impact of LTPA at the populace level. Despite this,
an undeniable degree of LTPA did not forestall weight acquired during the 11-year
follow-up period. [7]

This study (BMI, Body Build, Body Fatness, and Health Risks, 2012) found that
the weight record (BMI) is frequently reprimanding because it is an off-base muscle-
to-fat ratio list. In any case, verifiable in this analysis is that a superior muscle to fat
ratio pointer would be adequate to isolate unfortunate bulky individuals from fragile
sound individuals. Muscle to fat ratio measures are promptly accessible and are not
better than BMI as pointers of wellbeing hazards. The BMI was created as a file of
large body size by eliminating body stature’s impact on body weight. They Utilized
around one thousand significant class baseball players” BMI information. The BMI’s
values were outlined in two dissipated plots. Tallness and weight were connected,
while stature and BMI were random. Epidemiological investigations evaluated that
have decided BMI and percent muscle versus fat concerning demise rates and dan-
ger factors. On every occasion percent muscle to fat ratio is better than BMI in
foreseeing danger, and BMI is more firmly identified with hazard factors than is
body heftiness. In this way, abundance bulk or huge body size might be a critical
indicator of infection that BMI catches. Critically, even though weight reduction
can decrease muscle versus fat, it cannot change body size or strength. [10]
Another way to look at it: Dubowitz et al. (2012) looked at data from 60,775
women (i.e., n = 60,775 women). They discovered this data from the WHI CT - a
public inquiry of postmenopausal women aged fifty to seventy-nine years of age. In
studying the association between various food outlets in the 1.5 miles surrounding a
woman’s home, registration location, neighbourhood financial status (NSES), BMI,
and circulatory strain, they observed a cross-sectional association (BP). Two writers
used the NSES model and food outlets to demonstrate both straight and strategic
relapse, responding to various sociodemographic parameters, the number of people,
and the influence of irregular occurrences at the parcel and MSA levels. According
to the study, it was found that the correlation between obesity, increased BMI, and
high blood pressure (commonly known as hypertension) is much stronger when ac-
counting for the study subjects’ ability to obtain food and beverages. From the tenth
to the ninety percentile, where BMI was higher by 0.28 kg/m2, their research on the
accessibility of fast food outlets expanded. However, the BMI result was lower by
0.30 kg/m2 for the supermarket subjects as well. While expanding from the tenth
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to the 90th percentile of the school’s budget, NSES found that it cut 1.26 kg/m2 off
the population’s BMI. The percentage of above the 90th percentile scores increased
from the tenth to the 90th percentile, resulting in a 1.11 mm Hg decrease in systolic
blood pressure and a 0.40 mm Hg decrease in diastolic blood pressure. Accessibility
increased from the 90th percentile in the superstore, but 0.31 mm Hg reduced this
room’s diastolic blood pressure. By identifying a relationship between food and
finances, postmenopausal women in this example demonstrated how fundamental,
independent relationships exist between food, nutrition, and health. Because of
these studies, it’s suggested that local climate variations could also assist in efforts
to regulate weight and hypertension.[§]

In the study of Goldschmidt et al. (2008), They disarranged the eating perspectives
and practices which give off an impression of being very regular in youth, and over-
weight youth has been distinguished as a subset of the populace at exceptionally
great danger for underwriting such indications. Overweight and dietary problem
(ED) symptomatology autonomously give critical dangers to physical and psychoso-
cial wellbeing. It showed solid connections with body weight gain and danger for
ED improvement. At the point when simultaneous, the danger for negative wellbe-
ing results might compound. This article aims to audit the writing’s present status
as it concerns scattered eating and its corresponding overweight youngsters and
teenagers. Surviving writing on the control, distribution, corresponds, and etiology
of disarranged eating aspects and studies (i.e., negative mentalities toward shape and
weight, undesirable weight control practices, and overeating) in overweight youth are
investigated and combined to make appraisal and treatment suggestions for medical
services suppliers. The current writing proposes that early discovery of disordered
eating in overweight youth ought to be a need to give the proper intercession, along
these lines easing back the direction of weight acquisition and forestalling or lessening
the drawn-out negative results related with the two conditions. Future examinations
should zero in on elucidating formative pathways and creating novel counteraction
and treatment intercessions for overweight youth displaying disarranged eating de-
signs. [14]

With the help of BMI trajectories the PLOC i.e Prostate, Lung, Colorectal, and
Ovarian Cancer can be analyzed. Through the screening process, this method uses
the BMI data to conduct the research. A questionnaire from the authors was given
to fulfill the necessary data and it was categorized with the criteria that WHO had
given underweight (<18.5 kg m? ); normal (18.5 to 24.9 kg m? ); overweight (25 to
29.9 kg m? ); and obese (>30 kg m? ). The changes in weight during their adulthood
were classified as a loss (< 2 kg), stable (> 2 to < 5 kg), gain (> 5 to < 15 kg),
and notable gain (> 15 kg). To demonstrate the relationship between age-specific
BMI, average BMI, and weight change, along with CRC risk, the authors employed
Cox proportional hazard regression models. Four trajectories were so constructed
as a result of this study. In their investigation, scientists discovered that being fat
greatly increases the risk of having colorectal cancer in maturity. [32]

In the paper of Dar-Nimrod et al. (2014), the authors noticed that the public talk
on hereditary inclinations for stoutness has prospered in many years. Their three in-
vestigations researched typically important associates and outcomes of an apparent
hereditary etiology for heftiness. For their situation study 1, there was a survey of
convictions about etiological clarifications for weight. More grounded underwriting
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of genetic etiology was prescient of a conviction that fat individuals do not influ-
ence their weight. For their situation study 2, convictions about weight and its
causes were evaluated following control of the apparent hidden reason. Contrasted
and a hereditary attribution, a non-hereditary physiological attribution prompted
an expanded impression of authority over one’s weight. For their situation study
3, members read an anecdotal media report introducing either a hereditary clari-
fication, a psychosocial clarification, or clarification (control) for weight. Results
showed that members who read the hereditary clarification gobbled fundamentally
more on a subsequent errand. Taken together, those three investigations of the cre-
ators exhibit the likely impacts of hereditary attributions for weight. [6]

It is estimated that colorectal or colon cancer is the third most common malignancy
in men and women. The number of new cancer cases and fatalities projected to have
occurred in 2008 is predicted to be over 1.2 million and 608,700. The 5-year survival
rate of colorectal cancer is 63if it’s diagnosed properly at its early stage, colorectal
cancer may be cured. Early detection of cancer can save the lives of thousands of
individuals. In addition to this, proper treatment is dependent on how accurately
symptoms are detected by appropriate medical exams. Haque et al. (2005) used
an automated dataset to establish an algorithm especially to differentiate screening
as well as diagnostic endoscopy medical tests of colorectal cancer. Using diagnostic
codes as well as automated data, the system was able to detect which endoscopies
were indications of the endoscopies as well as classify them as diagnostic or screen-
ing. Screening and endoscopy exams differ in cost, symptoms type, treatment type,
methodologies, and time-bound. Besides, in colonoscopy, the whole colon is brought
under observation, while a sigmoidoscopy examines only the lower part of the colon
which is also known as the rectum and sigmoid colon. For this reason, a patient
needs to be given proper treatment by identifying the symptoms. That’s why the
goal of this study was to build up a technique that will be helpful both for the
patients and doctors. For the research purposes, two trained abstractors cooperated
by reviewing medical records from 1997 to 2002. They also assessed the medical
exams comparing those having gastrointestinal conditions or indications. Moreover,
abstractors named the endoscopies as diagnostic if the unclear or specific symptoms
were found which need proper treatment. On the other hand, all other endoscopies
were listed for screening. It was mentioned in the paper that cross-tabulations were
conducted between the approached technique and reports for the determination of
the efficiency by considering , specificity, and sensitivity. After medical report anal-
ysis, the identification was named ”Gold Standard”. Here, sensitivity demonstrates
similarities such that an analytic test for endoscopy was delegated such by clini-
cal records audit. The possibility that the nondiagnostic endoscopy was labeled as
screening is increased by specificity. It is expressed by . The methodology deter-
mines a temporary list of gastrointestinal phases and indications for testing and
improvement, as suggested by the study. The algorithm’s capability whether it can
properly characterize the indication or can’t, diversified by endoscopy exams. Ac-
cording to the procedure, the sensitivities for finding out diagnostic colonoscopy
and sigmoidoscopy were 23.8% and 48.1%. Most of the diagnostic endoscopies were
not able to be covered. On the other hand, the sensitivities for detecting screening
colonoscopy and sigmoidoscopy rates were good enough (84.4% and 87.9% ) but
were found with low specificities. The was 76.3% for sigmoidoscopy but only 44.2%
for colonoscopy. In assessing the algorithm’s efficiency, medical records were used as
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the ”Gold Standard.” Compared to medical data, the algorithm could detect some,
but not all, screening endoscopies. Researchers have said that their approaches have
certain drawbacks since diagnostic colonoscopies were missed in most of them. Dur-
ing the research time, the performance was only carried out on less than 25% of
the members. by adding this initial list and checking to see if specific preventive
health risks show different signs based on gender, Researchers have created an au-
tomated dataset with the intent of helping to find an effective method for screening
and diagnostic distinction. But the number of gastrointestinal conditions, signs, and
symptoms are limited for the algo to mark the endoscopies as diagnostic. Besides,
it doesn’t take the BMI index as an input to generate optimum results. [17]

CRC refers to the abnormal growth in the cells within the colon or rectal area. Dif-
ferent reasons can work as the culprit for CRC. Obesity is one of them. The more one
is obese, the higher the BMI as well as the risk of colorectal cancer. (Sinn et al.,2017)
showed how metabolically-healthy obesity can contribute to increasing the chances
of having colorectal adenoma(CRA) which is an antecedent of CRC. They analyzed
the connection between BMI chart, metabolic condition as well as CRC of adults
who had cancers but no symptoms initially and had undergone colonoscopy Health
Promotion Center of Samsung Medical Center. For the research purpose, having
an equilibrium model assessment of insulin resistance was taken less than 2.5, and
metabolically fit was referred to as not having any kind of abnormalities. For the
study purpose, 9,182 metabolically-healthy and 17,407 unhealthy participants were
chosen. The Possibilities of having CRA was categorized as any, multiple, and high
risk. According to their finding, people with higher BMI have more risk in these
types of sections than healthy ones.[27]

BMI (body mass index) is the ideal and standard process for controlling obesity
among people. According to the House of Commons Select committee and two ex-
pert groups of USA, the BMI (body mass index) of school-going children should be
observed, and parents should know about the outcome. Further, the Select Com-
mittee asked for an explanation from the parents whose children were overweight,
and BMI cut-offs were chosen to give instructions to parents. BMI is related enough
to the measurement of fatness used as a public health instrument for controlling
obesity. As there is much separate inconsistency among BMI (body mass index)
and body fat, heart disease, and other permanent health effects, BMI is a deficient
agent for obesity. Childhood obesity is a threat to public health as it causes harm-
ful effects on health. It causes unhappiness because a person who is obese feels
unattractive. UK government made a target of reducing obesity by 2010. [15]

A prevalent cause of cancer-related death in women nowadays is breast cancer. A
study by Wambui et al. (2005) found a significant association between age, weight,
and the likelihood of getting breast cancer by the time women are 25 and have an
initial breast cancer diagnosis. The shifting effects of demographic variables were
also accounted for in this strategy. This information from the National Health and
Nutrition Examination Survey was used. Those ladies responded to the poll (172
with breast cancer and 2723 with no breast cancer diagnosis). Though all three of
these women were 50 or older, none were pregnant, and none of them had any non-
breast cancer. The researchers applied multivariate logistic regression to calculate
the odds ratio and confidence intervals at the 95% level. When the study was per-
formed, women who had a higher body mass index (BMI) had a 2.1-fold increased
risk (OR 2.1; 95% CI 1.1-3.8) of getting breast cancer compared to women with an
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optimum BMI (risk of getting breast cancer). A meaningful link was established
among general BMI and increased BMI in non-Hispanic black women (odds ratio
6.6, 95 per cent confidence interval 1.68-25.86). (odds ratio 4.2; 95 percent confi-
dence interval 1.02 -17.75). To put it another way, women who are obese when they
are over 25 are at greater risk of breast cancer. Even for non-Hispanic black women
aged 50 and up, the risk is substantial. [12]

Child obesity is a huge problem because of the damage it does to health for life.
Reducing obesity in kids over the long term will need having basic information. The
effectiveness of physical activity in treating pediatric obesity is unmeasured, yet this
method effectively treats obesity. The analysis of physical activity and waist cir-
cumference on overweight children for the sake of helping enlighten with intervention
methods that assist with permanent weight loss in obese children could benefit from
this type of study. A study conducted by Andrew et al. explored a relation between
persistent PA-BMI in overweight children. Three thousand nine hundred fifty-eight
children were observed, and 258 were enrolled, and in 3 years follow-up of 5 or 10
obese children in Melbourne, 182 were evaluated (76 eliminated for missing data).
Some significant gains were observed when people wore the accelerometer for seven
days. These include BMI z score (coefficient of determination was 0.02, with 95 per
cent confidence interval from 0.04 to 0.09), as well as a difference in BMI category
(odds ratio was 0.70; with 95 per cent confidence interval from 0.43 to 1.13) and
changes in BMI values up to the point where a person’s BMI was 0.5 were observed.
Throughout the study, daily activity did not affect BMI change. BMI z score will
be reduced by 0.11 for every 100 counts per minute increase in the use of exchange
instead of a money donation (95 per cent CI 0.03 to 0.20 and p 0.006). Because
it’s been shown that maintaining increased physical activity levels for three years in
obese youngsters reduces the BMI score. [30]

Body mass index was significantly associated with both mortality risk at the time
of diagnosis and mortality risk following the diagnosis of colorectal cancer. Whilst
preliminary study reveals that exercising can be suggested for people with cancer,
outcomes show that suggestions are not warranted for those who are overweight in
the immediate period Despite medical research indicates that being physically fit
in cancer patients is beneficial, data show that advocating for weight loss in symp-
tomatic overweight people who experience the symptoms of their disease right after
diagnosis is ill-advised. The paper employed covariance to evaluate linear variables
by BMI categories and age at diagnosis in the context of people with a BMI at or
above the median. [20]
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Chapter 3

Data Collection and Feature
Selection

3.1 Data Collection

In recent years, BMI has been treated as an essential topic in a variety of study
domains. Our goal is to bring machine learning principles into this field of study.
Machine learning technologies are being utilized to tackle social health problems in
the new era of artificial intelligence. They are regarded as well adapted to handle
specific problems since they produce improved precision. In the previous papers, the
researchers have pointed out several problems and techniques to tackle the situation
using some advanced tools, and they researched at a very high level. So we tried to
conduct the study at a primary level and decide based on this topic. Since we were
conducting the research, the world went through a big blow of COVID-19, and the
world came under a massive threat, and we were bound to take the study securely.
So as the country was under a complete lockdown and we could not research an
online process. We collected our primary data from the google form with some
questionnaires on it from different people across the country. Collecting this dataset
is to make research more lenient and more accurate for this region. Our research
also compared the attributes of other countries with our dataset and concluded with
it. In order to make our dataset, we concluded that we needed 17 different columns
to make our study more relevant to come up with a solution. As for our study, we
collected more than five hundred data from our google questionnaire. And then,
we collected the dataset based on behaviors and the characteristics of our daily
life. We took the data about the person’s family history of being obese or not.
Because some studies have shown that a person is obese or not can be found out
from their family and their surroundings where they live or spent most of their
life. Genes can influence appetite management, food consumption, metabolism,
body-fat distribution, body mass index (BMI), food preferences, exercise response,
and an individual’s eveningness or morningness, all of which can lead to obesity.
With the conclusion of the Human Genome Project in 2003 and the accompanying
advancement in technology, our understanding of the genetic basis of obesity has
grown dramatically—though there is still more to learn. Obesity genetic associations
are classified as polygenic, monogenic, or epigenetic.[13] In addition, body mass also
varies greatly between men and women, even when they are the same age and
gender. It appears that girls who start puberty early are more likely to be obese as
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Figure 3.1: System module for ML-based approach

adults. In fig. 3.2 we can see that, childhood (pre-menarcheal) weight and height
are strongly associated with earlier menarche, obesity in older adolescent females
is more prevalent because obesity that started during childhood has continued into
adulthood. The role of early menarche on adult obesity has been over-emphasized
since further research is required. Most of the apparent effects of menarcheal age
on adult obesity can be explained by the link between menarcheal age and obesity

in childhood. [11]
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Figure 3.2: Variation of obesity due to age

Firstly, these were the features that we wanted to conduct our study, so the features
shown in table 3.1 were included in our questionnaire. Nevertheless, these were in-
dicated in our dataset as short-form using some keywords. For example, Frequent
consumption of high caloric food (FAVC), Frequency of Consumption of vegeta-
bles (FCVC), Number of main meals (NCP), Consumption of food between meals
(CAEC), Consumption of water daily (CH20), and Consumption of alcohol (CALC)
Calories consumption monitoring (SCC), Physical activity frequency (FAF), Time
using technology devices (TUE), Transportation used (MTRANS). The dataset was
organized, and the class variable NObesity was defined with the values of Insuf-
ficient Weight, Normal Weight, Level I Overweight, Level I Overweight, Type I
Obesity, Type II Obesity, and Type III Obesity based on the information obtained
from WHO. In fig. 3.3 and in fig. 3.4 the scaled and non-scaled datasets are shown
respectively.

Column Feature Name
Gender

Age

Height

Weight

Family History

Water Consumption
Alcohol Consumption
Calorie Consumption
No. Of Meals

Smoking
Transportation
Physical Activity
Consumption Of Vegetables
Electronic Device Usage

O 0| | O O = W N+~

—| =
= o

—_
N}

—_
w

—_
S

Table 3.1: Feature Names
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_ Gender  Age  Heght  weigh B Famiyfisty FAVC Fove NeP CAEC __ SHOKE CHiO scc

liae 4 1303 1) 264733748 Mo N ho 2 Mo e
Femele pil 8 8 q» Yeg Yes o 3 No 14
llae % 17212 n M504 Yo He Yes 3 No He
Viae i 1718 # 85141 Yo {4 Yes 4 Mo 15
llae b 16 64 226751369 HNo fes Yes 3 Yes 14
lae z 17212 B 2630072872 Yes Yes Ves 2 Yes e
liae EM 82 1598692307 Mo ¥es Yes 4 Yes e
e 175 (5 2.22440% No Yes ho 3 FregLenty IVes Ne
lag P4 e 9 ZTNETTBR Yes fes ho 2 Zomafimes  No e
lae 175 6 2 44% o Yes h 3 Frequenty Yes He
liae R Ll 2720677265 Yee fes o 2 Somelimes  No e
llae 17373 3 2533 No fes Yes 3 No He
Vae z ET4 n 2561088505 o Yes Yes 1 Yes e
Vlae A 17 T 24 3048706 Mo fes Yes 3 Mo e
lize 1€ 179733 n a5z Yo He Yes 3 No He
llae 1 173832 5 1660782139 Ho He Yes 2 Somt Ho He
Vae 2z 17212 B 53 Yes Yes Yes 2 Fregeenty No Ne
lae 1 1325782 2 2750660338 Vee Yes Vs 3 Az No Ne
liae x “E74 i 2704221205 Ho fes ho 3 etimes Mo He
Femele Pl a T 2690661938 Mo fes ho 4 e Yes fes
liae z 8 8 2530664198 o Yes o 3 Comelimes  Yes fes
llae 1€ 1m 8 207400855 L} fes Ves 1 Yes e
liae z 12 6 A2z Mo fes Yes 3 Yes e
liae 1 167 5 16-3839368 No Yes Yes 3 Mo e
llae % 178 2] 1708166662 Yo He ho 4 Ho He
Viae A 8 4§ 140753086 Mo N ho 2 o e
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Femele b 7 63 AN7'6 h(:] Yes Yes 3 slines Mo e
lae x ‘3 7 2685185185 No Yes Yes 3 Frequenty No Ne
Vae K3 178 £ 250U Mo Yes Yes 1 Awae Yes Ne
Figure 3.3: Non-scaled Dataset
Gender Age Height  weigth BMI Family_hi FAVC FCVC NCP CAEC SMOKE CH20 scc FAF TUE CALC MTRANS NobeyescRISK
0 24 1.803 85 26.14734 1 1 1 2 3 1] 1] 1] 0 1] o 0 2 0
1 21 L6 80 3125 0 0 1 3 1 1 2 1 0 2 0 1 3 1
L 24 172212 71242776 0 1 0 3 1 1 1 1 0 2 0 0 1 0
o 18 1778 84 2657143 0 1 0 4 3 1 3 0 3 2 0 0 2 0
0 24 168 64 22.67574 1 0 0 3 1] 0 4 1] 0 1] 0 0 1 0
0 23 172212 78 26.30073 0 0 0 2 1 0 2 1 2 2 0 0 2 0
o 22 18034 52 15.98892 1 0 0 4 1 0 1 1 0 2 0 0 0 0
o 23 175 65 21.22449 1 0 1 3 2 0 1 1 2 2 0 2 1 0
o 23 18288 91 27.20877 0 0 1 2 1] 1] 1] 1] 1] 2 0 2 2 0
0 23 175 65 2122449 1 0 1 3 2 0 1 1 2 2 0 2 1 0
L 23 18288 91 27.20877 0 0 1 2 1 1 1 1 1 2 0 2 2 0
0 23 173736 68 2252834 1 L L 3 1 1 2 1 1 2 0 2 1 0
0 23 16764 72 25.61989 1 0 0 1 1 0 3 1 0 2 2 3 2 0
0 20 178 77 2430249 1 0 0 3 1 1 2 1 2 1 2 1 1 0
0 18 173736 71 2352224 0 1 0 3 1 1 2 1 0 2 0 0 1 0
o 17 1.79832 54 16.69782 1 1 0 2 1 1 3 1 0 2 0 2 0 0
o 23 172212 75 2528916 0 0 0 2 2 1 1 1 0 2 0 2 2 0
o 18 1.825752 92 27.59969 0 0 0 3 3 i 4 i 0 i1 0 2 2 0
0 29 16764 76 27.04321 1 0 1 3 1] 1] 1] 1] 0 2 0 2 2 0
1 4 17 78 26.98962 1 0 1 4 0 0 4 0 3 1 3 1 2 0
o 23 13 82 25.30364 1 0 1 3 1 0 1 0 2 1 0 2 2 0
o 18 172 88 29.74581 1 0 0 1 1 0 2 1 0 1 0 2 2 0
0 2 1712 60 20.28123 1 0 0 3 1] 0 2 1] 0 1] 2 1 1 0
0 17 167 45 16.13539 1 0 0 3 1 1 4 1 0 2 0 2 0 0
o 3 1778 54 17.08167 0 1 1 4 4 4 3 4 0 2 0 d, 0 0
o 21 18 46 14.19753 i 1 1 2 1 1 2 1 0 1 0 2 0 0
1 22 15748 70 28.22586 0] 1. 0 3 2 1 1 1 0 2 0 1 2 0
0 13 17 64 2214533 1 1 0 1 1 1 1 1 1 2 0 0 1 0
o 18 1778 86 27.20414 0 1 0 3 1] 1] 2 1] 2 2 0 1) 2 0
1 24 16256 65 24.59722 0 0 0 3 1 1 5 1 0 2 2 2 1 0
o 20 18 87 26.85185 1 0 0 3 2 1 5 1 0 2 0 2 2 0
0 u 1 622151005 1 0 0 1 3 0 2 1 2 1 0 2 1 0

Figure 3.4: Scaled Dataset
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3.1.1 Data Pre Processing

As for data processing, we found it a great challenge to make it scaled from the
non-scaled dataset. The reason behind this is that many persons who filled up the
form only gave us the context type data, and from there, we had to convert it to
numerical data to make the best use of the dataset for our study to progress further.
We received around more than 500 hundred person data to work with them and
process them to approach it in a machine learning manner. Nevertheless, as we
know, contextual data can be a lot harder to process, and it becomes much more
complicated when there are dummy data as some of the people gave it. In our form,
we wanted to know around 17 questions from the users. In general, people gave
their height and weight in feet and kilogram respectively. Nevertheless, to calculate
the BMI and process the data, we needed to convert it into centimeters, and it was
a challenge as more than 500 hundred data was needed to edit. For the approach to-
wards our dataset, We converted all the contextual data such as the transportation
they have been using (which is denoted as MTRANS), Consumption of food between
meals (denoted as CAEC), Gender, family_history, frequent Consumption of high
caloric food (denoted by FAVC), frequent Consumption of vegetables( denoted by
FCVC), do the smoke or not (Smoke), do they drink alcohol or not (CALC), do they
monitor their calorie intake (SCC) and the types of obese they are. We followed
the data cleaning procedure to convert them into numerical data to make it more
organized and more accurate for the feature extraction process. As per our dataset,
we considered;

”Gender”: "Male” as 0, "Female” as 1,

" Family_history”: "Yes” as 0, "No” as 1,

"Nobeyesdad” : "Insuficient Weight” as 0 ,

"Normal Weight” as 1, "Overweight” as 2, ”Obesity I” as 3, "Obesity II" as 4,
”Obesity III” as 5,

"RISK”: "Risk” as 1, ”"No risk” as 0,

"CAEC” : 7 Always” as 3, "Frequently” as 2, ”Sometimes” as 1, "No” as 0,
"FAF”: ”I do not have” as 0, "1 or 2 days” as 1, 72 or 4 days” as 2, "4 or 5 days”
as 3,

"FAVC”: ”Yes” as 0,”No” as 1,

"FCVC”: "Yes” as 0, "No” as 1,

"SMOKE”: ”Yes” as 0, "No” as 1,

"SCC”: "Yes” as 0, "No” as 1,

"TUE”: 70-2 hours” as 1, ”3-5 hours” as 2, "more than 5 hours” as 3,

"CALC”: 7 Always” as 3, "sometimes” as 2, "Frequently” as 1, "I do not drink” as
07

"MTRANS”: ”Walking” as 0, ” Automobile” as 1,” Public Transportation” as 2,” Mo-
torbike” as 3,”Bicycle” as 4.

And then, the dataset was all in numerical form as we expected as per shown in fig
3.5.
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Gender inte4

Age floatsd
Height floated
weigth floatod
BMI floatod
Family history inte4
FAVC int64
FCWC int64
MCP inte4
CAEC inte4
SMOKE ints4
CH20 ints4
5CC ints4
FAF intc4
TUE inte4
CALC inte4
MTRANS inte4
Mobeyesdad inte4

RISK ints4

Figure 3.5: Datatype

As we compare our dataset to the Dataset of Colombia, Peru, and Mexico, we had
to process that dataset too. Furthermore, that dataset also carried the contextual
forms. So we considered;

”Gender”: "Male” as 0, "Female” as 1,

” famaly_history with_overweight”: ”yes” as 0, "no” as 1,

"NObeyesdad”:” Insufficient_Weight” as0,” Normal_Weight” as 1,” Overweight pevel _I”
as 2,

" Overweight_Level _I1" as 3, "Obesity Type_I" as 4, " Obesity_Type_II” as 5,
"Obesity Type_ I11” as 6 ,

"RISK”: "Risk” as 1, ”"No risk” as 0,

"CAEC” : 7 Always” as 3, "Frequently” as 2, ”Sometimes” as 1, "no” as 0,

"FAVC”: "yes” as 0,”no” as 1,

"SMOKE”: "yes” as 0, "no” as 1,

"SCC”: "yes” as 0, "no” as 1,

"CALC”: 7 Always” as 3,”Sometimes” as 2,” Frequently” as 1,”no” as 0 ,
"MTRANS”: ”Walking”as 0,” Automobile” as 1, ” Public_T'ransportation” as 2,” Bike”
as 3, "Motorbike” as 4.

And then, the datatype was sorted just in the numerical form as shown in fig. 3.6.
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Gender inte4

Age floated
Height floatod
Height tloated
family history_with_owverweight inted
FAVC inte4
FCWVC floated
MCP tloatad
CAEC inte4
SMOKE inte4
CH20 Tloato4d
SCC inte4
FAF floated
TUE floats4d
CALC inte4
MTRANS inte4
MObeyesdad inte4
BMI floated

RISK inte4

Figure 3.6: Datatype

3.2 Feature Selection

3.2.1 Borutashap Feature Extraction

BorutaShap is a features extraction wrapper technique that combines the Boruta
feature selection algorithm and Shapley values. This combination outperforms the
original Permutation Importance technique in terms of both the performance and
accuracy of the feature subset produced. This technique provides a superior sub-
set of features and provides the most reliable and timely global feature rankings,
which may be utilized for model inference. Unlike the original R package, which
only enables the user to pick a Random Forest model as the base model in the fea-
ture selection process, BorutaShap allows the user to pick any Tree-Based learner as
the basic model. As BorutaShap’s improvements in performance, the SHAP Tree-
Explainer scales proportionally to the number of observations, making it difficult
to employ with massive datasets. BorutaShap features a sampling technique that
employs the lowest possible subsample of the data available at each step of the al-
gorithm to fight this. Some steps that this extraction process follows are:

1. Create new copies of all of the other features in the data set, label them
shadow + feature name, and then shuffie them to eliminate their correlations with
the dependent variables

2. Attributes with a significance below the limit are termed 'unimportant,” and they
are deleted from the process. Consider the traits that are much more essential than
the criterion to be 'important.’

3. Remove all shadowed features and continue the operation till every feature has

been assigned a significance or the algorithm has reached the number of runs speci-
fied before.
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It is calculated independently for each tree in the forest that uses a specific property
to classify itself. The accuracy loss’ average and standard deviation are then calcu-
lated. The Z score, which is calculated by dividing the average loss by its standard
deviation, may also be used as a significance metric. As the general formula of the
z-score:

(z—p)

z =

Nonetheless, in Boruta, we choose the Z score as the key metric since it accounts for
the changes in mean accuracy loss across forest trees as we used a Random Forest
classifier for this extraction process. The method determines if the feature Z-scores
were improved by comparing the shuffled versions of the features to the original fea-
tures at each iteration. In this case, the algorithm classifies the attribute as being
required. To summarize, shown in fig. 3.7 the method measures the feature’s impor-
tance against random samples shuffled, helping the software maintain robustness. To
identify the features that outperformed the shadows, a binomial distribution is used.

Original data Shadow features

[FL [F2 [F3 [F4 [ENNS1 [s2 [s3_[s4
1 1 2 3 301 2 1
A—3 0 2 1 4+ EEENENE
2 1 3 2 2 0 2 3

Random

Forest

. MDI 2 .001 .02 .009 .09
Hit +1 0 0 +1 - - - max

Figure 3.7: Feature Extraction using BorutaShap
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3.3 Feature Analysis

In our research, the purpose is to identify the vulnerable person to become obese
shortly. Also, to build a model which will enable the existing systems to identify
obese people. We make a questionnaire of Over 17 attributes where the participants
have to answer in a binary form. Some essential features have been identified later by
running some algorithms like Logistic regression, Random Forest, Linear Regression,
and K-nearest neighbor (KNN) put high value in identifying the prospective drug
addicted person. We get the histogram as hown in fig.3.8, the Weight count from
our dataset that shows the percentage of people weighted below or above the line.

6.00% .
5 56% Nurmber and percentage of weigth

5

378%
0 3.56% 356% 356% - 4ap .
333% 333% 4.0

a, 0,
5 267% 267% 5 voy 244% 244%
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weigth

Figure 3.8: Number and Percentage of Weight
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As we also collected the data according to their drinking habits and their meat
consumption in fig.3.9. According to the data, fast food intake appears to be linked
to a rising incidence of severe obesity. Given that morbid and super morbid obesity
rates are increasing faster than moderate obesity, it is essential to investigate the
behavioural factors linked to these trends.[16] From our Dataset, we get that meal
consumption is 3 in most cases, but most people often get a meal between 1 and 2.

Then we decided to collect the destructive factors that also affect the BMI of the

@ Eetween 1 and 2
®:
@ More than 3

Figure 3.9: Meal Consumption

human body. In fig.3.10 smoking percentage is shown. Obesity is more common
in males, and some studies have found that smoking is only a risk factor for males.
Obesity, smoking, and physical inactivity were studied concerning chronic kidney
disease (CKD) in the general population and if CKD risk was limited to males.[16]
Most men of our country are usually involved in smoking, and also few are also
involved in drinking.

® ves
& Mo

Figure 3.10: Smoking Percentage
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As we can see that very few numbers of people in our country are also involved
in drinking shown in fig.3.11, but a small group of people is always involved in
it. In both genders, the fraction of energy underreporting dropped as the amount
of alcohol consumed increased. Multiple logistic regression studies that accounted
for energy underreporting, smoking, leisure-time physical activity, energy, and food
quality found that drinking more than three glasses of alcohol was substantially
related to the risk of abdominal obesity.[26]

According to our Dataset, we found out that a lot of the population does not count

@ | do not drink
® sometimes

Frequently
@ Always

Figure 3.11: Alcohol Consumption

the amount of protein or calorie consumption in their daily life shown in fig.3.12 and
the water consumption part too in fig.3.13. Because in our country people eat a lot
of different things which makes them more affected to obese. Calorie measurement
is necessary. Lifestyles, especially food patterns, have altered dramatically over the
world in the last 20-30 years, accompanied by a global obesity pandemic. While
physical activity has dropped in many places, particularly in low-income nations,
the best available data shows that total physical activity has stayed consistent or
even grown in high-income nations like the United States. This suggests that in the
United States, a worsening diet is the primary cause of obesity. However, in most
low-income nations, a combination of decreasing physical activity and a worsening
diet is more likely. As nutrition is a significant risk factor for obesity, it is critical to
understand how it causes weight gain. Obesity, according to popular belief, is caused
by a calorie and energy imbalance, in which people consume too many calories while
moving insufficiently. This viewpoint has influenced both scientific research and
government policy. For decades, low-fat diets were advocated for obesity prevention
merely because fat has a more extensive energy content per gram (9 kcal/g) than
carbs and proteins (4 kcal/g). [21]
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Figure 3.12: Calorie Consumption

@ Less than a Liter
@ Betweean 1 and 2
® More than 2

Figure 3.13: Water Consumption

In our present generation, the young generation is always involved in their mobile
phones or their electronic devices such as gaming components and their laptop or
their PC and recently a new evolution of individual components such as Tablets and
many more shown in fig.3.14. People usually spend most of the time using them and
making themselves idler. From our dataset, we can see that around 67.2% of people
use their phone more than 5 hours which may be a considerable lead to obese and
only a very few percentages of people are using it for less than 2 hours.

@ 0-2 hours
@ 3-5 hours
@ more than 5 hours

Figure 3.14: Electronic device use
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The fig.3.15 shows the histogram of the Obesity level vs age of our data and the
Obesity vs Height and Obesity vs Weight of our dataset.
The below situation in fig.3.16 describes the calorie intake monitoring of a person

Obesity Levels & Age Obesity Levels & Height Obesity Levels & Weight
016 5 0.030

4 0.025
0.020

0.015

Density
Density
Density

0.010
0.005

0.00 0 0.000 —
20 40 14 16 18 20 0 100 200

Figure 3.15: Comparison of Obesity vs Age, Height, Weight

and in fig.3.17 shows consumption of meal, as calorie intake is highly involved with
the obese these days. Nutrition was calorie-dense but micronutrient-deficient before
nutritional management. In BMC, blood concentrations of 25-hydroxyvitamin-D,
vitamin C, selenium, iron, and -carotene, vitamin C, and lycopene were found to be
deficient at the foundation. Even more, participants reported lower micronutrient
intake of vitamin C (serum, BMC), zinc, and lycopene after a three-month formula
diet. Lipophilic blood vitamin contents and iron and C-reactive protein had a strong
negative connection with body fat. [5]

M [ ] L] ] ]
’ I I
Yes L]

Figure 3.16: Calorie consumption monitoring
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Figure 3.17: Consumption of Meals

3.3.1 Heatmap of Data

A heat map (or heatmap) is a two-dimensional data visualization tool that displays
the magnitude of phenomena as colour. The colour fluctuation might be via hue
or intensity, providing the reader clear visual indications about how the occurrence
is clustered or evolves. As it depends solely on the correlation of the data. The
correlation of our data is shown in fig.3.18

Gender Age Height ... MTRANS Nobeyesdad RISK
Gender 1.0000@0 ©.991626 -8.557838 ... -@.026112 -0.870708 ©.806774
Age 8.891026 1.808600 ©.826637 ... ©.1982%4 8.1862513 ©.864841
Height -@.557838 ©.826637 1.eeeee8 ... -8.813431 -8.112859 -8.128288
weigth -6.310060 @.1@7687 ©.394335 ... 0©.043036 B.774869 8.529254
BMI -6.854576 ©.113383 -6.161372 ... ©.078238 ©.919938 ©.655638
Family history -©.042392 -8.842272 -0.832546 ... 0©.068947 -0.143937 -8.896679
FANVC 8.913538 -9.838864 -0.89496% ... -98.0875663 -0.142835 -8.158a874
FCWC 8.923743 9.899462 ©.847625 ... 0.853945 0.938671 ©.816751
NCP -8.056887 ©.01%64 ©0.105868 ... -0.05344% 9.998511 ©.851864
CAEC -6.855878 -0.820968 ©.863558 ... -9.912152 0.826832 ©.864676
SMOKE 8.2822628 0.606753 -8.124938 ... -8.138229 -8.872845 -9.8B84820
CH20 -6.123937 ©.187965 ©0.136089 ... 0©.061546 8.843455 B.840261
5CC -6.688611 -8.669833 ©.8656359 ... 0.121638 -0.8561188 ©.817523
FAF -6.833626 ©.156958 ©.892176 ... -9.038998 -9.844973 -0,121957
TUE 8.001486 -8.858796 ©.843583 ... -8.875126 8.135338 ©.898148
CALC @.e44225 6.295471 B8.113891 ... 8.185677 8.17878@ ©8.851978
MTRANS -8.826112 @.198294 -6.813431 ... 1.00g00@ 8.857692 ©.854217
Nobeyesdad -6.676768 ©.162513 -6.112859 ... ©.857@92 1.660688 ©.736990
RISK g.886774 @.e64e41 -0.120288 8.854217 8.7369%@ 1.000000

Figure 3.18: Correlation of Data

Two essentially distinct forms of heat maps: the cluster heat map and the spatial
heat map. Magnitudes are placed in a fixed cell size matrix whose rows and columns
represent discrete phenomena and categories. The ordering of rows and columns is
purposeful and somewhat random, intending to identify clusters or show them as
determined by statistical research as shown in fig.3.19.
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The cell size is variable, but it must be large enough to be seen. The position of a
magnitude on a spatial heat map, on the other hand, is determined by its location in
that space, and there is no concept of cells; the phenomena are assumed to change
constantly. We have generated the heat Map of our data. A heat map is one of
the best visual representations for a large dataset. A different shade explains the
difference in the correlation in our scattered dataset. We have around 17 columns
and their questionnaires along with them. As we are also comparing with the dataset
of other regions, the correlation of that dataset is also shown in the heatmap and the
correlation in fig.3.20 to make it more straightforward and visually understandable,
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Figure 3.19: Heatmap of Dataset

as the heatmap is one of the best approaches.

Gender
Gender 1.8868888
Age -6.843394
Height -8.618466
lleight -8.161668
family history with_overweight @.1e2512
FAVC 8.864024
FCVC 8.274585
NCP -0.867680
CAEC 8.091543
SMOKE 8.844508
CHz20 -8.1a793@
SCC -8.182633
FAF -8.13%687
TUE -98.817269
CALC 8.038571
MTRANS 8.112189
NObeyesdad 8.831464
BMI @.853835
RISK -0.8e0442

Figure 3.20: Correlation
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3.3.2 Approach for Feature Selection

From our extensive research, we have been able to identify several universal char-
acteristics. Most of the papers listed many additional features, but to produce
the optimum outcome, we had to select only a small number of them. Many data
dimensionality reduction methods are routinely utilized, such as Principal Compo-
nent Analysis, Singular Value Decomposition, etc. Given this information, you must
wonder why you would ever need to use any other features extraction approaches.
Unsupervised feature selection approaches have problems with these techniques: As
an example, we may look at PCA, which detects the component using the differ-
ence in data variance. These solutions disregard the relationship between extracted
characteristics and the target class or values. These processes also require adjust-
ments before being employed because certain assumptions, such as normality, are
connected. Restrictions on data do not apply to all forms of data.

The use of filters in the preprocessing process is rather widespread. Feature selection
has no bearing on machine learning algorithms of any kind. Instead, attributes are
selected based on their connection to the outcome variable, which is demonstrated
through various statistical tests. Additional typical filter approaches include Pear-
son, Spearman, Distance, Chi-Squared test, and Anova.

Here, Forward Selection and Backward Elimination are but a few of the many wrap-
per approaches that can be used.

As, we used the BorutaShap Model of extracting our data which is also a wrapper
method of training a dataset shown in fig.3.21. As from our selected features, the
Borutashap algorithm extracted 8 of the essential features from 17 features of the
dataset and the remaining 10 of them as non-important features as the pseudocode
describes the nature of this process.

frem BorutaShap import BorutaShap

from sklearn.ensemble import RandomForestClassifier

d
X = df2.drop(['RISK'],axis=1)
¥

= dfZ['RISE'
modsl = RandemForestClazzifisr()
z no model selected default iz Random Forest, if classification is
False it is a Regression problem
Feature Selector = BorutaShap(model=model, importance measure='shap’',
clazzification=Trus)
Feature_Selector.fit (X=X, y=y, n_trials=100, random state=0]

Figure 3.21: BorutaShap Feature Extraction
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After this process, our desired result is achieved, and we get all the essential features
that we needed for this study to make sure the research is conducted in an exemplary
manner. The importance of the features are shown in fig.3.22. We also conducted
the feature importance test to prove the features that we used to make our final
decision.
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Feature 0
Feature 1

Bl Class 0
Feature 2
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I I I I | |
0.00 0.05 0.10 015 0.20 0.25

mean(|SHAP value|} (average impact on model output magnitude)

Figure 3.22: Feature Importance of our data

As of now, for the filtering process, we faced several challenges. Because many people
gave many dummy inputs and did not give any input, we had the best members to
cover them up and correct them. As the persons who filled up the form given their
Height in Feets, but for our study to conduct, we needed them in Centimeters, so
our members converted it using machine techniques. Furthermore, to convert our
work in the best way, we needed the value for BMI and the Level of obesity. We also
calculated them and also by levelling the highest from the lowest. Moreover, the
risk factors were also denoted by their side, and they were levelled as “Risk” and
“no Risk”. As from the feature extraction process, we extracted the target features
of the other dataset as per fig.3.23, too, with which we are about to compare our
work.
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Figure 3.23: Feature Importance of the other dataset
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Chapter 4

Model Selection and Result
Analysis

4.1 Machine Learning

Machine learning is a rapidly emerging area of computing where computers are
trained to do things that are thought to be intelligent by human beings. Larger
quantities of data have become workhorses in the present era of so-called big data. A
variety of industries are using machine learning to improve efficiency and save money,
including computer vision, pattern recognition, spacecraft engineering, banking, and
entertainment.[9] Machine learning algorithms are employed in numerous different
applications. Artificial Intelligence is applicable in a wide range of domains, includ-
ing image analysis and computer vision. Explicitly describing how something should
be done is seldom a good idea. Machine Learning is almost always recommended.
Advances in technology have changed the current state of machine learning. The
researchers conducted experiments to investigate if the computer could learn with-
out being taught to carry out a specific activity. While algorithms are trained using
labelled instances, such as an intake where the outcome is known, supervised learn-
ing or unsupervised learning may be employed. Failure and operational data items
may be labelled ”F” (Failed) or "R” (passed). An algorithm learns by comparing its
output to the correct outputs to identify faults. Once it has done that, it will apply
the changes to the model. The classification, regression, prediction, and gradient
boosting methods are used to anticipate label values on data that has not yet been
tagged by predicting what the values will be. Under these conditions, supervised
learning is usually used. In conclusion, based on our investigation, we found that
we do supervise the learning of anticipating the effect of obesity within our region.
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4.2 Supervised Learning

Supervised machine learning design focuses on creating algorithms capable of devel-
oping broad pattern and hypotheses by using previously given instances to forecast
future examples. In fig.4.1, classification algorithms that use supervised learning
attempt to use previously learned knowledge to categorize new data. In data sci-
ence challenges, classification is used rather frequently. For tackling such issues,
several practical strategies have been presented, including rule-based approaches,
logic-based approaches, instance-based approaches, and stochastic strategies. The
usefulness of supervised machine learning algorithms is discussed in terms of ac-
curacy, learning speed, complexity, and the danger of overfitting metrics in this
study.[8] There are various supervised learning algorithms available, each with its
own set of advantages and disadvantages. There is no one-size-fits-all learning algo-
rithm that can solve all supervised learning issues. If you have a set of N training
examples in the form {{x1,y1},.....,{zN, YN}}, such that xi is the feature vec-
tor of the i-th example and yz is its label (i.e., class), a learning algorithm seeks a
function g:X— >Y, where X is the input space, and Y is the output space. The
function g is a component of the hypothesis space, which is a collection of alterna-
tive functions G. The risk R (g) of function g is defined as the expected loss of g
It can be assumed from the training data as.

Remp( )— %; (yza ( Z))

i
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| LEARNING
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[CLASSIFICATION REGRESSION 1

( Support Vector Linear Regression,
| Machineas Gﬁ\ I
|. Discriminant - SVR. GPR l
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Y
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= = =
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Figure 4.1: Supervised learning
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The training algorithms in supervised learning require labelled inputs and outputs,
whereas the training algorithms in unsupervised learning do not. This algorithm
"learns” by repeatedly making a prediction on the training dataset and fine-tuning
those predictions based on how accurate they are in supervised learning.

4.3 Naive Bayes Algorithm Implementation

The Bayes Theorem is utilized in a wide range of various classification problems,
including the Naive Bayes method. The Naive Bayes algorithm demonstrates the
basic approach of generating classifiers using Naive Bayes. Instead of building a
single algorithm to build classifiers, a broad range of algorithms with similar prin-
ciples form a family. In our research, we used the Gaussian Naive Bayes method in
particular and discussed the results. We are all familiar with the Bayes Theorem,
which goes like this:

PylX) = S5t
In this formula, y stands for class, and X stands for data. In this case, we have
one observation to predict and two possible classes: RISK, no - RISK. As a result,
we will compute two posteriors: one for Obese people and. When working with
continuous data, it is common to assume that the continuous values associated with
each class follow a standard (or Gaussian) distribution.

_ P(aly)P(x2ly)...P(zaly) P(y)
Here x1,x2,x3,... are the features that we used here. Assume the training data

includes a continuous attribute called x. The mean and variance of x are computed
in each class after the data is segmented by class. As for our study, we selected
8 features like the essential features, and then we calculated the accuracy through
this algorithm. A test_size of 30% was taken from our dataset, and the other was
for the training of the data. We were able to get an accuracy of 90.5% by the
selected features that we used. It yielded one of the best results that we achieved
throughout our study. On the other dataset that concerns Colombia, Peru, and
Mexico, we were able to get an accuracy of 88.64% by the newly selected data
according to that dataset. The model gave a decent accuracy for our dataset, but
for the other dataset, the accuracy was a bit lower than was expected.
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4.4 Random Forest Model Implementation

The first time that Ho proposed using random decision forests was in 1995.[18] He
discovered that forests of trees might have more accurate split with oblique hyper-
planes if the dimensions of the forest were varied randomly, as long as those dimen-
sions were only sensitive to a few features. A Random Forest classification/regression
technique leverages the ensemble learning method. Instead of using a boosting strat-
egy, random forest employs bagging. Random forests contain trees that grow side-
by-side as shown in figd.2. At the moment, the trees are being built, and they are
not interacting with each other. It models using many decision trees, then deter-
mines the class that is the most commonly found among the groups (classification)
or the individual trees’ mean prediction (regression). A random forest is a "meta
coordinate estimator” (i.e., it aggregates the findings of numerous estimators by
bringing in individual trees).

Test Sample Input

Tree 1 Tree 2 Tree 600

[ Prediction 1 | [ Prediction 2 | (...)

Average All Predictions

¢

Random Forest
Prediction

Figure 4.2: Random Forest Structure

When splitting features on a node, a particular percentage (the hyperparameter)
of the total features is allowed to be used. Ensemble methods aim to avoid re-
liance on any single feature, and they need to assess all possibly predictive features
equally. Using random samples adds an element of randomness that inhibits over-
fitting. Given a training set X=x1, x2, x3, etc., xN, and answers Y=y1, y2, y3, etc.,
yN. We select random samples from the training set.

) N
f=% ;fi(x’)

and fit trees to them numerous times. The decision tree for the variables xi and yi
is f(xi,yi). Finally, we may average the outcomes of all the trees that correspond to
x’ to forecast the outcomes for x’ ( in continuous ). According to this algorithm we
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considered the n_estimators = 70 and min_sample_leaf = 30. The accuracy that we
yielded is 95.56%, which is the second-highest in this study that we conducted; on
the other dataset, we yielded 94.321% accuracy.

4.5 KNN Algorithm Implementation

One of the most fundamental machine learning approaches is the KNN algorithm.
Many people in the business love it because of how simple it is to use and how fast
it calculates. The k-Nearest-Neighbors (KNN) approach is a basic yet successful
classification approach. The two most significant disadvantages of KNN are

(1) It is poor efficiency (being a lazy learning approach precludes it from being used
in many applications like dynamic web mining for a large repository) and

(2) Its reliance on the selection of a “good value” for k.

d(p,q) = d(¢,p) = /(@1 — p1)2 + (g2 — p2)% + oo+ (Gn — Dn)?

\/%(Zf :pz')z

The fundamental mathematical notions that are embedded in KNN are analogous to
many other things in life. KNN is created by first identifying the various character-
istics in the data and then converting those values into vectors (or numbers). After
these mathematical numbers are calculated, the algorithm estimates the distance
between them. In the example shown below, the Euclidean distance is employed
most often to calculate this distance. KNN employs this formula to calculate both
measurement result and test data. This calculation results in determining which
points in fig.4.3 given as X and Y, are the most comparable to the test data, and
those points are classed accordingly.

(X2,Y2)

X2-X1 (X1,Y1)

Figure 4.3: Visualization of the formula
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Simple optimization techniques, image recognition technologies, and decision-making
models frequently employ KNN. The naive form is simple to construct since it com-
putes the distances between the test example and all stored instances. However, it
is computationally costly when dealing with large training sets. Even for enormous
data sets, k-NN is computationally tractable because of an approximate closest
neighbor search technique. Over the years, a slew of nearest neighbor search al-
gorithms has been presented. We extracted our features according to the content
for our study, and we achieved an accuracy of 91.11%. Furthermore, for the other
dataset, we achieved an accuracy of 93.21%. We estimated the n_neighbors as 15.

4.6 Logistic Regression Implementation

A binary predictor variable is modelled by using a logistic function to approximate
a logistic function. Nevertheless, this is not the only advanced variation. Logistic
regression (or logit regression) is a technique used in regression analysis to estimate
the parameters of a logistic model (a form of binary regression). Logistic regression
(LR) finds a formula that predicts an output for a binary variable, Y, from one or
with a dependent variable, X.

Sigmoid

Figure 4.4: Logistic Regression

Logistic function, or sigmoid function shown in fig.4.4, was developed by mathe-
maticians to describe how populations increase in ecology, for example, at a rapid
rate and peak before the carrying capacity is reached. The curve can accurately and
accurately transfer any real-valued integer between 0 and 1 but cannot precisely and
accurately transfer between those two locations.

1

TFe—value
To calculate the logarithm of e to base e (Euler’s number or the Excel EXP() func-
tion), you must start with the logarithm of e (the number or value you want to
convert) and then perform the calculation. It would anticipate values for the default
class and the other class near each other: this would yield the optimal parameter
settings. The key feature of logistic regression is maximizing the likelihood of the
coefficients to result in the projected probabilities fitting the actual data. We ex-
tracted our features according to the content for our study, and we achieved an
accuracy of 91.11%. Moreover, for the other dataset, we achieved an accuracy of

93.84%.
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4.7 Decision Tree Implementation

The Decision Tree method is included in the supervised learning algorithms family.
A key benefit of the decision tree learning methodology is that it can also be ap-
plied to regression and classification problems. The induction of decision trees, also
known as decision tree learning, is one of the statistical approaches used in data
mining, machine learning, and statistics. After making observations about an ob-
ject, one moves on to determining the worth of the item’s goal using a decision tree
(represented in the leaves) shown in fig.4.5. We will use the Decision Tree, which has
two categories because there are two sorts of decision trees. A Categorical variable
decision tree is termed that.

Figure 4.5: Decision tree

A decision tree is a network in which the root node, branches, and leaf nodes are
linked together. The attribute tests are represented by internal nodes, the test re-
sults by branch nodes, and the class labels by leaf nodes. The root node is the
topmost node in the tree. Decision Tree Classifier, like other classifiers, accepts two
arrays as input: a sparse or dense array X of the form (n_samples, n_features) con-
taining the training samples, and an array Y of integer values of the form (n_samples,
n_labels) containing the class labels for the training samples.

E(S) = X —pilog: pi
The frequentist probability of an element/class I in our data is just 'Pi.” Let us
pretend we have two classes, a positive class and a negative class, for simplicity. As
a result, I might be either + or —. (-). We extracted our features according to the
content for our study, and we achieved an accuracy of 96.67%. Furthermore, for the
other dataset, we achieved an accuracy of 94.4%.
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4.8 Results and Analysis

Following the development of the model, its performance was assessed to see how
well it might predict the Obesity Risk of our region compared to other regions,
including Colombia, Peru, and Mexico. The performance evaluation metrics we em-
ployed were based on four factors of a matrix of perplexity. True positive, False
positive, True negative and False-negative were the parameters. The number of
accurately anticipated observations was expressed as a true negative. The ratio of
accurately predicted samples to total samples was used to measure accuracy. The
following equation was used to calculate the classifier’s correct prediction rate:

TP+TN
TP+TN+FP+FN

Accuracy=

As per our algorithm, we got the best results in the decision tree algorithm shown
in fig.4.6 as the entire training set is regarded as the root at first. Then by analyz-
ing its features, we were able to get the most accuracy for this algorithm in our study.

Qutput rise
(0.0)
Additional
machines
Qutput falls
(0.4)
DECISION
POINT OQutput rise
(0.6)
Double
shift

Figure 4.6: Decision tree accuracy prediction
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As each leaf calculates its output accuracy, the other falls behind due to the lower
one. Thus this process brings the best result of accuracy into our study. In the
below fig.4.7, we showed the accuracy and the respective algorithms on which we
have worked.

100 4

20 1

Maive Bias  Random Forest kMM Logistic regression Decision Tree

Figure 4.7: Accuracy Chart

.. TP
Precision= TP+FP)

Precision also denoted the proportion of accurately predicted positive observations
to the total number of positive observations in the test set. A true positive is when
the model predicts the positive class adequately. On the other hand, a real negative
results in which the model correctly predicts the negative class. Furthermore, a false
positive occurs when the model forecasts the positive class inaccurately. A false
negative is an outcome in which the model forecasts the negative class inaccurately.
As of now, we show the TN, FP, FN, and TP of out algorithms that we got in this
study for each algorithms in fig.4.8, fig.4.9, fig.4.10, fig.4.11 respectively.
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Figure 4.8: Confusion Matrix of Decision tree
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Figure 4.9: Confusion Matrix of k-nearest neighbor
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Figure 4.10: Confusion Matrix of Naive Bayes
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Figure 4.11: Confusion Matrix of Random Forest
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Chapter 5

Conclusion and Future Work

A person who has a healthy BMI have a chance of healthy and improved life. From
research, we know that if the BMI is higher, the risk of certain diseases like heart
disease, high blood pressure, diabetes and cancer is also higher.BMI can help to
determine the risk of diseases, and people can work on that to reduce the risk. In
Bangladesh, the obesity rate is rising gradually. Among adults, the obesity rate
became 2% to 4%. We can see many people suffering from heart disease, high blood
pressure, cancer in Bangladesh nowadays. From our data, we can see that 6% of the
population are nearly 60 kg. Which are the highest percentage among the count and
2.22% people are near 85 kg. We can also see the connection of fast food intake with
the increase in obesity. Obesity is more common in men compared to female, many
of them have a habit of smoking, and some are associated with drinking, which is
also connected with high BMI. The calorie intake also has an impact on obesity.
In our study, we have used many methods. They are Logistic regression, Naive
bayes, KNN, Decision tree, Random forest. We found decision tree algorithm is the
best suitable model for our study as we achieved an accuracy of 96.67%, which is
the highest. The remaining algorithm also showed prospective study results. For
example, by the Random Forest algorithm, we were able to accomplish 95.56%
accuracy. We collected primary data from a random person in our country through
google form(more than 500), and many of them gave context type data; it was
challenging for us to convert them. If we work on this study in future and collect data
from hospitals, we can get more accurate data. Thus we will be able to accomplish
the more accurate result.
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Appendix A

Appendix

A.1 BorutaShap Code Sample

1. from BorutaShap import BorutaShap
from sklearn.ensemble import RandomForestClassifier
df2 = pd.read_csv('new - Copy.csv’)
X = df2.drop(['RISK’],axis=1)
y = df2['RISK’]
model = RandomForestClassifier ()

No model selected default is Random Forest, if classification is False it is a
Regression problem
Feature_Selector = BorutaShap(model=model, importance measure="shap’,
classification=True)

Feature_Selector.fit (X=X, y=y, n_trials=100, random _state=0)

A.2 Comments from the panel members:

Mr. Rubayat Ahmed Khan:

e Rephrasing, Good work. Check if you have the best accuracy among the same
criteria papers to publish.

Ms. Ipshita Bonhi Upoma:

e Rephrasing, Good work. You reviewed a lot of papers. There are some minor
spelling mistakes/typos. Check them and you are good to go.

Ms. Ahanaf Hassan Rodoshi:

e Rephrasing, I think your presentation was good. Great job guys.
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