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Abstract

Technology has made our life very easy and we have the touch of technology every-
where. By using technology, we are solving various difficult problems and making
our life more convenient. In our daily life, we buy different clothing and ornaments
from different shopping malls. In order to know if a dress is appropriate for the per-
son properly, he or she needs to try the product before buying the product. But the
process of trying a product in a big busy shopping mall is time-consuming and hectic
for the customers. Often times, people find the trial room occupied and there are
big queues in front of the trial rooms. So, we are planning to make the customer’s
shopping experience hassle-free and convenient. For this reason, we come up with
an idea of a smart mirror which will use overlay 3D image fitting techniques that fits
overlay 3D images like dress, ornament or other user defined images within optimal
space for various human body shape and type. For this, we are using human body
tracking technology to first track the skeleton of the body and then take the coordi-
nation of the skeleton to move the 3D dress or object accordingly. So, the customer
can select a dress and virtually try all the products without any hassle. This system
will save the customer’s valuable time and they do not need to face the hassles of
traditional trialing system. We also know that online shopping in growing its popu-
larity day by day. By having this device at home, one can easily try dress they are
about to buy from online. Before buying the dress he or she can easily check if the
dress is appropriate for him or her by trying the product virtually without trying it
physically. The shopkeepers too will be benefited from this product. During seasons
like various religious vacations, shopkeepers are unable to provide enough trial room
for the customers. Online shopkeeper can increase customer satisfaction as the cus-
tomer can now try the product virtually from their residence. We believe that it is a
great innovation that brings revolution in the customer’s shopping experience. This
body tracking technology can be used in various other purposes also. 3D object
movement is used in many fields. In gaming and film industry some games require
tracking of human movement to move the 3D object accordingly.

Keywords: Human Body Tracking, Smart Dressing Mirror, Smart Shopping Mir-
ror, 3D object movement using body tracking.
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Chapter 1

Introduction

1.1 Background

The modern age with vast population forced humanity to face many challenges that
were not an issue for our previous generation. To cope up with this vast population
we have to invent newer technology that can help us to make our life convenient
and hassle free. Technology has brought the shopping experience of customers to a
different level. By the blessing of technology, our life has been changed. Likewise, the
smart mirror is a new innovation of technology, which provides a new way to try on
clothing without getting undressed.[9] Nowadays, the sellers give more importance
to the customer’s choice and they want to make the customer’s shopping experience
more convenient. In a trial room, the customers find many hassles to check for
different products. Even, sometimes they choose many products so that it is tough
to trial all the things. Moreover, in our over-populated country, we always need to
maintain a long queue to trial a dress. As a result, it is a time-consuming matter
for every customer. In addition to that, most of the showrooms are small in size.
So, many showroom owners do not like to keep trial rooms in their tiny showrooms.
They think that in the space of trial rooms, they can display more products. So,
my researched system could detect and track the body of a human being and get
the coordinates of different parts of his body. Then, it could place an overlay 3D
object mostly a dress or ornament on the tracked human body that will look like the
person is wearing the dress virtually. The customer will stand in front of the mirror.
Then, the camera can capture their image and set it on their chosen products. By
this way, the customers can virtually trial many products in a very short time. I
tried to keep our mirror user-friendly and simple to use. I believe my idea will bring
a huge change in the taste of customer’s shopping.
In this paper I proposed a system where the device will take live video of the user
and detect his face/eyes/neck or shoulder and place a chosen dress on appropriate
position automatically as if the user is wearing the dress. 3D body tracking can
be used in other purposes also. Currently, for big budget motion pictures the film
makers use different human body tracking technologies. Motion capture is a very
popular technology used in military, entertainment, sports and medical application.
Usually, a motion capture device or suit is worn by the respective talent and he or
she does the acting wearing it. The device takes the coordinates of different body
parts and apply the same movement to a 3D model via computer device. Similar
kind of technology is also used in gaming machines. Kinect is a very popular device
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for motion capturing. We analyze Kinect as a 3D measuring device, experimentally
investigate depth measurement resolution and error properties, and make a quanti-
tative comparison of Kinect accuracy with stereo reconstruction from SLR cameras
and a 3D-TOF camera.[4] My proposed device can capture the human movement
using a single inexpensive webcam or DSLR camera and track the human using onnx
and apply the tracking data to a respective 3D model that will move exactly like
the person. In medical simulation also this device will be very helpful to simulate a
surgery situation or human anatomy or various dissecting practice.

1.2 Challenges

The research for any image processing, machine learning or 3D modeling or move-
ment is computationally very expensive. Some models never get enough train to give
any data that is feasible enough to use in a real system. For image processing the
researcher has to deal with huge amount of data to handle. 3D modelling and simu-
lation is one of the most computationally expensive tasks for any computer scientist.
Often times it requires very powerful GPU and CPU to run the algorithms required
to complete the simulation. Some simulations require supercomputers to run it. For
instance, realistic lighting and shadowing for 3D images often require tremendous
amount of computational power to render. For Monster University Pixar Studio had
double the size of data server it had in past. that would be considered one of the
top 25 supercomputers in the world. The 2,000 computers have more than 24,000
cores. The data center is like the beating heart behind the movie’s technology. Even
with all of that computing might, it still takes 29 hours to render a single frame of
Monsters University, according to supervising technical director Sanjay Bakshi .[5]
Using Kinect is a great way to track the human body movement which uses a depth
sensor to track different points of human body. Kinect is relatively expensive and
the popularity of Kinect is shrinking down day by day because of the advancement of
computer vision technology. My system is using a single web cam or DSLR camera
to capture the image and process the data to figure out different points in human
body like hands and face etc. to apply the coordinates to a 3D object, character or
dress that will move according to the coordinates.
Computer vision is not perfect. In some conditions it fails to identify the intended
object properly. In my research, I have found while tracking a human if the back-
ground of the person is not simple for example it has multiple colors and designs
then the machine has a very hard time calculating the coordinates properly even in
some case gives wrong coordinates also.
The performance of the system drops dramatically if the 3D model has hair simula-
tion, cloth simulation or other kind of complex simulation. With the increase of the
resolution the frame rate also drops a lot. It seems, a very powerful computational
machine is required to run the system properly. But, as technology advances very
computationally powerful machine are becoming available which is also inexpensive
and cost effective.
For the tracking of human body, I am using a neural network model that can track
different human body parts from a given video. The model that I am using can track
simultaneously 1 and 1 person only. From my research I have found that tracking
of human body and applying it to a 3D model is already computationally expensive
enough let alone 2 or 3 bodies. So I have decided to stick to this model for this
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research.

1.3 Goals

As population is growing more and more shopping malls are trying to use technology
to get rid of trial rooms and use virtual dressing room instead of physical dressing
room. Using 3D models in entertainment business is also booming. Walt Disney
Animation Studios which began as the feature animation department of Walt Disney
Productions, producing its first feature-length animated film Snow White and the
Seven Dwarfs in 1937 and as of 2020 has produced a total of 58 feature films.
Conventional films are also using 3D models that needs human body tracking data.
Games with human body tracking like Dance Central is also growing in popularity.
In this paper we will be researching on how to use onnx data for human body
tracking to use it in unity, use that body coordinates to move a 3D object like dress
or 3D character, the study of how much computational power is needed to move 3D
object in real time using this body tracking data, the study of the effect of different
background and feasibility of using web cam for human body tracking.

1.4 Research Methodology

The task has basically two section, detection of human body, tracking human body
and moving the 3D object according to the tracking. For human body tracking
various methods are available. The Open Neural Network Exchange Format (ON-
NYX) is a new standard for exchanging deep learning models. It promises to make
deep learning models portable thus preventing vendor lock in. Let’s look at why
that matter for the modern ML/AI developer. I am using an onnx neural network
model for this research. While importing this model as asset to unity it will be
automatically converted to a NN model to work with. This NN model will give me
the required human body coordinates that is required. By using this coordinate, I
can move the 3D models accordingly. As a sample 3D character, I am using Unity
Chan which is available at the Unity asset store. Unity Chan has its in built hair
simulation and cloth simulation applied to it. There are two methods for collecting
video data. I can either use a pre-recorded .mp4 file with a human character moving
on it, or I can use my web cam or any other external video source. I have used both
the options for this research.
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Chapter 2

Human Body Tracking

2.1 Pose estimation

Human body tracking or Pose estimation is one of the most important computer
vision problems. Pose estimation is usually used to predict what a person is doing
for instance is he or she seating or running or dancing etc. In our case we are
using pose estimation technique to get the coordination of different part of the
human body and apply that to move a 3D character or object. Pose estimation
has interested researchers for a long time. If we know the pose of a human, we can
further train machine learning models to automatically infer relative positions of the
limbs and generate a pose model that can be used to perform smart surveillance with
abnormal behavior detection, analyze mythologies in medical practices, control 3D
model motion in realistic animations, and a lot more .[10] Previously, pose estimation
has been done by attaching a bright point on the different limbs of human body
that can be easily tracked by the camera. If that marker is not possible the pose
estimation becomes a bit harder problem. The problem can be simplified in different
ways. Using 3D cameras that can detect depth is one of the simplest ways. Using
infrared or Kinect also makes it simpler. Detecting pose from still image vs video
has different type of complexity. In this research we are using single web cam that
can detect human pose from a video.

2.2 Top-Down Approach

Pose estimation from an image is relatively an easy task. It is due to the lack of
hints from other channels. Different viewpoints from 2 or 3 camera adds additional
complexity to the process. As human is concern a same pose sometimes gives dif-
ferent appearance. If the picture has partially occluded scene it is very hard for the
model to detect the limbs correctly. In this research we are using pose estimation
for a single person as it is enough for our research and less computationally complex
gives quite good results in pose estimation.
Pose estimation for multiple person is a very hard challenge. For occluded and
human interacting with other human top-down is a very popular approach. In this
technique user first train an object detector model which detect all the human being
in the scene and then run the pose estimation on each person. Though it seems
a good solution but very often the detector fails to detect the human in crowded
places and places where several people appear in a single box. If such happens the
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whole model can fail easily. Moreover, the complexity increases drastically as the
number of persons increases.

2.3 Bottom-Up Approach

In the bottom up approach the body pose is recognized by pixel level image evidence.
This method solves the occluded limb problem and more than one person in the
same box problem. As user have information from the whole picture it can easily
differentiate between people. It can also assign different limb to respective person.
This method can also become computationally very complex. In worst case it can
become NP-hard problem also. But the silver lining here is it should work in any
given situation unlike the top down approach.

2.4 Part Affinity Fields

This method uses PAF for 2D pose estimation. The approach uses a non-parametric
representation, which we refer to as Part Affinity Fields (PAFs), to learn to associate
body parts with individuals in the image.[7] Human 2D pose estimation—the prob-
lem of localizing anatomical key points or “parts”—has largely focused on finding
body parts of individuals [7]. PAF is a bottom up approach which is a set of 2D
vector fields encode the orientation and position of the limbs. If we could already
detect the body parts like leg, face, hands etc. to generate a pose from it we must
connect the two points of the limbs. In each part there are many elements competing
to form a limb. There could be more than one people in that image and there could
be lots of false positives. For the association between each body parts detection a
feature representation called Part Affinity Fields is used that consists data about
location and orientation in the area of support of the limb.
In short PAF is a set of vectors encoding direction of one part of the limb to another
limb. In case the point lies on a limb then its PAF value is a unit vector directing
from starting joint to the ending joint of the limb. The value of the PAF will be
zero if it is outside the limb.

2.5 Architecture

The main intention here is to concurrently predict detection confidence map and
affinity fields. It utilizes a feed-forward network as feature extractor.

This is architecture of the two-branch cnn. Every stage in the upper branch predicts
confidence map S and each stage in the bottom branch predicts PAF L. Then they
concentrated with image features F. This will be utilized as input for the next stage.
As it is divided into two parts, the top one will predict the detection confidence
maps and the lower one is for affinity fields. They are organized as an iterative
prediction architecture that will improve the success in each stage. Before sending
input to this network the method uses auxiliary CNN to extract an input feature
map F.
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Figure 2.1: Architecture

This prediction is processed by all the branches, and their predictions concatenated
with first F are utilized as input for the next stage. The process is re-run again and
again in every stage to get the optimal result.

Figure 2.2: Demonstration of real picture inference
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2.6 From Body Parts to Limb

The Confined maps and PAFs may have confusions in earlier stages but it correct
itself in later stages. When each stages ends, the related loss function is used to
each branch to guide the whole network. In the upper branch, every confidence map
is 2D representation of the confidence that a pixel belongs to a certain organ like
elbow or wrist etc. For the body part selection regions, we define confidence maps
for different beings. Then the system will perform the non-maximum suppression
for obtaining a particular set of parts location.
In that inference, the system computes line integrals of all PAFs in the line segments
of pairs of selected body parts. The PAF will consider it as a limb only if the selected
limb formed by the connection of defined pair of point aligned with related PAF.

2.7 Limb to Body Model

Till now we can understand how the algorithm finds different limbs of the body on
the picture between two points. For the pose estimation a full body model is needed.
Here, the algorithm was able to only identify the body parts but a logical connec-
tion among the body parts is needed to get a meaningful structure from the image.
This problem is seen as k-partite graph matching problem. Here, nodes are the
different body parts detected and edges are all possible combination of these body
parts. k-partite matching implies the vertices could be partitioned into k groups of
nodes with no connections inside each group. Edges are weighted with part affinities.

Figure 2.3: Skeleton

A direct solution of this problem is computationally very complex. The proposed
model here is relaxation where initial k-partite graph is decomposed into a set of
bipartite graphs. Hence, the connecting is now relatively less complex. The decom-
position is based on the kind of task it needs to solve. The basic idea is we know
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how the body should be connected for example a head can not connect directly the
hip. So, it first connects to the shoulder and then shoulder to the hip.
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Chapter 3

Video Input Setup

3.1 Unity Environment

Unity is originally used for game development and augmented reality project. Inside
Unity there are two types of view for the developer, one is scene view where the
developer can place different 3D objects in the 3D place and apply different physics
rule on these objects. There is a camera in the 3D space which implies the viewpoint
or in simply the eye of the user or the person playing the game or using the app. The
camera can be placed anywhere by the developer. He or she can also apply some
camera movement rules so that the use can move the camera which in terms moves
the viewpoint of the user. After the scene view there is game view. If switched to
game view the developer will see what the user will see using the program. It is
simply the view that can be seen by the camera.

3.2 Video Input

There is no native video player UI in the Unity engine. However, as some cases
playing a video in some scene is necessary there is a video player component to render
video as a dynamic texture. By default, the Material Property of a Video Player
component is set to MainTex, which means that when the Video Player component
is attached to a GameObject that has a Renderer, it automatically assigns itself to
the Texture on that Renderer (because this is the main Texture for the GameObject)
For creating the render object to play the video on first we create the render texture
on the scene mode in the 3D space. Here, we can set the resolution of the vide in
the inspector. Then we create the UI canvas, and inside the canvas we create the
UI panel. Then inside the panel we create a raw image. I make the raw image size
close to the size of the canvas. In the panel we add video player. In the inspector
we drag our intended video to the video clip tab. In the target section we drag the
original texture that we created. In the raw image we give the texture of the video.
When we click the debug icon, we can see in the game view our intended video is
playing inside the canvas. In this video we will apply our trained NN model to track
the human body and get the coordinates which will be applied to our 3D object.
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3.3 Using Web Cam

Capturing video from webcam is a bit different from playing video in the canvas. To
access the device camera whether it is a webcam, camera connected through USB
or phones camera (in case the final product is running on a phone) certain script
has to be written. For this we first create a C script. We can edit the script using
Microsoft Visual Studio.

Figure 3.1: WebCam Code

The main thing to look here is the WebCamTexture class, we are achieving this with
the help of this class. We are making it static and if my object is not null, I am
going to initialize it and I am getting a texture over which the script is applied and
I am applying my camera texture to that selected texture. If my webcam texture
meaning my camera is not already started then start it as shown in the script.
We can then apply the script to any 3D object then we can see the webcam video
is playing on that 3D object. Depending on the orientation of the camera the video
sometimes has to be flipped or moved upside down. In the inspector view we can
do it easily by changing the X or Y or Z position to certain degree. In this project
we will also be able to use webcam data to apply our NN model in it to get all the
human tracking data and apply it to move the 3D object accordingly.
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Chapter 4

3D object movement

4.1 3D Character Movement

The main object here is to move a 3D character or dress or any other object ac-
cording to the tracked human body data. It implies if the human gives a cer-
tain pose the character will mimic that pose for instance, if he moves his hand
the character will move his hand etc. As discussed earlier to track a human we
at first need to train the NN model. The more accurate the model is the more
precisely it will track the body and hence move 3D object accordingly. We are
using a pretrained (.onnx) file to use as our NN model. We download the latest
onnx file from http://digital-standard.com/threedpose/models/Resnet34 3inputs
448x448 20200212.onnx. We open the file in Unity which will convert it to NN
model. For 3D character I am using Unity Chan which is available at the unity
store. There are 24 points that we will be tracking in the Human tracking using
Barracuda. These points are listed below-

1. rShldrBend

2. rForearmBend

3. rHand

4. rThumb2

5. rMid1

6. lShldrBend

7. lForearmBend

8. lHand

9. lThumb2

10. lMid1

11. lEar

12. lEye
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13. rEar

14. rEye

15. Nose

16. rThighBend

17. rShin

18. rFoot

19. rToe

20. lThighBend

21. lShin

22. lFoot

23. lToe

24. abdomenUpper

These 24 points are tracking points from our human being. This is useful for the
skeleton creation as shown in Figure 2. The position of hip, head, neck, spine is
already calculated in the NN model. For the rest we need to transform different
joint points to arm face and legs. For the character movement we are transforming
the position index from the tracking data to the joint points of the 3D character.
For example, to get the right shoulder movement position from bone transform of
human body bones right upper arm.

Figure 4.1: Position 1

Here, in figure 4 we can see that as the human is standing straight the 3D character
aka the Unity Chan is also standing straight. In figure 5, the hands of the human
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Figure 4.2: Position 2

Figure 4.3: Position 3

is a bit wide open and the character is also following that. In figure 6 one arm is
raised up so the character also raised up his arm. In figure 7, the human is sitting
with wide open arm and the character is also sitting with wide open arm. One thing
to be noted here is the purpose here is to move the 3D character according to the
pose estimation, it does not have to be fitted appropriately with the person in the
pictures which is needed for dress fitting.
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Figure 4.4: Position 4

4.2 3D Dress fitting

3D dress fitting is different than 3D character movement. For character movement
it does not have to be fitted with the picture of the person as it not the intention
here. But, for the dress fitting, it is important to that the dress to some extend fits
with the picture of the person and also it should move as the person moves his hand
or leg etc. Moving the dress according to the human movement has already been
done in the 3D character movement. But the dress fitting according to the persons
size is a challenge.
When selecting a 3D object in the unity inspector one can easily change the position
of the object in X, Y, Z coordinate. The scaling or size of the 3D dress can also be
changed. The easiest way to scale the background is to change the value in ‘Video
Background Scale’ The default value here is 1. It could be set from .1 to 1 as per
requirement. In this research we tried to match the size of the 3D dresses as close
as possible.
As the system of 3D character movement and 3D dress fitting is pretty similar, we
are just using 3D dresses instead of character and resized the dress appearance a
little bit to get the optimum result.
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Figure 4.5: Dress Fit

4.3 Simulations

Different types of simulations in 3D characters and dresses is computationally very
challenging task. The more advanced the simulation is the more it is realistic and
the more it becomes computationally expensive. As it is a vast research area, in
this research we are using in built hair simulation for the Unity Chan Character and
inbuilt dress simulation for both Unity Chan and the 3D dress. For lighting and
shadowing we are also using the default Unity light system. Here, we can select the
position of the light source which will affect the brightness and shadow condition of
the 3D object.
The proposed system is already demanding decent amount of computational power
so we are avoiding using additional hair, cloth or lighting simulations.
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Chapter 5

Result

5.1 Accuracy

The accuracy of the system varies upon different types of poses any predominantly
on the background of the human body. If the background is complex for instance
has multiple color pattern or designs the NN model will have very hard time detect-
ing the pose correctly. Our proposed system can only detect one human being at a
time. For our project detecting one person is enough.

Figure 5.1: Missing Points

In the figure 9, the human is standing still yet the skeleton shows both the legs and
hands are bend.

Moreover, if the human is moving very fast the system becomes very slow and the
3D character cannot move accurately. The accuracy also depends on the dress of
the human being. If the dress is too baggy or complex, sometimes the algorithm

16



cannot detect the pose properly.

The ambient lighting condition also plays vital role in the accuracy. Apart from
these issues the accuracy of the system is very well and up to the mark. As the 3D
dress does not have hair simulations it perform a bit better than the 3D character
movement.

5.2 Performance

The performance of the system depends on various things. The most common one
being the computational power of the system. If we use the high-quality trained
model, we get around 30 FPS in RTX2060 SUPER GPU and 20 FPS in GTX1070
GPU. For a low-quality trained model, we get around 60 FPS in RTX2060 SUPER
GPU. The CPU usage keeps around 20 percent whereas the GPU usage fluctuates
around 90 to 99 percent. The performance also depends on how fast the human
moving. Fast moving human moves the 3D character fast which in terms slows the
system. If the 3D object moves fast different simulations like clothing simulations,
hair simulation becomes very complex as the physics of fast-moving object itself is
very complicated.

GPU Low Quality Trained NN High Quality Trained NN
RTX2060 Super 60 fps 30 fps
GTX1070 40fps 20fps
Vega11 15 fps null

Table 5.1: Performance Table in FPS

Resource CPU GPU
Low trained model 20 percent 90 percent
High trained model 30 percent 95 percent

Table 5.2: Performance Table in Resource Usage
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Chapter 6

Future Work

6.1 Facial recognition

Human face detection plays an important role in applications such as video surveil-
lance, human computer interface, face recognition, and face image database man-
agement.[2] Face recognition is one of the most researched computer vision problems
over last two decades. In the literature [3] [8] [6] there are many algorithms used to
solve face recognition problem. For example – Eigenface Algorithm (1991), Local
Binary Patterns Histograms (LBPH) (1996)
There are at least two reasons for the importance behind the research of face recog-
nition which has recently received significant attention, especially during the past
several years. The first is the wide range of commercial and law enforcement ap-
plications, and the second is the availability of feasible technologies after 30 years
of research.[11] Facial recognition can be used to detect different facial features like
lips placement, eye placement etc. which can be used to trial virtual lipstick or
sunglasses. Facial expression detection is also very important for giving facial ex-
press to a 3D character. For example, if the human is crying or laughing the 3D
character could also follow the same expression. MTCNN is a very popular tool for
face recognition. It uses OpenCV library to read the image or video data. Then it
creates embedding points for face using FaceNet.

6.2 Real Time Hair Simulation

Simulating and rendering realistic hair with tens of thousands of strands is something
that until recently was not possible in real time. Modern GPU has become powerful
enough to somewhat realistically simulate hair. Hair simulation is different for
different types of hairs. A simulation that works correctly on straight hair will not
work for curly hairs. For short hairs the simulation is completely different. Particle
constrain method is a very popular method for hair simulation which is extremely
parallelizable that is suitable for modern GPU.

6.3 Real Time Cloth Simulations

Cloth simulation is also a very popular research area. Cloth simulations is relatively
computationally less expensive. The bottle-neck in most cloth simulation systems
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is that time steps must be small to avoid numerical instability. [1] In this research
the Unity default cloth simulation was good enough. But advanced cloth simulation
will make it more visually pleasing.
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