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Abstract

The significance of text summarization in the Natural Language Processing (NLP)
community has now expanded because of the staggering increase in virtual textual
materials. Text summary is the process created from one or multiple texts which
convey important insight in a little form of the main text. Multiple text summa-
rization technique assists to pick indispensable points of the original texts reducing
time and effort require reading the whole document. The question was approached
from a different point of view, in a different domain by using different concepts.
Extractive and abstractive are the two main methods of summing up text. Though
extractive summary is primarily concerned with what summary content the fre-
quency of words, phrases, and sentences from the original document should be used.
This research proposes a sentence based clustering algorithm (K-Means) for a single
document. For feature extraction, we have used Gensim word2vec which is intended
to automatically extract semantic topics from documents in the most efficient way
possible.

Keywords: Text summarization, Extractive, Single Document, NLP, Gensim, Word2Vec,
K-Means.
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Chapter 1

Introduction

1.1 Introduction

The subfield of text summarization has increased over the half-century past. DR
Radev [7] a text generated from one or even more texts conveying vital information
in the actual document, not more than half of the actual document and generally
less than that. Redundant texts exist in these daily generated documents and the
size of the documents is enlarging bit by bit.
It’s convenient for people to summarize the document and bringing out the impli-
cated meaning of that particular document whereas the machine can’t resolve the
same problem as efficiently as expected that is why various methods of summariza-
tion have been tested to bring out the best possible outcome. However, a universal
strategy of the summarization is not available yet.
The summarized document reflects the important aspects of the large text. Dif-
ferent text summarization technique has been implied over time. An extractive
approach of summarizing is to pick relevant sentences, paragraphs, etc. from the
actual document and concatenate them towards a simplified form. The meaning
of sentences is determined based on the numerical and linguistic characteristics of
sentences [13]. On the other hand, abstract text summarization systems create new
sentences, likely rephrasing by using terms, not in the original document [18]. There
are some other unconventional approaches like sequential document, sentence com-
pression summary has been applied which could be useful in future research of the
text summarization.
The purpose of that research is to summarize the single document through sentence
based model using clusters, whereas using Gensim word2vec for features extraction
for the sentence-based model evaluates for figuring out the main ideas through all
the sentences in the text.
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1.2 Thesis Orientation

The rest of the report is as follows. Chapter 2 contains the Literature Review which
says about the previous work done on text summarization and the algorithms which
are used to do that. Then, Chapter 3 contains the Proposed Model where the system
has been described properly which apprehends System Overflow Dataset, Word2Vec,
Gensim Word2Vec, K-Means CLUSTERING, Elbow method to find K, Summary
Extraction. System Overflow represents the model which shows graphically how the
system works. Versatile datasets have been brought to implement with various al-
gorithms. Word2Vec is one kind of embedding system in neural techniques. Gensim
Word2Vec is used to make a word vector from the tokenizer list. K-Means CLUS-
TERING makes clusters from the clustered sentence. It is an iterative process. At
last, the summary is extracted from the whole text by selecting the most valuable
sentence of the higher frequency cluster. Furthermore, the algorithms are described
properly which has been used. Chapter 4 represents the Result Evaluation based
on the several kinds of datasets that are processed by the algorithms. Moreover,
the tables of the result part show the different scores for different kinds of articles.
Furthermore, it shows the comparison between the results of the versatile datasets.
Finally, chapter 5 concludes the whole report with a summary of the work and future
works.
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1.3 Motivation

A lot of writing is produced every day. Both papers can be read or reviewed less
often. People tend not to read a huge amount of content. Therefore, the whole
essay takes a lot of time, which is why people move to a condensed version of the
original post. The vast size of texts is generated every day. There are redundant
texts created daily.

Figure 1.1: Information created worldwide from 2010 to 2025

The total amount of data is increasing gradually. In 2019, the total amount of data is
41 zettabytes [3]. According to statistics, this amount will become 175 zettabytes.
Every year data generation will be increased more than the previous year. This
amount of data will need to be stored and will have to be retrieved every time which
is fluttering and time lessening. So the data needs to be transformed into a small
one. Summarization is the way to make the writing in a short version. Since a large
amount of data is in a form of articles, newspapers, research papers, journals so if
these writings convert into shorter ones then it is easy to read and there will be
space for upcoming data.
Summarization is really tough because it is difficult to find the main theme of the
topic. Summarization is possible in many ways by focusing on various topics of the
content. It is not easy to fetch out the gist of the contents. Extractive text summa-
rization just finds out the important word and makes a summary of the text where it
does not add extra words. That is why extractive text summarization is average. On
the other hand, by understanding a topic and write the summary with new words is
abstractive summarization. Automatic generated abstractive summarization is not
up to the mark because it does not summarize the text according to the main topic
rather it follows an algorithm to summarize which is implemented. Therefore, the
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abstract summary of the text does not yield better results. This creates a problem in
comparing the summary created by the computer to the one generated by humans.
Another problem is that the main theme may not be understood from the automatic
text summarization. The machine finds important words through the frequency of
the words. If the frequency of any word is high then the machine considers it as
an important word and uses it at the time of summarization. But maybe the word
is not needed for summarization. So, automatic text summarization needs to be
upgraded.
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1.4 Challenges

Several works had been performed on text summarization of the English language.
However, the first challenge was that the summarization was not performed well
with the title of the article. It was not given an exact result. So, the title of the
article had to be removed.
Another challenge that the system could not recognize special characters like ($,*,,@),
etc. These types of special characters generated complications in text summariza-
tion. It could not identify these special characters and could not use them to make
a summary of the text. Moreover, repetition of a word in a single sentence was a
challenge too. As a summary is a condensed version of any article when summing
up the article it created a problem when every word came in a sentence multiple
times.
Making the K-Means cluster was also a big challenge. K-Means cluster iterative
algorithm so every time it made different clusters before making a summary. So it
was difficult to make a cluster each time before preparing a summary for the article.
Each time the clusters of the word had been changed and it gave different scores for
the summary.
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Chapter 2

Literature Review

Back in 1958 the very first text summary technique was implemented. Rafael Fer-
reira et al. [11] addressed the method of extractive text summarization using various
sentence scoring method. The proposed model is based on tokenizing the words and
scoring the words to identify the importance of the document. They have taken
CNN, Blog Summarization and SUMMAC these three types of datasets to test
the algorithm. They have followed three approaches word based scoring, sentence
scoring, and system of graph scoring and compare these methods to identify which
method is the best for text summarization for particular datasets.

Kupiec et al. [5] constructed a trainable summarization program based on statistical
classification. They build a classification method that calculates a given sentence’s
likelihood using Bayes’s rule. They used Frequency-Keyword, Tittle-Keyword, and
Location as a heuristic.

Anam et al. [19] suggested a model based on sentences using Fuzzy C-Means Clus-
tering Algorithm. FCM uses fuzzy sets and fuzzy subset matrix to predominate the
relation among various cluster elements.

Das, D. and Martins, A. F. [10] showed a single document summarization and
multi-document summarization using ex-tractive and abstractive text summariza-
tion approach. Where there are various algorithms has been applied like Naıve-Bayes
method, Rich features and Decision trees, Hidden Markov methods and Long Linear
models and manifest the performance depending on data set was implied.

Romain Paulus et al. [18] proposed a deeply strengthened model for summarizing
abstract texts. Neural network model with a novel intra-attention has been used
over input. Basic word prediction blends with reinforcement learning of training in
global sequence prediction to make the description more legible.

Vishal Gupta et al. [13] submitted a survey on extractive text description techniques.
Features of extractive text summa-rization like title word feature, sentence location
feature, cue-phrase feature along with cluster-based, LSA, neural network methods
are also explained in detail.
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Bofang li et al. [21] they heuristically develop a Word2Vec variant to ensure that
each pair of terms comprise a non-based word and a universally sampled descriptive
term. They ”freeze” the batch context and only adjust the insignificant part to
resolve conflicts. This change also explicitly monitors training iterations by deter-
mining the number of samples and manages the high frequency and low-frequency
conditions. Detailed experiments are carried out in a variety of NLP activities. The
results show that your model is 7.5 times precise on 16 GPUs.

Rene Arnulfo Grcıa-Hernandez et al. [11] they suggest an automated text review so-
lution using an unsupervised learning algorithm by phrase extraction, independent
of the language and domain. Their theory is that an algorithm unchecked will help
to bring these ideas (sentences) together. The most descriptive term is then selected
from each cluster to assemble the list. Many studies in the DUC-2002 model set
indicate that the method proposed produces better results than any other solution.

Joel Larocca Neto et al. [8] they offer a description method based on the use of a
machine learning algorithm that uses a set of features taken directly from the orig-
inal text. These characteristically features are two: mathematical-based upon the
occurrence of certain text elements and textual-from the simplistic statements of
the language. They also show some computer results obtained by using their sum-
marizer on a few well-known text bases, and we compare these results with some
basic summary procedures.

Jincheng et al. [22] extensive studies on different benchmarking text classification
datasets were performed to provide clear explanations of how fastText renders score
matrix predictions, and a comprehensive analysis of frequency matrix based meth-
ods is given.

Ramesh Nallapati, Bowen Zhou, Cicero Nogueira dos santos, Caglar Gulcehre, Bing
Xiang [17]shows abstract text summarization utilizing Attentional Encoder De-
coder Recurrent Neural Networks and demonstrates that two separate companies
produce state-of - the-art outputs. Some novel models, such as modelling main
terms, capturing the hierarchy of the sentence-to-word structure, emitting terms
that are uncommon or unrevealed at the time of training are proposed in revived
problems which are not properly modelled on simple architecture.Research shows
that all of our projects are contributing to greater efficiency enhancement.

Wesley T. Chuang and Jihoon Yang [6] they propose an extractive text summariza-
tion by segmenting the sentence using machine learning algorithms. Their approach
is mainly segmenting the sentence with special cue markers. These segments have
a set of specified functions. On the base of these functions, the algorithm trains the
summarizer and gets the actual word to summarize the text.

Ibrahim F. Moawad and Mostafa Aref [15] throughout this paper they propose
a modern method, utilizing a rich semantical graph methodology, to construct an
analytical description for a single text. The method describes the input text, pro-
ducing for the initial text a rich semantical graph, minimizing the resultant map
and instead generating the abstractive description. In comparison, a hypothetical
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case analysis reveals how the initial texts were limited to 50%.

Anjali R. Deshpande and Lobo L. M. R. J. [16]they represent text summarization
using clustering methods. This approach works well in the multi-document text. It
clusters the similar document into a group. Then from the similar document cluster,
it makes the sentence cluster of each group. After that in the final summary, the
best sentence scores from sentence clusters are selected

8



Chapter 3

Proposed Model

The proposed model of this paper is mainly a sentence based clustering approach to
summarization a news article it is demonstrated that sentence based models are more
efficient than graph and word-based modes [4]. At the very primary stage, a news
article has been selected from the dataset and undergoes numerous pre-processing
procedures. During preprocessing, the model will perform sentence tokenize, remove
special characters, word tokenize, duplicate word remove and finally lemmatization
to get the root word.

Figure 3.1: Flow diagram
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After completion of the preprocessing, the model will perform the feature extraction
process to score each sentence of the text. The model used Gensim Word2Vec to
generate a vector representation of the text. Then, the model has distributed the
vectorized sentence into k clusters based on the clustering algorithm K-Means where
the number of clusters is k. To determine the perfect value of k, this model has used
the Elbow method.
Finally, the model will generate a summary by picking up some important sentences
from those clusters based on the score of each sentence given by our processing
algorithm. The generated summary will be one-third of the given text.

10



3.1 Dataset

BBC news article dataset [9] contains 2225 news articles divided into 5 categories
(business, entertainment, politics, sport, and tech). Randomly 10 news articles from
each category total 50 news articles have been chosen for processing.

3.1.1 Preprocessing

Preprocessing is required to convert the data into a machine-readable form of the
vector.

Figure 3.2: Unique words from the text

1. Sentence Tokenization: It is the process to split the text into sentences [19] [20].
Sentence tokenizer from NLTK library python was used to split the sentences.

2. Remove Special Character: It is possible that text may contain some unnec-
essary characters. All those unnecessary characters have been removed.

3. Word Tokenization: Each of the sentences of the article has been split into
words by using word spaces [19] [20].

4. Removal of stop words: Stop words are those words that will be ignored while
processing the text. All the words from the text which are considered as stop
words have been removed [19] [20].

5. Duplicate Word Removal: Words from each sentence that occur more than
once have been removed except keeping it once.

6. Lemmatization: It’s a method of finding the root of every word. The text’s
words have all been lemmatized [20].

11



3.1.2 Word2Vec

In neural network one of the most common word embedding techniques is Word2Vec.
First of all, a vector representation for each word at a certain length where the vector
would consist of zeros except for the element representing the words. The words that
have similar meaning take a closer spatial position [2].

sin(X, Y ) = cos(θ) =
(X·Y )

||X||||Y ||
(3.1)

It can be implemented in two ways, one is Skip Gram and another one is CBOW
(Common Bag of Words).

Figure 3.3: CBOW & Skip-Gram

In our research, Skip Gram techniques have used as it works better for the small
amount data and for the words those are not that much common. As this process
gives input the word, it gets output of probability distributions for each vector length
for every single word where the backpropagation method is used to deal with it.

12



3.1.3 Gensim Word2Vec

Gensim is a very popular open-source library for unsupervised learning implemented
in python[14]. Gensim implements Word2Vec based on Latent Dirichlet Allocation
(LDA). Gensim Word2Vec has been used to generate a word vector from the tok-
enized word list. It is easy for a machine to some vectors instead of some words and
it is also easy to implement mathematical operations on the vector.

Figure 3.4: Gensim Word2Vec

Figure 3.5: Vector representation of the text
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3.1.4 K-Means CLUSTERING

Clusters means a set of aggregated data points having certain similarities. K-Means
is an iterative algorithm where it divides the dataset into distinct clusters keep-
ing each data points in one group. K-Means aim is to reduce the square distance
summation between data points and their respective cluster centers.
Algorithmic representation of K-Means[12]:
Let M = {m1,m2,m3,. . . . . . ..,mn} be the Data points collection and V = {v1,v2,. . . . . . .,vc}
are the centers.

1. Select Cluster Centers ‘c’ by random selection.

2. The difference between individual data points and cluster centers is deter-
mined.

3. Allocate the cluster center data point with a minimum distance from the clus-
ter center of all cluster centers.

4. Calculate the new center of clusters using:

vi =
(1)

(ci)

ci∑
j=1

mi (3.2)

5. Recalculate the distance between each data point and newly obtained cluster
centers.

6. If there is no reassigned data point then, otherwise repeat step no 3.

3.1.5 Elbow method to find K

It is very much essential to determine the perfect value of k to get the best outcome
from the K-Means algorithm. Elbow method is one of the most popular methods
to determine the value of k which represents the number of clusters will be used in
this model. In this model, the iterative range for k is 1 to 9.
The steps of Elbow method [20]:

• K starts from 1 to 9

• Increase k by 1

• Measure the distortion

• The point after which the distortion begin to decrease in a linear line.

14



Figure 3.6: The Elbow with k=2 in Business Article 465

Figure 3.7: The Elbow with k=4 in Entertainment Article 338
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Figure 3.8: The Elbow with k=3 in Politics Article 172

Figure 3.9: The Elbow with k=3 in Sports Article 256
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Figure 3.10: The Elbow with k=3 in Tech Article 226

3.1.6 Summary Extraction

Finally, the cluster having the maximum number of sentences has been selected as
the higher frequency in cluster indicates the most valuable sentences of the text. All
the sentences belong to that cluster have been scored based on mean similarity with
the Word2Vec model and the appearance of numbers and nouns. For each number
and noun, 1 and 0.25 will be added with the mean similarity of each sentence [1].
From that cluster of sentences, this model in pick n sentences (n is the number of
one-third of total sentences). By joining these n sentences sorted based on their
appearance on the text, the summary will be generated.

17



Chapter 4

Result and Evaluation

There are multiple ways to compare two texts. One of them is BLEU Score which
has been used in this model [20]. BLEU has been chosen because it is very easy to
implement. It gives a result between 0 and 1 where 1 is the best similarity and 0
is the lowest similarity. The generated summary and the original summary of the
article have been compared using BLEU. The maximum score from ten iterations
has chosen as a BLEU score. Table 4.1, 4.2, 4.3, 4.4 and 4.5 represents the result of
a few business, entertainment, politics, sports and tech articles summaries.

Business
Article
Number

K
values
With
Elbow

BLEU
Score

for
1 gram

BLEU
Scores
for
2 gram

BLEU
Scores
for
3 gram

BLEU
Scores
for
4 gram

Cumu-
lative
BLEU

79 5 0.573 0.530 0.512 0.495 0.528

101 3 0.741 0.691 0.670 0.652 0.689

133 3 0.752 0.733 0.721 0.707 0.728

465 2 0.894 0.894 0.894 0.894 0.894

499 4 0.648 0.593 0.570 0.548 0.590

Table 4.1: BLEU Score of Business articles
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Entertain-
ment

Articles
Number

K
values
With
Elbow

BLEU
Scores

for
1

gram

BLEU
Scores

for
2

gram

BLEU
Scores

for
3

gram

BLEU
Scores

for
4

gram

Cumula-
tive

BLEU

112 3 0.669 0.660 0.658 0.653 0.660
205 3 0.836 0.810 0.794 0.777 0.804
255 2 0.548 0.496 0.481 0.465 0.497
263 3 0.622 0.564 0.540 0.521 0.562
338 4 0.819 0.791 0.771 0.749 0.783

Table 4.2: BLEU Score of entertainment articles

Politics
Articles
Number

K
values
With
Elbow

BLEU
Score

for
1

gram

BLEU
Score

for
2

gram

BLEU
Scores

for
3

gram

BLEU
Scores

for
4

gram

Cumula-
tive

BLEU

57 3 0.726 0.698 0.684 0.669 0.694
172 3 0.770 0.749 0.739 0.724 0.746
246 4 0.693 0.653 0.633 0.614 0.649
318 2 0.566 0.536 0.522 0.508 0.533
360 4 0.527 0.465 0.439 0.420 0.463

Table 4.3: BLEU Score of politics articles
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Sports
Articles
Number

K
values
With
Elbow

BLEU
Scores

for
1

gram

BLEU
Scores

for
2

gram

BLEU
Scores

for
3

gram

BLEU
Scores

for
4

gram

Cumulative
BLEU

1 4 0.667 0.618 0.598 0.577 0.615
211 2 0.669 0.621 0.600 0.578 0.617
256 3 0.741 0.728 0.716 0.700 0.721
352 2 0.719 0.690 0.677 0.666 0.688
378 2 0.567 0.523 0.504 0.486 0.520

Table 4.4: BLEU Score of sports articles

Tech
Articles
Number

K
values
With
Elbow

BLEU
Scores

for
1

gram

BLEU
Score

for
2

gram

BLEU
Scores

for
3

gram

BLEU
Scores

for
4

gram

Cumulative
BLEU

74 3 0.755 0.705 0.676 0.650 0.696
91 6 0.481 0.443 0.425 0.406 0.439
152 3 0.744 0.711 0.693 0.675 0.705
226 3 0.670 0.596 0.560 0.532 0.589
297 3 0.557 0.481 0.451 0.427 0.479

Table 4.5: BLEU Score of tech articles
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The highest score of the business article’s maximum summarization score is 0.894
and the minimum score is 0.528. Fig 4.1 shows the maximum, minimum and average
BLEU score of each category of the news article. Among all categories, the model
worked better for the business articles as business articles contain more numerical
values than other categories and numerical values got much priority in this model.

Figure 4.1: Summary score comparison between news article categories

Text summarization accuracy may vary depending on the type of dataset. A similar
type of approach has been applied by R. Khan, Y. Qian, and S. Naeem [20] where
they have used the TF-IDF score instead of Gensim Word2Vec. In our research we
have used BBC news articles whereas they have worked on a different dataset, their
highest BLEU score was 0.503984. On the other hand, our highest BLEU score
was 0.894 for the business atricle, 0.804 for the entertainment atricle, 0.746 for the
political article. Most of our articles showed better BLEU scores than other research
papers. Our model has been modified and another sentence scoring algorithm has
been used to improve the performance of the system. From the data, it is quite
obvious that if we use Gensim Word2Vec instead of TF-IDF it shows a better score.
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Chapter 5

Sample Result

The following figures demonstrate the research findings relevant to business, enter-
tainment, politics, sports, and tech articles.

Figure 5.1: Business Article 456
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Figure 5.2: Entertainment Article 205
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Figure 5.3: Politics Article 172
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Figure 5.4: Sports Article 256

25



Figure 5.5: Tech Article 149
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Chapter 6

Conclusion

Text summarization is one of the most renowned buzz words in the area of research
in natural language processing as the textual data is increasing day by day. The
proposed model introduces Gensim Word2Vec with the combination of the K-Means
clustering algorithm and some new sentence scoring procedure which enables a new
dimension of research in text summarization. In this model, all the sentences were
clustered using the K-Means clustering algorithm. Sentence scoring algorithm rates
a sentence based on the occurrence of numerical values and nouns. These techniques
were implemented on BBC news article datasets. The proposed model showed the
best performance on the business articles because the business article contains more
numerical values and the sentence scoring algorithm gives priority to numerical
values. In the future, the same idea can be also implemented on the extractive
based multiple text document.
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