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Abstract

Criminology is a method that is used to perceive wrongdoing and criminal qualities.
The crooks and the wrongdoing occasion likelihood can be overviewed with the
help of criminology frameworks. Video analysis and machine learning tasks have
been moving from inferring the present state to predicting the future state. Law
enforcement agencies can work effectively and respond faster if they have better
knowledge about crime patterns in different geological points of a city. In this thesis,
we proposed a system to predict criminal activities by using different neural networks
and machine learning algorithms and approaches. The target of this proposed model
is to break down dataset which comprise of various violations and anticipating the
kind of crimes which may occur in future relying on different conditions. Contrasted
with other existing models, we utilized another neural systems calculation called
fastGRNN which is quicker and powerful. The experimentation is conducted on
various datasets. Binary classifier, CNN, GRNN, Decision Tree, Support Vector
Machine were used during experimentation. By implementing these algorithms, we
came down to an accuracy of 89%.

Keywords: Crime; Video analysis Algorithms; Machine Learning; Neural Networks
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Chapter 1

Introduction

1.1 Motivation

Criminal detection may be a multi-faceted problem-solving challenge. surveillance,
human-computer interaction and elderly protection devices, which has been and still
remains a challenging problem on real-world conditions like partial occlusion. For
criminal activities no society secure for human life. Suicide attempts, rape, terrorist
attacks etc. become a thread for society development. It also destroys economic
development. As an example, A website “dhakatribune.com” publish a report “A
shocking 731 rapes reported in first six months of 2019” published on (July 8th,
2019) [9] that total 731 incidents of sexual violence, raped incidents were 592, gang-
rape were 113 and 26 were killed after being raped. That is why there will always be
an enormous demand of recent security cameras with advanced security technology
to compete against the ever-evolving ways of crime that folks come up with. That is
what triggered our thought regarding functioning on a project that helps alarming
people before any unexpected situation takes place. It is beat attempts to make
a safer environment, lowering crime, and most significantly keeping your valuable
life, business and assets protected. We have got focused on certain aspects of the
criminal zone analysis and have found certain issues. We believe that by fixing
those issues and providing the analysts with a more analytical interface, criminal
prediction project’s support for deciding will be enhanced to an out sized extent.
Our project is to predict criminal activity from video signals. The objective is to
specialize in video footage around a selected area where criminal activities are high
and so identifying suspicious activity by human. supported doubt, we are going to
analyze the video footage still as pictures to predict the person may be a criminal
or not.

1.2 Related Work

Recently, U-city control centers [6] have been built to observe and respond to crim-
inal events through cooperation with the police force in real time. These centers
use CCTV to collect behavior data and determine whether the situation is dan-
gerous through crime prediction. However, the prediction accuracy is not high
and detailed, and requires numerous human resources to determine the situation
elaborately. Several works on this field were also published under the ADVISOR
project [2]. The aim of this project was to detect vandalism acts, crowding situa-
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tions and street fights. To accomplish this task, it was necessary to build the entire
three-dimensional model of the monitored area. In the ADVISOR system, danger
behaviors were previously defined by security experts who described relevant events
using a description language. A more recent work carried out by Mecocci [1] intro-
duces an architecture of an automatic real-time video surveillance system, capable
of autonomously detecting anomalous behavioral events. The proposed system au-
tomatically adapts to different scenarios without human intervention, and applies
self-learning techniques to automatically learn typical behavior of targets in each
specific environment. Anomalous behaviors are detected whenever the observed
trajectories deviate from the typical learned prototypes.

1.3 Objective

Criminal activities are now the biggest concern of the government as it is growing
rapidly each and every year. It is affecting the quality of life and the development of a
country. Crime prevention through prediction and rapid response to criminal events
are becoming increasingly important social issues. Previously many researches have
been done on this topic. In order to achieve more accuracy and efficiency we have
tried to apply different algorithms. In this report, we have collected video datasets
which is open data from UCF Crime .We have used binary classification to classify
the elements of the datasets and neural networks algorithm like CNN to differentiate
images from one another and reduce them into a form which are easier to process
and faster GRNN to make the prediction faster. Results of different algorithms have
been compared and most of the effective approach has also been documented.

1.4 Thesis Orientation

• Chapter 1- Introduction where foundation data of our exploration, the issue on
which we are looking into, objectives, extent of the undertaking are examined.

• Chapter 2- Literature Review where past and related works of the equivalent
issue are talked about and checked on.

• Chapter 3- Proposed model, here we talk about our proposed model method-
ology to the exploration.

• Chapter 4- Dataset, where we explain our dataset in details.

• Chapter 5- Algorithms where we talk about the pre-owned innovations and
work process of our work in subtleties.

• Chapter 6- Includes Experimental Result Analysis, where we envision our in-
formation and investigate the outcome acquired from our model.

• Chapter 7- In Conclusion and Future works where the end comprises of our
work till now and future works incorporates the extent of progress.

2



Chapter 2

Literature Review

Xhen [5] In this paper the performance for act recognition system using CNN is
significantly successful in three public datasets with great robustness and high ac-
curacy of partial video. In here they present a unique activity auto-completion
(AAC) model for activity prediction. Two datasets are created for high-level ac-
tivity analysis, and both of them comprises six differing types of human interac-
tion activities shake-hands, hug, kick, point, punch and push. during this paper
they discuss about Activity representation, Approach, Refining Detectors, Video
Segmentation, Joint Feature Mapping, histogram intersection, Activity prediction,
Activity Representation. They show a way to capture the essence of partial videos
by mining discriminative patches. within the paper, a partial video and a full video
are considered as a prefix and a question, respectively. They first discussed a way
to represent videos by mining discriminative mid-level patches then video segmen-
tation supported clustering then the details of the proposed AAC model. They
divide a full video into a set of segments, which they call activity characters. This
operation also reduces the quantity of prefixes. They formulate activity prediction
problem as an auto-completion problem. For Represent an activity, build a com-
pact video representation supported discriminative patches. For Experiments test
the activity auto-completion AAC model on UT-Interaction and UT-Interaction get
two datasets are created for high-level activity. They choose Rank SVM as learning
model. Particularly, just one ranking model is formed for all activity classes. AAC
model can automatically complete any new activity prefix AAC ranker, get a rank-
ing of those activity candidates in line with relevance outputs. They also discuss
to keep up the balance of detectors refine representative SVM detectors for every
class supported patch temporal distribution. But sampling is not applied in other
sections of this paper. According to [3] they have the problems in two subprob-
lems. One is to detect the human in the video and another one is to track them
in those video frames. They have used machine learning approach for the object
detection problem. they have used Haar-like features for object detection. For the
second phase, the tracking phase they have used particle filter system. In the pro-
posed approach, uncertainty about human’s state (position) is represented as a set
of weighted particles, each particle representing one possible condition. Tracking of
a human object is done from one video frame to another by foreseeing its position
within the following outline when the position of the frame is known within the past
outline. they have experimented their human detection and tracking technique on
a number of videos. As in a video human can be found in different poses. So, they

3



have divided the videos in 4 categories. Fist one is Single Human Videos, second
one is Multiple Human Videos with Occlusion, third one is Multiple Human Videos
Without Occlusion, last one is Multiple Objects Videos. Their algorithm can detect
and track the all different poses of a man in those videos. Their average detection
and tracking accuracy are 87.44% and the average execution speed is 18 frames per
second.
The paper titled “FastGRNN: A Fast, Accurate, Stable and Tiny Kilobyte Sized
Gated Recurrent Neural Network” by Kusupati, Aditya Singh stated that, Pro-
ductive expectation calculations have regularly been acquired by making sparsity
and low-position presumptions. Most unitary strategies viably use a low-position
portrayal of the state transition matrix to control prediction and training complex-
ity. Sparsity, low-position, and quantization were demonstrated to be successful in
RNNs, CNNs, trees and closest neighbor classifiers. FastGRNN expands on these
plans to use low-position, scanty and quantized portrayals for learning kilobyte mea-
sured classifiers without settling on classification accuracy. Different ways to deal
with accelerate RNN preparing and forecast depend on supplanting consecutive
concealed state changes by parallelizable convolutions or on learning skip associa-
tions in order to abstain from assessing all the shrouded states. Such strategies are
correlative to the ones proposed right now can be utilized to additionally improve
FastGRNN’s presentation.

4



Chapter 3

Proposed Model

Since the world’s trouble makers are expanding altogether, we have to step up to
stop the events or possibly attempt to limit where conceivable. In spite of the fact
that the law authorization association is working heart and soul, the crime percent-
ages going up step by step. In this paper, we have collected video datasets which
are open data from UCF Crime. The purpose of our model is to predict criminal
activities in a particular area. We used the train test split function for our project.
The train test split function is for splitting a single dataset for two different pur-
poses: train and testing. We are going to train 80 percent of the data and we will
test over 20percent of the data to get the higher accuracy in final results. We have
used mainly three algorithms for our project. We have used binary classifiers, fast
GRNN and CNN. Finally, for better results we found First GRNN is the best suited
algorithm.

The proposed approach (in Fig. 3.1) starts with dividing surveillance videos into
a fixed number of fragments during training. These portions make examples in a
pack. Utilizing both positive (anomalous) and negative (normal) values, we train the
abnormality recognition model utilizing the proposed Machine Learning algorithms
for best result.

5



Figure 3.1: Proposed Model
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Chapter 4

Dataset

Our experiment is conducted on a specific dataset. It is open data from UCF-Crime
Dataset (Real-world Anomalies Detection in Videos) [10]. UCF-Crime dataset is an-
other enormous scope first of its sort dataset of 128 hours of recordings. It comprises
of 1900 long and untrimmed certifiable reconnaissance recordings, with 13 reasonable
oddities including Abuse, Arrest, Arson, Assault, Road Accident, Burglary, Explo-
sion, Fighting, Robbery, Shooting, Stealing, Shoplifting, and Vandalism. These
peculiarities are chosen since they significantly affect open security. This dataset
can be utilized for two assignments. To begin with, general abnormality discovery
thinking about all peculiarities in a single gathering and every ordinary movement in
another gathering. Second, for perceiving every one of 13 odd exercises. It provides
many crime incidents videos that occurred around the world for the period of 1970
to 2017.

4.1 Attributes

The data in the datasets contains mp4 file. Based on the mp4 data there is a csv
file containing 461 rows where the types of crime video (arrest, arson, assault, road
accident, fighting etc.), normal or abnormal video, resolution are included based on
whether these are anomaly or not. The attributes are given below.

Date A Date when the crime occurred
Category Types of crimes
Crime Description Detailed description for a crime
iday Day of week when crime occurred
imonth Crimes on Month
Location of Attack The location of crime
Terrorist attack Whether it was terrorist attack or not
Successful/Unsuccessful Whether it was successful or not
Was/Was not Suicide attack Whether it was suicidal or not
Human freedom Human freedom score (4-9)
Personal freedom Personal freedom score (2-9)

Table 4.1: Attributes of the crime dataset

7



4.2 Dataset Description

UCF Crimes folder contains following 3 subfolders:

Anomaly Detection splits
This folder contains training and testing partitions for anomaly detection experi-
ments, i.e., Anomaly Test.txt and Anomaly Train.txt.

Action Recognition splits
This folder contains four training and testing partitions for action recognition ex-
periments. The experimental results reported in the paper are done using four-fold
cross- validation. In order to report the results, please use all four partitions.

Videos
This folder contains the complete dataset. It has 16 subfolders. The names of folders
are self-explanatory.

• 13 folders correspond to each of the anomaly.

• Normal Videos event corresponds to normal videos for action detection exper-
iments.

• Testing Normal Videos Anomaly contains normal testing videos for anomaly
detection experiment.

• Training Normal Videos Anomaly contains normal training videos for training
a network for anomaly detection experiments.

4.3 Crime Classification

There are 13 types of crime in UCF-Crime dataset. The data has crime record from
1970-2017. The frequency changes in every 10year interval. The frequency changes
mostly, based on location. The frequency of crime varies one country to another.
Sometimes the frequencies are high and sometimes low, based on the situation of
that time. These anomalies are selected because they have a significant impact on
public safety. A short depiction of each anomalous occasion is given underneath.
Abuse: This occasion contains recordings which show awful, brutal or savage con-
duct against youngsters, elderly individuals, creatures, and ladies. Burglary: This
occasion contains recordings that show individuals going into a structure or house
with the expectation to submit robbery. It does exclude utilization of power against
individuals. Robbery: This occasion contains recordings demonstrating thieves
taking cash unlawfully forcibly or risk of power. These recordings do exclude shoot-
ings. Stealing: This occasion contains recordings demonstrating individuals taking
property or cash without consent. They do exclude shoplifting. Shooting: This
occasion contains recordings indicating demonstration of firing somebody with a
firearm. Shoplifting: This occasion contains recordings demonstrating individuals
taking products from a shop while acting like a customer. Assault: This occasion
contains recordings indicating an abrupt or rough physical assault on somebody.

8



Note that in these recordings the individual who is attacked doesn’t retaliate. Fight-
ing: This occasion contains recordings showing two are more individuals assaulting
each other. Arson: This occasion contains recordings demonstrating individuals in-
tentionally burning down property. Explosion: This occasion contains recordings
indicating dangerous occasion of something blowing separated. This occasion does
exclude recordings where an individual deliberately sets a fire or sets off a blast.
Arrest: This occasion contains recordings indicating police capturing people. Road
Accident: This occasion contains recordings demonstrating car crashes including
vehicles, walkers or cyclists. Vandalism: This occasion contains recordings indicat-
ing activity including intentional demolition of or harm to open or private property.
The term incorporates property harm, for example, spray painting and disfigurement
coordinated towards any property without authorization of the proprietor. Normal
Event: This occasion contains recordings where no wrongdoing happened. These
recordings incorporate both indoor, (for example, a shopping center) and open-air
scenes just as day and evening time scenes.

4.4 Features of Dataset

Let us picture the information with graphical representations.

4.4.1 Crime Map

Here the black spot indicates the crime zone. It indicates that crime frequencies
were not same in every 10years.

Figure 4.1: The crime map of last 47 year

We can see from 4.1 that how the rate of crime is changing in every 10 years. The
rate of crime was not stable. It depends on situation, environment, socio-economic
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structure etc. From that maps we understand the frequency of crimes changes by
the time.

4.4.2 Area of the crimes

Figure 4.2: Crime area with frequency from 1970 to 2017

4.4.3 Types of the crimes

Figure 4.3: Crime Frequency
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4.4.4 Targeted Attack

Figure 4.4: Targeted attack

4.4.5 Terrorist Attack Map

Figure 4.5: Terrorist attack map
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4.4.5.1 Terrorist Attack Count (Attempted)

Figure 4.6: Number of terrorist attack 1970 to 2017

4.4.5.2 Terrorist Attack in Days (Attempted)

Figure 4.7: Frequency of attack per day
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4.4.5.3 Terrorist Attack in Month (Attempted)

Figure 4.8: Attacks in Month

4.4.6 Successful/Unsuccessful Terrorist Strike Map

Figure 4.9: Successful/Unsuccessful map
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4.4.6.1 Successful/Unsuccessful Terrorist Strike Count

Figure 4.10: Successful/Unsuccessful count (0 refers to unsuccessful, 1 successful)

4.4.7 Incident was/was not a Suicidal Attack

Figure 4.11: Suicidal attack (0 not suicidal, 1 suicidal)
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4.4.8 Human Freedom (Score)

Figure 4.12: Human freedom based on region

4.4.9 Personal Freedom (Score)

Figure 4.13: Personal freedom based on region

We can see from Fig. 4.5 that; it is a map of all terrorist attack where we can
understand the terrorist attack frequency given in Fig. 4.6 from 1970 t0 2017.
Besides, In Fig. 4.7 we can also see the amount of attacks per day and in Fig. 4.8
the attacks in months. These all attacks are attempted, from these terrorist attack
some are successful and some unsuccessful, and we represented it in Fig. 4.10. In
Fig. 4.11 we can understand that, which attacks were suicidal and which were not.
Based on these from Fig. 4.12 and Fig. 4.13 we established Human Score and
personal freedom score depending on location.
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Chapter 5

Algorithms

5.1 Neural Networks

Neural networks are a method for doing AI, where a PC figures out how to play out
some undertaking by investigating preparing models. As a rule, the models have
been hand-marked ahead of time. An item acknowledgment framework, for example,
may be taken care of thousands of marked pictures of vehicles, houses, espresso cups,
etc., and it would discover visual examples in the pictures that reliably associate
with specific names. There are so many neural networks exists. In this paper, we
particularly used the CNN, GRNN to predict the crime activities.

5.1.1 CNN

A Convolutional Neural System (ConvNet/CNN) is a Profound Learning calculation
which can take in an information picture, dole out significance (learnable loads
and predispositions) to different angles/protests in the picture and have the option
to separate one from the other. The pre-preparing required in a ConvNet is a
lot of lower when contrasted with other arrangement calculations. While in crude
strategies channels are hand-designed, with enough preparing, ConvNets can gain
proficiency with these channels/attributes.
The engineering of a ConvNet is practically equivalent to that of the availability
example of Neurons in the Human Cerebrum and was enlivened by the association
of the Visual Cortex. Singular neurons react to boosts just in a confined locale of
the visual field known as the Open Field. An assortment of such fields covers to
cover the whole visual territory.
A ConvNet can effectively catch the Spatial and Fleeting conditions in a picture
through the utilization of important channels. The engineering plays out a superior
fitting to the picture dataset because of the decrease in the quantity of parameters
included and reusability of loads. As such, the system can be prepared to compre-
hend the modernity of the picture better.
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Figure 5.1: Working Method Of CNN

5.1.2 FastGRNN

Past methodologies have improved precision to the detriment of forecast costs mak-
ing them infeasible for asset compelled and ongoing applications. Unitary RNNs
have expanded exactness to some degree by limiting the scope of the state change
framework’s solitary qualities yet have additionally expanded the model size as they
require a bigger number of shrouded units to compensate for the misfortune in ex-
pressive influence. Gated RNNs have gotten cutting edge exactness’s by including
additional parameters in this way coming about in much bigger models.

Figure 5.2: Structure of FastGRNN

5.2 Machine Learning

Machine learning is an application of artificial intelligence (AI) that provides sys-
tems the ability to automatically learn and improve from experience without being
explicitly programmed. Machine learning focuses on the development of computer
programs that can access data and use it learn for themselves. [7] There are two
types of machine learning algorithms: Supervised and Unsupervised. In order to
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get better accuracy, we used some Supervised machine learning algorithms such as
Binary Classification, Decision Tree and Support Vector Machine.

5.2.1 Binary Classification

Binary or binomial classification is the task of classifying the elements of a given
set into two groups (predicting which group each one belongs to) on the basis of a
classification rule.
The objective of binary classification is to gain proficiency with a capacity F(x) that
limits the misclassification likelihood PyF(x) <0, where y is the class name with + 1
for positive and -1 for negative. There are numerous powerful binary classifications
strategies, for example, Decision tree, Support Vector Machine (SVM), Logistic
Regression, Confusion Matrix etc. Decision tree and SVM were used in this case.

Figure 5.3: Binary Classifier

5.2.2 Decision Tree

Decision tree learning is a managed AI strategy for actuating a decision tree from
training data. We used decision tree to test our datasets. A decision tree (also
referred to as a classification tree or a reduction tree) is a predictive model which is
a mapping from observations about an item to conclusions about its target value. In
the tree structures, leaves represent classifications (also referred to as labels), non-
leaf nodes are features, and branches represent conjunctions of features that lead to
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the classifications [5]. Building a decision tree that is consistent with a given data
set is easy. The challenge is to build good decision trees, which means the smallest
decision trees. Over fitting pruning can be utilized to keep the tree from being over
fitted only for the training set. This method makes the tree general for unlabeled
information and can endure some erroneously marked training data.

Figure 5.4: Decision Tree
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5.2.3 Support Vector Machine

The target of support vector machine calculation is to discover a hyperplane in a
N-dimensional space (N — the quantity of highlights) that unmistakably orders the
data points. To isolate the two classes of data points, there are numerous conceivable
hyper planes that could be picked. Our goal is to locate a plane that has the most
extreme edge, i.e. the greatest separation between data points of the two classes.
Expanding the edge separation gives some support so future information focuses can
be grouped with more certainty.

Figure 5.5: Possible Hyperplanes

Hyperplanes are choice limits that help group the data points. Data points falling
on either side of the hyperplane can be ascribed to various classes. Additionally, the
element of the hyperplane relies on the quantity of highlights.
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Figure 5.6: Support Vectors

Support vectors are data points that are nearer to the hyperplane and impact the
position and direction of the hyperplane. Utilizing these support vectors, we amplify
the edge of the classifier. Erasing the support vectors will change the situation of
the hyperplane. These are the focuses that assisted us with building the SVM.
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Chapter 6

Result Analysis

In order to get result, we used three Machine Learning Algorithm (CNN, Binary
Classification, FastGRNN). we allotted 20% of the data to perform the testing just
to decide the performance.

6.1 Implementation Details

For our anomaly discovery technique, as it were video-level marks are required for
train. Be that as it may, all together to assess its exhibition on testing recordings, we
need to know the transient comments, for example the beginning and completion
casings of the peculiar occasion in each testing strange video. To this end, we
appoint similar recordings to different annotators to mark the worldly degree of every
peculiarity. The last transient explanations are acquired by averaging explanations
of various annotators.
we remove visual highlights from the completely associated (FC) layer FC6 of the
C3D arrange [4]. Prior to processing highlights, we re-size every video casing to
240x320 pixels and fix the edge rate to 30 fps. We process C3D highlights for each
16-outline video cut followed by l2 standardization. To acquire highlights for a video
fragment, we take the normal of every one of the 16-outline cut highlights inside that
portion.

6.2 Performance of the Proposed Method

We mentioned earlier that we have applied three models and now we are going to
analyze the results, compare the results and find the best result for us. The proposed
approach is that gives a great deal of positive and negative recordings with video-
level marks, the system can naturally figure out how to anticipate the area of the
anomaly in the video [8]. To accomplish this objective, the system ought to figure
out how to produce high scores for atypical video portions during training iterations.
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6.3 Visualization

To training dataset we used some models like bc model c3d model with an abstract.

Best Library:tensorflow, Numpy, PCA, matplotlib. pyplot as plt, seaborn, pandas

6.3.1 Crime HOF Visualization

Here We visualize all crime classes by condensing our HOF (Histograms of Optical
Flow) features using PCA (Principal Component Analysis).
We go analyze the distinction between the crime and the normal part of the video
We view the distribution of video lengths for both datasets in consideration
Each row of ’Temporal Anomaly Annotation.csv’ is the annotation for a video, for
example: Abuse028 x264.mp4 Abuse 165 240 -1 -1

• The first column is the name of the video.

• The second column is the name of the anomalous event.

• The third column is the starting frame of the event (convert each video to
image frames first) .

• The fourth column is the ending frame of the event.

• For videos in which second instance of event occurs, fifth and sixth contains
starting and ending frames of second instance.
Negative number means no anomalous event instance. In this example, abuse
(instance) only occurs once.
Note: The videos have 30 frames per second.
Crime labels = [’Arrest’,’Burglary’,’Fighting’,’Explosion’,’Assualt’,’Normal’,’Abuse’,’Arson’]
After condensing our HOF feature using PCA we visualize all crime classes
below.
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Figure 6.1: Condensed HOF vs Frame elapsed

(x = ’Frames elapsed’, y = ’Condensed HOF’). Frame elapse range 128. [’Frames
elapsed’,’Condensed HOF’] for eight of them sequentially (67456, 1), (129408, 1),
(27264, 1), (13824, 1), (26112, 1), (639104, 1), (29056, 1), (39680, 1).
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Figure 6.2: Frame elapse with condensed HOF for range 0 to 127.

6.1 shows the graphical visualization of eight crime classes video based on their frame
elapsed rate and condensed HOF value. The value of frame elapsed and condensed
HOF varies one to another crimes. For this visualization we took frame elapsed
range 128. In Fig. 6.2 shows the tabular representation of frame elapsed rate with
condensed HOF within range 128.

(a) plt. Axis ([0,40, -.07,.09])
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(b) plt. Axis ([0,40, -.07,.09])

Figure 6.3: Matplot for Arson Fighting

6.3.2 Get HOF for a Video with Crime visualization

We use principal component analysis to represent the HOF in an interpretable visual
format with lesser dimensions.

Figure 6.4: Anomaly annotation
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In 6.4 shows the Temporal-anomaly-Annotation.csv file of our video dataset. This is
the annotation for videos. As we mentioned earlier that, the first column is the name
of the video, the second column is the name of the anomalous event, the third column
is the starting frame of the event, the fourth column is the ending frame of the event.

Sample videos Burglary.mp4 videos:

Range (15794)

Figure 6.5: HOF for burglary videos

Using PCA to condense 540 features to 1 dimension
annotations[’Abuse001 x264.mp4’

== ’Burglary032 x264.mp4’]
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(a)

(b)

28



(c)

Figure 6.6: Burgalary frame elapse sequentially 15794 to 1786 (High to low)

In 6.6 shows how the plot changes according to the range. Reducing frame elapse
gives better understanding. This if for Burgalary videos.

(a)
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(b)

Figure 6.7: Scatter plot

Abuse visualization:

Figure 6.8: Abuse visualization for range 600.

Figure 6.9: Scatter plot Abuse

In 6.8 shows how the line plot changes according to frame elapsed rate and HOF for
abuse. Besides, 6.9 shows the scatter plot within this range.
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Arson Visualization:

Total 2183 frames
No. of Frames / 30 FPS = Duration of Video in Seconds (2183/30 =

72.7666666667 sec.)

Figure 6.10: Arson visualization range (4438)

2700/30 = 90.0 sec

Figure 6.11: Arson range (2762)
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2200/30 =
73.333 sec

Figure 6.12: Arson range (2200).

Visual representation for arson videos in 6.10 6.11 and 6.12 shows the line plot
changes for different range. As the videos have 30 frames per second. We can
calculate the duration of each video

Figure 6.13: Scatter plot.
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Fighting class visualization:

Frame = 500
Duration of video= 500/30 = 16.666666666667 sec.

range (31432)

Range (1020)

Figure 6.14: Fighting visualization
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6.3.3 Box Plot for Number of Data Points and Data Dis-
tribution

Crime annotated video:

Figure 6.15: Box plot leveling.
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Normal video frames:

Figure 6.16: Frame vs video count, mean, std, min, max .

The 6.16 shows the frame count for total number of videos in each category. For
that, we able to calculate std, min, min, max value. This gives clear idea about
frame classification
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Crime video frame:

Figure 6.17: Total frames, video count, mean, std, min, max .
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6.3.4 Feature Extraction Time Comparison

In this part we calculated total time, per frame time for Frame Embeds, HOF,
HOG based on eight type of crime classes “abuse, arrest, arson, assault, burglary,
explosion, fighting, normal”
1 Number of frames
2 FrameEmbedes/ HOF/ HOG
3 Total Time.
4 Per frame time
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6.4 Method Prediction

We implemented a trainable model which can “Saves the current state of the model,
Loads the saved model from the given export dir, Train the model using the positive
and negative batch”

6.4.1 CNN (Convolution Neural Network)

Result Analysis Before Iteration:
TPR defines how many correct positive results occur among all positive samples
available during the test.
FPR defines how many incorrect positive results occur among all negative samples
available during the test.

Figure 6.18: CNN before iteration.
Accuracy: 25%
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Result Analysis After Iteration:
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Figure 6.19: CNN after iteration.

The result Fig.6.19 shows that after 3000 iterations, the model was able to go from
0.250000 to 0.645833.
Final Accuracy for CNN: 64.5833%
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6.4.2 FastGRNN

Result Analysis FastGRNN:

Figure 6.20: FastGRNN result analysis.

Accuracy: 89.5737%
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6.4.3 Binary Classification

Library used: torchvision, torch.nn. functional, torchvision. models, torch. op-
tima, torch. auto grad, os, matplotlib. python, numpy, cv2, sys.

Result analysis Binary Classification:
After 19 phase we got the final accuracy
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Figure 6.21: Binary Classification analysis.

Accuracy: 99.68607305936074% (Overfitting)

The result analysis 6.21 shows that after 19 phase of train we got the best ac-
curacy considering all the loss value using binary classifier. But the we found that
the result is overfitting.
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Loss value:

Figure 6.22: Loss values.

Figure 6.23: Training loss plot.
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Figure 6.24: Training accuracy plot.

6.23 shows us a graphical representation of the loss value and 6.24 shows the training
accuracy graph.

6.5 Comparison

Classifier CNN FastGRNN Binary Classifier
Accuracy 64.5833% 89.5737% 99.68607305936074% (Overfitting)

Table 6.1: Comparison

46



Chapter 7

Conclusion

7.1 Summary

In our report, we have discussed different algorithms and approaches to predict
criminal activities in a particular area. We have used open dataset from UCF crime.
Using algorithms like binary classifier, CNN and faster GRNN. We have gotten low
accuracy in CNN algorithm; binary classifier algorithm has given overfitting result.
We have found fastGRNN algorithm best as its result is not overfitting and has
given good accuracy. We have discussed data attributes and crime classification in
our report. In conclusion we would like to say that implementing our system would
reduce a greater number of incidents like rape, terrorist attacks, kidnapping etc.
and provide everyone with safer and crime free environment.

7.2 Limitations

Given an extended untrimmed video, we wish to grasp whether it contains an anoma-
lous event and where the event happens. Because of the large amount of video
recordings and therefore the rare occurrence of anomalies, it is very challenging and
expensive to get precise frame-level an-notations to coach a robust neural network.
Other major limitations of our framework are, if we do not get the victim’s char-
acteristics or features that we are working with to predict the ultimate result then
our system cannot predict the result. Moreover, Hyper Parameter Tuning may be a
time-consuming process because it searches for each possible parameter by leading
to the accuracy to work out best parameter.

7.3 Future Work

Technology makes each and every work productive. We can think of improving
predicting criminal activities with the help of future technology and make them
more futuristic. Directly off the beginnings we are wanting to set up the task
appropriately and test it with bigger measure of certified records of crime. Now we
will get our desired outcome, we will make this system more futuristic day by day for
our Major Law and enforcement offices of our country as they can use this system
for the betterment of our country. In future we have a plan to work on Yolo V3
and implement it in our system. It is till now one of the faster and accurate object
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detection algorithms. It makes detection at three different scales. It is also good to
detect small objects so small objects can be detected easily in case of crime time. It
will help this system to get better frame rate and analyzing live videos. The system
can be launch to an android and iOS-based apps for the law and enforcement offices
of our country.
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