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Abstract

This research focuses on autonomous traversal of land vehicles through exploring
undiscovered tracks and overcoming environmental barriers. Most of the existing
systems can only operate and traverse in a distinctive mapped model especially in a
known area. However, the proposed system which is trained by Deep Reinforcement
Learning can learn by itself to operate autonomously in extreme conditions. The
dynamic double deep Q-learning (DDQN) model enables the proposed system not
to be confined only to known environments. The ambient environmental obstacles
are identified through Faster R-CNN for smooth movement of the autonomous vehi-
cle. The exploration and exploitation strategies of DDQN enables the autonomous
agent to learn proper decisions for various dynamic environments and tracks. The
proposed model is tested in a gaming environment. It shows the overall effectiveness
in traversing of autonomous land vehicles in comparison to the existing models. The
goal is to integrate Deep Reinforcement learning and Faster R-CNN to make the
system effective to traverse through undiscovered paths by detecting obstacles.

Keywords: Reinforcement Learning; Faster R-CNN; Double Deep QQ Learning;
Markov Decision Process; Autonomous Vehicle; Object Classifier
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The next list describes several symbols & abbreviation that will be later used within
the body of the document
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Chapter 1

Introduction

1.1 Background

Reinforcement Learning [10] involves taking decision to perform suitable action by
maximizing reward in a specific circumstance. Various software and machines em-
ploy it and it then finds the most suitable decision which should be taken in a
particular circumstance [10]. A Reinforcement Learning based agent learns by in-
teracting with the environment. It can decide how to perform a given task on its
own from a training dataset. However, it must learn from its experience in the ab-
sence of a dataset.

In this modern age, autonomous vehicles are considered one of the most integral
parts of intelligent transportation system. An autonomous vehicle first takes percep-
tion from the environment, makes a decision, plans it and then controls the vehicle
[38]. Thus, it is one of the most emerging technologies that exists today. The brain
of an autonomous vehicle is the decision-making module. Integrating reinforcement
learning in an autonomous vehicle will help the vehicle perform in any environment
through exploitation and exploration. Thus, the vehicle or autonomous agent will
be able to take its own decision to traverse and drive in undiscovered tracks.

The conventional ways of autonomous vehicles are limited within certain maps.
However, integrating autonomous vehicle and reinforcement learning will make an
agent take decisions more efficiently and control it in that manner as the vehicle
will be able to explore undiscovered tracks [1]. The proposed research suggests,
traversing of an autonomous vehicle which tries to find its own path by detecting
and identifying obstacles along the way. It takes data and information of rough and
rocky surface and obstacles through sensor data. The agent feeds the data in our
proposed algorithm for taking decisions in future based on the fed conditions. The
sensor that is mainly used to implement the proposal is Camera.

The agent explores the environment using Double Deep Q-Learning. It estimates
more accurate values [35]. The process of the agent always picking the highest g-
value for exploration is called the epsilon greedy strategy. The three terms that are
used in this strategy are state, reward and action. In order to performing method,
the algorithm uses Bellman Equation.



Furthermore, Faster R-CNN [20] will be applied at first for the prototype as the
agent and vehicle tries to track and detect objects while traversing. Faster R-CNN,
at this time, is one of the most prominent algorithms for object detection. In Faster-
RCNN, region proposal and object detections are done using convolutional network
which make this algorithm faster in terms of objection detection. By merging the
mentioned processes of path finding and object tracking, developing an agent is
aimed so that it can find its own path by avoiding obstacles on its way. This
algorithms is tested on a gaming environment.

1.2 Research Problem

Traditional ways of driving automobiles and vehicles have made road safety an issue
throughout the world. In fact, road traffic accidents reflect as the eight leading
cause of death in the world and more than 1.35 million lives are taken and 50 mil-
lion are injured every year because of it [54]. Further, more than half of road traffic
deaths of the world are amongst cyclists, motorcyclists and pedestrians who are of-
ten neglected in road traffic system designs in many countries [46]. Without proper
measure taken, road traffic deaths by 2030, are anticipated to become the fifth lead-
ing reason of death [45]. Hence, it is an alarming issue which does not receive proper
attention.

Roads shared by cars, buses, trucks, motorcycles often support economic and social
development in many countries [9]. As vehicles are responsible for deaths, failure to
find the actual prevention for this may lead to more casualties in the future. Self-
driving cars over traditional vehicles become necessary in this manner for better
road management.

The technology of autonomous vehicles has been evolving since its invention. As
road traffic death remains a problem, The United States Department of Transporta-
tion (USDOT) predicts that autonomous cars will reduce traffic deaths by 90% [50].
A reduction of 90% would save 30,000 lives per year. Moreover, effective advent of
autonomous vehicles will cause reduction of harmful emissions by 60%, according
to Ohio University’s Future of Driving Report [51]. The Ohio University study also
supports the report that autonomous cars will provide a reduction in fuel economy
by between 4% and 10% [19]. Autonomous Vehicles will also reduce commute time
by 40% [29]. Further, according to a report by US Energy Information Administra-
tion (EIA), reduction in traffic accidents will also reduce traffic congestion as these
traffic incidents are the reason behind 25% of congestion [53].

Therefore, with the emerging technology of autonomous vehicles lives and environ-
ment both can be saved. This research focuses on effective traversal of autonomous
vehicles. Through detection and classification of objects and integrating Reinforce-
ment Learning, autonomous navigation of self-driven cars is ensured.



1.3 Research Objectives

The aim of this research is to establish traversal of an autonomous vehicle in undis-
covered tracks through object detection. It uses the combination of Reinforcement
Learning and Faster R-CNN. Reinforcement Learning is applied for traversal along
with Faster R-CNN intended for object classification and detection. The research
objectives are as follows:

e To initiate application of Reinforcement Learning for autonomous vehicle nav-
igation.

e To develop Faster R-CNN with the aim of object classification and detection.

e To deeply understand Reinforcement Learning Model, Double Deep Q-Learning
Network (DDQN) and Markov Decision Process (MDP).

e To develop a model for autonomous traversal of vehicles by integrating Rein-
forcement Learning and Faster R-CNN.

e To evaluate the outcome and accuracy of the model.

e To provide recommendations on improving the model.

1.4 Scope and Limitation

The object classifier through Faster R-CNN has scope to improve its performance.
The execution can be improved by lowering the average number of misclassification
and by increasing the average number of accuracy level [33]. Moreover, training with
larger number of datasets can help this research attain better accuracy in future.
Confusion matrix will indicate the percentage of accuracy that has been acquired
through these processes. Hence, the iteration score can be increased by training
object classes to overcome the misclassification problem. This research has been
only used for autonomous cars for now. Further, it can be implemented in other
autonomous agents.

The research model does not take rear view camera and condition into consideration
which is a limitation to this research. It also struggles to take decisions while there
are other vehicles trying to overtake. Further, implementation of this model in
Bangladesh road perspective is difficult as of now.

1.5 Document Outline

The structure of rest of the paper is as follows. Literature review and related works
that have already been recognized are described in Section 2. Reinforcement Learn-
ing, Adam Optimizer, Xavier Initializer, Challenges of Reinforcement Learning and
Regional Convolution Neural Network (R-CNN) have been described in different
subsections in this part. In Section 3, methodology of this research has been dis-
cussed which includes the procedure of making the object classifier through Faster
R-CNN and input distributional agent for autonomous driving through Double Deep



Q Network (DDQN). Section 4 describes the implementation and result analysis part
where different procedures has been discussed for implementing this research in GTA
V game environment along with various testing results, accuracy of reinforcement
learning and Faster R-CNN in the autonomous vehicle and comparison between dif-
ferent algorithms of Deep Reinforcement Learning. Section 5 concludes the paper
which summarizes the whole research in some subsections along with contribution
and future plan.



Chapter 2

Literature Review and Related
Work

This chapter talks about Reinforcement Learning model and its elements. It also
includes the comparison between supervised learning and reinforcement learning. It
presents Deep Q- Learning network using which we have introduced an autonomous
vehicle system. Another algorithm which we have integrated here for image clas-
sification is described in this chapter. So, this chapter also describes about Faster
R-CNN and shows how Faster R-CNN is much effective than R-CNN and Fast R-
CNN.

2.1 Reinforcement Learning

2.1.1 Reinforcement Learning Definition

Reinforcement Learning is a machine learning branch which works by gaining experi-
ences through communicating with the worldly environment and evaluating feedback
to develop a system’s performance to make behavioral decisions [30]. It improves the
system’s performance through trial and error experience with dynamic environment.
Qualitative and quantitative frameworks to understand and adapt decision-making
are provided by reinforcement learning through rewards and punishment [12].

The roots of Reinforcement Learning are in psychology, but while getting into the
details of it, the differences can be seen [7]. In psychology, it refers to occurrence
of an event in relation to a response which increases the probability of the response
occurring again in that situation [2]. On the other hand, in engineering and artificial
intelligence, Reinforcement Learning refers to learning tasks and algorithms based
on the principle of reinforcement [7]. Hence, reinforcement learning involves learning
to take decisions, mapping situations to actions and maximizing reward signals [16].

2.1.2 Elements of Reinforcement Learning

Some common terms that are used in Reinforcement Learning [47] such as:
e Agent: The entity that executes actions in an environment to receive reward.

e Environment (e): The surrounding that an agent encounters.



Reward (R): The return that an agent receives when it executes a particular
action.

e State (s): The present condition that is represented by the environment.

e Policy (7): The approach which is applied by the agent for deciding the
following action depending on the present state.

e Value (V): The long-term return with discount in comparison to the short-
term reward.

e Value Function: The total amount of reward which is the state value.
e Model of the environment: The behavior of the environment.

e Model based methods: The method for resolving Reinforcement Learning
problems that applies model-based ways.

e Q value or action value (Q): Q value is almost similar to value. The sole
difference between the two is that it takes another variable as a present action.

2.1.3 Reinforcement Learning versus Supervised Learning

The following Table 2.1 [47] shows the differences between Reinforcement Learning
and Supervised Learning.

Parameters

Reinforcement Learning

Supervised Learning

Decision Making

Sequential decision
making

Decision making based
on input given initially

Working Policy

Works by communicating
with the environment

Works from previous
examples or sample data

Dependency

Dependent learning decision.
Hence, labels are provided
in all of those decisions

Independent decisions.
Hence, labels are provided
for individual decision

Best Supported

Best supported in Al
where human communication
is usual

Mostly supported in an
interactive software system
or application

Table 2.1: Reinforcement Learning vs Supervised Learning

2.1.4 Exploitation and Exploration

As Reinforcement Learning refers to making an agent learn its way, finding an
optimal path is thus, important. An agent learns to take decisions by receiving
rewards for its actions [11]. For learning to take optimal decisions, an agent must
explore the same environment many times. Hence, a balance of exploitation and
explorations is needed to get the agent learn to find better goals every time [11].
According to Coggan [11], exploitation is what the agent already knows about the



worldly environment and what it knows of as the best results. On the other hand,
exploration is to discover new conditions and features of the world and finding
better goal path than what the agent knows of already. Better goal will not be
found without exploring and the agent will choose the first goal always which will
not be optimal decision making. However, Coggan [11] further mentions, an agent
will not stick to a particular path if it explores much and its knowledge will not
be exploited for that. Hence, a balancing between exploration and exploitation is a
must for effective decision-making.

2.1.5 Reinforcement Learning Model

Usually, an agent in a Reinforcement Learning model communicates with the en-
vironment through perception and action [6]. It inputs indication from the envi-
ronment and agent takes actions based on decisions which is generated as output.
Actions, which has been taken by the agent can alter the condition of the envi-
ronment. An agent communicates with values of this state transition with a scalar
reinforcement signal. Hence, the model is composed of:

e A distinct set of environment sets
e A distinct set of agent actions

e A set of scalar reinforcement signals which are usually real numbers or 0,1
Some important learning models in reinforcement learning are:

e (Q-Learning

e Markov Decision Process (MDP)

e Deep Q-Learning Network (DQN)

e Double Deep Q-Learning Network (DDQN)

Q-Learning

One of the Reinforcement Learning algorithms is Q-Learning that thrives to look for
the finest action to decide in a provided present situation [16]. Being an off policy
Reinforcement Learning algorithm, a Q-learning function trains itself from actions
that are not inside the current policy. Q-learning also learns the policy that can
maximize the whole reward. How a given action is useful can be represented by the
quality for this case in gaining future reward.

An agent updates Q-values in a QQ table by interacting with the environment. The
first one is by exploiting where the environment information is known to the agent to
make decision. The second one is taking actions randomly which is called exploring.
Random actions generate Q-values from which the agent chooses actions based on
optimal Q-values. The key entities in Q-learning are — environment, action, reward
and state.

The basic steps for Q-learning are:



e Agent taking a decision or action in a state and receiving a reward

e Agent selecting which action to take by matching Q-table with maximum value
or by random (epsilon, ¢)

e Updating Q-value

Markov Decision Process

Markov property is considered as a memory-less property of a stochastic procedure.
If probability distribution of future states is dependent on present state and condi-
tioned on both past and present state, it can be said that it has Markov property
[16]. Markov Decision Process, or MDP is the Reinforcement Learning action which
supports the Markov property. To understand MDP, Markov reward process has to
be looked at. Markov reward process accumulates the reward through some par-
ticular sequence. Further, Markov decision process is nothing but Markov reward
process along with decisions.

Deep Q-Learning Network

A neural network is used to estimate the Q-value function in Deep Q-Learning [42].
Input is state and output is the produced Q-value of all feasible actions. In Deep
Q-Learning Network (DQN), all the previous experiences are gathered by the agent
in memory. The following decision can be decided with the highest return of the
Q-network. With DQN, an agent has a model to make predictions from instead of
looking into Q table. Rather updating in the Q table, the model can be trained. It
is a regression model which will output values for each possible actions which then
can be called Q-values for this algorithm.

Double Deep Q-Learning Network

The problem in Q-Learning is, it requires estimation of learning from estimates.
This overestimation may be troublesome as electing such highest overestimated val-
ues means electing the estimate of the highest value.

To solve this problem, Double QQ Learning is initiated for solving the problem of
overestimation of Q-value in basic Q-Learning [35]. The solution requires making
use of two different Q-value estimator, each is utilized to upgrace the other. Un-
biased Q-values of actions can be estimated using the opposite estimator as the
estimators are independent [41]. Thus, maximization bias can be avoided. Double
Q-Learning needs two different action-value function, Q along with Q’, as estima-
tors. If Q and Q" are noisy, the noises can be considered as uniform distribution [14].



The procedure differs from the basic Q-learning as following:

Q function is used for electing the best measure with highest Q-value from the
following states

Q’ function calculates expected Q-value by using the action selected before.

Q function is then updated by using the expected Q-value of Q' function

Further, Double Deep Q-Learning Network [35], was inspired by double Q-Learning
which uses two kinds of Deep Neural Networks. They are Deep Q Network and
Target Network. The optimization stage of updating the parameters of Deep Q
Network are mentioned below:

Deep Q Network: selects the best action with highest Q-value of following
state.

Target Network: calculates the estimated Q-value with action mentioned
above.

Updates the Q-value of Deep Q Network depending on the estimated Q-value
from Target Network

Updates the variables of Target Network based on the variables of Deep Q
Network per several iterations.

Update the variables of Deep Q Network based on Adam Optimizer
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Figure 2.1: Flowchart of Proposed Reinforcement Learning Based Autonomous Ve-
hicle Model
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2.2 Adam Optimizer

Adam [23] is an adaptive algorithm which optimizes learning rate and it has been
designed in a way that it can train deep neural networks. It may be considered
as a amalgamation of RMSprop and Stochastic Gradient Descent with momentum.
Squared gradients are used by it so that it can scale the learning rate like RMSprop.
Further, it takes control of momentum by making use of moving average of the
gradient as an alternative of gradient itself. Adam computes individual learning
rates for diverse scenarios and utilizes approximation of the first two moments of
gradient to adjust the rate of learning for individual weight of the neural network.

2.3 Xavier Initializer

Xavier initializer automatically depicts initialization scale. This depends on the
neuron numbers of input and output. If initialization is done wrong, it can lead to
exploding and vanishing of weights and gradients. The weights of the model might
explode to infinity or vanish to 0 which make training deep neural networks very
complicated. Hence, Xavier works with neural networks with five hidden layers.
Xavier initialization usage ensures that the weights are not too small or big to
propagate the signals precisely. Initialization of the weights from a distribution
with zero mean and variance [13]:

Var(W) = 2 (2.1)

Nin + Nout

where n;, and n,,; are respectively the number of inputs and outputs of your layer.

2.4 Challenges of Reinforcement Learning
Some challenges of Reinforcement Learning include:
e Parameters affecting the speed of learning

e Non-stationary real environments

Weakening of results may occur due to excessive reinforcement which causes
overburdening of states

Large action space may increase complexity

Reward design has to be involved

2.5 Region Convolution Neural Network (RCNN)

2.5.1 Convolutional Neural Network(CNN)

Object detection method involves a model or any distinct algorithm to execute the
identification procedure systematically. Convolutional Neural Network (CNN) is a
model constructed to identify and to classify any images data [22]. Any images of

11



particular regions are passed through the convolutional layers and show the ultimate
detection result. This model includes several layers named The Kernel, Pooling and
the Fully Connected Layer (FC Layer) through which many images or regions are
trained by feeding them into the network[22].

fc_3 fc_4
Fully-Connected Fully-Connected
Neural Network Neural Network
Conv_1 Conv_2 RelU activation
Convolution Convolution 1 /—M
(5 X 5) kernel Max-Pooling (5 X 5) kernel Max-Pooling (with
valid padding (2x2) valid padding (2x2) N\ dropout)

INPUT nl channels nl channels n2 channels n2 channels “‘

(28 x28 x 1) (24 x24 xn1) (12x12x nl) (8x8xn2) (4x4xn2) @' OUTPUT

n3 units
Figure 2.2: Convolutional Layers [48]

Here Figure 2.4 [48] represents the layer of convolutional networks. Any images
with particular bounding boxes are passed through these layers. The first layer is
the Kernel which represents the image in a matrix of 5 x 5 x 1 [48]. Then using the
second layer which is Valid Padding increases the dimensionality of image. Then
Pooling Layer reduces the size of the evaluated Feature. Fully-Connected layer then
presents last output of the desired image [48].

2.5.2 R-CNN

Drawing bounding boxes based on the image location is the key procedure of this
CNN model [18]. However, there are several ways of identifying bounding boxes.
The OverFeat method is one of the popular ways of predicting boxes. As, it handles
single object class thus a convolutional layer is used to identify multiple objects
[18]. Multi class object requires mulitiple bounding boxes to identify the objects
simultaneously. Therefore, the selction of regions can involve computational com-
plexity [21]. So, to avoid this complexity a new model has been proposed by Ross
Girshick which is called Region Convolution Neural Network (RCNN). The main
powerful tool of R-CNN is its region proposal module. This method works with a
fixed number of regions which is exactly 200 in numbers and those particular regions
are derived using another different algorithm popularly known as selection search.
Then these regions are fed into the convolutional layers and then retrieving the fea-
tures of the interested regions are again fed into the Support Vector Machine (SVM)
[24]. Therefore, following these steps any identifiable objects are detected using this
model.

12



Regression coefficients
for boxes

Equivalent to

0
o N-units
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1 x 1 filters,
5§12 channels

Output size = [40, 60, 9, 2]

Figure 2.3: Architecture of region proposal network [49]

This Figure 2.5 [49] represents the region proposal network model which starts with
input image being fed into the traditional convolutional neural network. Firstly the
image is resized such that its shortest side is 600px with the longer side is 1000px
[49]. Then from the output feature map network learns the location of image. Dur-
ing the learning procedure a 3 x 3 convolution is applied to the backbone feature
map. Then this is trained through convolution layer and thus output image is re-
trieved [49].

There are many drawbacks associated with R-CNN [28]. It involves selective search
algorithm which does not include consecutive training and learning that makes the
region proposal system not adaptive with the situation. Another problem is takes a
long to train the network for classifying the regions associated with the interested
objects or images[24].

2.5.3 Fast R-CNN

Identifying the drawbacks of R-CNN Ross Girshick again improved this model which
is popularly known as Fast R-CNN [27]. Previously, in R-CNN regions which are
extracted using selective search are fed into the convolutional layers. It includes
the feeding of 200 regions per image which consumes a lot of time. So, here in
Fast R-CNN only images are feed into the convolutional layers rather than the
regions of the interested objects. It starts with feeding the images into the CNN.
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Then the identified regions of proposal are shaped using Rol pooling layer. This
shaping procedure enables the efficient region-based object detection. Then the
class of the proposed regions are predicted using the softmax layer [25]. Then
from the offset values features of the objects are extracted. Thus it completes the
object identification process. Fast R-CNN takes less time than R-CNN due to the
elimination of steps which feed proposed 200 regions of each image to the network.
Therefore, this model is comparatively in better position for its accuracy and faster
processing capability [25].

2.5.4 Faster R-CNN

As both the algorithms do not work efficiently due to the time complexity prob-
lem Faster R-CNN was introduced by Shaoqing Ren who modified the features of
previous models and algorithms. Faster R-CNN also includes convolutional net-
work which provides a feature map [27]. In the previous algorithms the model
used selective search for identifying the interested regions but here it does not use
this algorithm as it consumes huge time to identify the regions associated with the
interested images. Therefore, it involves another different network to predict the
proposal of the regions. Then those regions identified though the networks are pro-
cessed and shaped using Rol pooling layer [17]. Then it follows the procedure of
Fast R-CNN to identify the object. Basically, Faster R-CNN is the product of two
features. One is deep fully convolutional network using which the interested and
proposed regions can be identified and then comes the Fast R-CNN detector [27].
This detector completes the steps and features that Fast R-CNN model uses.

2.6 Related Works

In recent years, neural networks have turned into the main technique for reliable
object identification. In [40] most neural networks images are classified, clustered
by their similarity using R-CNN, Fast R-CNN, Faster -RCNN algorithm. Thus, in
object detection these algorithms are explicitly used.

CNN [34] is the abbreviation for Convolutional Neural Network. It consists of con-
volution, RELU, Pooling and Fully connected layer. Initial approach towards object
detection is classifying some interested regions and use CNN to it. The CNN [21] in
RCNN focuses on a single region at a time to minimize the interface. Here, regions
are specified. So, it is also called region proposal.

However, to make object detection more effective and fast Faster R-CNN [34] is used.
Other algorithms use selective search for regions but a separate network is used in
Faster R-CNN to predict region proposals. By reshaping the proposed regions, the
value of bounding boxes is predicted.

A work uses [39] region-based convolutional neural network for the detection of road

obstacles using deep learning system. However, our proposal does not only detect
obstacles, it takes decisions upon them using double deep g-learning.
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Additionally, psychology includes study of learning and reinforcement which has had
a well-built impact on Artificial Intelligence related work. In fact, all algorithms of
reinforcement learning can be considered as reverse engineering of some psycholog-
ical learning processes [5].

Although, work related to reinforcement learning has been done in the field of web-
spidering for optimal sequential decision making [8], our proposal uses reinforcement
learning for efficient path finding.

Another paper [4] suggests eight extensions of reinforcement learning which includes
adaptive heuristic critic (AHC) learning, Q-learning, and three further extensions to
both basic methods to speed up learning. This proposal mainly focuses on DDQN
based learning to train the agent.

One related work [44] determines driving policy on highways using reinforcement
learning. A different driving simulator from the mentioned work has been used in
our implementation which is discussed later in this paper.

Longitudinal control of autonomous land vehicles has been proposed [37] by using
parameterized reinforcement learning in another related work. It mainly uses PBAC
algorithm which differs from the DDQN algorithm that we have used.

Thus, Reinforcement learning is said to be an interesting learning technique which
only requires a performance feedback from the environment. Till date, it has been
used to solve simple learning problems. Our proposal investigates reinforcement
learning to be used as a decision maker for path finding.

Hence, we propose to implement a reinforcement learning based autonomous vehicle
which traverse through exploration and exploitation of environments. It finds its
own path by detecting and identifying objects and obstacles along the way using
Faster RCNN. combination.
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Chapter 3

Methodology

This chapter describes how Double Deep Q Learning (DDQN) and Faster R-CNN
have been implemented in the Reinforcement Learning based Autonomous Vehicle
for Exploration and Exploitation of Undiscovered Track. It includes the description
of data and also describes how both the DDQN and Faster R-CNN classify and
cluster any data using to develop this model. Moreover, it describes the evaluation
procedure and the process of measuring accuracy in autonomous traversing.

3.1 Object Classification Through Faster R-CNN

3.1.1 Faster R-CNN

The Regional Convolutional Neural Network technique adopts the clear strategy of
trimming remotely calculated box proposition out of an input image and applying
neural system classifier on it. Nonetheless, this methodology can be costly because
many crops are required, which leads to large overlap calculation from overlapping
crops. Fast R-CNN moderated this issue by driving the entire picture through fea-
ture extractor. Crop from a middle layer allow crops to share the load of highlight
extraction [27]. Although R-CNN and Fast R-CNN depends on an external proposal
generator, lately it has been proven that generating box proposals using neural nets
is possible. Here, it is normal that there can be few boxes on beat of each other on
the picture at distinctive outline, scales and perspective proportions, which is called
“anchors”. Now, a model is prepared to anticipate for each anchor: (a) a discrete
class expectation for each anchor, and (b) a cumulative forecast of the counterbal-
ance, according to which the anchor has to be relocated to fit in the ground truth
bounding box. In the accompanying para, minimization of a combined classification
and regression loss is discussed [24], [32], [36].

The best matching ground-truth box b is first to be found for each anchor a. If we
can identify a match, we consider it as a “positive anchor”, and call that (a) which
is a class label y,e{1 ...k}. Furthermore, (b) which is a vector that will encode b
with respect to anchor a (known as box encoding ®(b,;a)). On the off chance that
no such match could be found, we consider it as a “negative anchor”, and set the
class name to be y, = 0. Considering the anchor as a, if box encoding is predicted
froe (I; a; 0) and following class fus (I; a; 0), where the image will be known as I
and the model parameters will be 8, then the loss for I is measured as a weighted
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sum of a location-based loss and a classification loss:

L(a; I;0) = a x 1[aispositive] X ljpe(P(by; a) — fioe(L;a50)) + B X las(Ya, fas(L;a;6))
(3.1)

Here o, are offset values which will balance losses of localization and classification.
Equation 3.1 is averaged over anchors, in order to train the model and reduced with
respect to parameters 6. [36]

The determination of anchors has noteworthy outcomes for exactness and calculation
as well. Previously these anchors were computed from clustering ground-truth boxes
within the data-set. Nowadays, the process is handled by tiling a collection of boxes
at various scales and aspect ratios, routinely over the image. The good side of a
customary network of stays is that the forecasts can be composed as tiled indicators
on the picture with shared parameters. This process resembles traditional sliding
window method [24], [32].

3.1.2 Acquiring Data-set

Experiments were conducted on the huge data-set named Open Image V5 [43].
It’s an open-source database made by Google. It consists of annotated images of
600 box-able object classes. The total number of training images in this database
are 1,743,042. These images include annotated bounding boxes, object segmenta-
tion, and visual relationships, as well as the full validation (41,620 images) and test
(125,436 images) sets. But for our Object Classifier we don’t need all those 600
classes.

Using ‘OIDv4_Tool Kit' 7 classes from 600 were separated. Those are of Bicycle,
Bus, Person, Motorcycle, Truck, Van, Car. For training criteria, 8 355 images were
separated from the whole data-set, where minimum of 1000 images were of each
class. And 2,360 of them were taken for testing, having a minimum of 300 images of
each class. The labels of those images were then combined together in . XML format.

3.1.3 Training Object Classifier

For training our data-set and to prepare our object classifier we chose Faster R-CNN
Inception V2 feature extractor on TensorFlow framework. For training and testing,
a computer having NVIDIA GTX 1050 GPU, with CUDA core support has been
used. The training process was consistently run for 13hours, until the total loss be-
came persistent under 0.8 for a long time. A total of 1,58,777 steps were conducted
to prepare our desired image classifier.

There are two stages is the Faster R-CNN detection process. The primary stage
is called region proposal network (RPN). Here images are processed by a feature
extractor, for which we have used Faster R-CNN Inception V2 feature extractor,
and features are used to anticipate class diagnostic box proposals, at some selected
intermediate level. The loss function for this first stage appears as Equation of Loss
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Figure 3.1: Training data model object classification
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Figure 3.2: Loss Graphs of training data model: Anchor Loss - Classification

18




Loss/BoxClassifierLoss/localization_loss
tag: Losses/Loss/BoxClassifierLoss/localization_loss

0.6
0.5
0.4
0.3
0.2
0.1

Localization Loss =

20k 20k 60k 100k 140k 180k
Training Steps =

Figure 3.3: Loss Graphs of training data model: Anchor Loss - Localization
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Figure 3.4: Loss Graphs of training data model: RPN Loss — Localization
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Figure 3.5: Loss Graphs of training data model: RPN Loss — Localization
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Figure 3.6: Loss Graphs of training data model: Clone loss

20



Totalloss
tag : Losses/TotalLoss

Total Loss >

60
Training Steps =

Figure 3.7: Total loss graph of the trained data model

using a grid of anchors tiled in space, scale and aspect ratio.

In the subsequent stage, the box proposals which were predicted in the first stage,
are utilized at cropping features from the same common feature map which are
subsequently used to the rest of the feature extractor so as to predict a class and
class-specific box refinement for each proposal. The loss function for this second
stage box classifier likewise appears as the Equation of Loss using the proposals
generated from the RPN as anchors. Here, Figure 3.7 shows the normalized form of
total loss graph.

3.2 Distributional Agent for Autonomous Driv-
ing
3.2.1 Double Deep Q Network (DDQN)

Double Deep Q Network (DDQN) algorithm was proposed by H. V. Hasselt [35].
This calculation utilizes the concept of Double Q-learning and is an extension of
H. V. Hasselt’s previous proposal [14] and it is applied to DQN. These Q-learning
based algorithms have overestimation problems which are caused by estimation er-
rors. Overoptimistic fee estimation and performance dilapidation happen as a re-
sult of overestimation. However, the strategy for DDQN does not just diminish the
overoptimistic esteem estimation, yet additionally gives better execution than DQN
on a few game conditions. Selection and evaluation process are isolated by DDQN
while it gets to target an incentive with two Q-functions. The required conditions
of DQN and DDQN are appeared underneath:

yPN = R, + VI}}aXQ (Sm, Apyr; 9_) (32)
t+1
yPPON — R, +~Q <St+1, arﬁmaXQ (Sig1, Ary130); 9) (3.3)
t+1
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3.2.2 Markov Decision Process for Path Distribution

Markov Decision Process articulates the acquiring path direction for autonomous
driving in this research. The agent decides his own action in every step and imme-
diately a reward is received for that action. Markov Decision Process is narrated by
the tuple S, P, A, R, v which has already been stated before. For our problem, a
brief summary of MDP is stated below:

e s ¢ S is the finite state space which contains a gray scale image from camera
of the agent.

P is the transition function where P (s'[[sa ) : S x A xS — [0, 1]

a € A is finite action space which works for an agent.
e R(s,a): S x A — R where R is reward function

e 7 defines the discount factor where v — [0,1] for delayed reward

MDP states’ s € S can be used for the high dimensional observations by using deep
neural networks. Figure 3.8 represents the perception of the surrounding coverage
by using 3 cameras mounted at the front.

The autonomous driving agent has 5 distinct actions. The finite action space A con-
sists of forward, left, right, stop and deceleration. 5 kph is added or subtracted from
the current agent speed for forward and deceleration. The agent speed is confined
in the range of 30 kph to 80 kph. The agent automatically adjusts the speed for
vehicles in a certain distance so that it maintains a safe distance from the front ve-
hicle. The ‘stop’ activity happens instantly when the vehicle in front all of a sudden
brakes or any other vehicle cuts in abruptly before our agent vehicle.

Center Camera

Figure 3.8: Camera Coverage of Perception.
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3.2.3 Data Preprocessing

The images are cropped so that the model will not be trained with the sky and the
car’s front parts. Those are resized to 160x320 (3 YUV channels) as per NVIDIA
model. Those images are normalized (image data divided by 127.5 and subtracted
1.0). As stated in the Model Architecture section, this is to avoid saturation and
make gradients work better.

3.2.4 Model Architecture Design

The main target of the agent, 7(als) is mapping the perception state, S and making
the following move on action space, A. The entirety of the activity will be led in a
stochastic driving condition. However, to accomplish this mapping the model needs
to satisfy to distinct conditions: (1) extract and capture significant highlights from
3 camera images,(2) it should take account of the inherent randomness of the envi-
ronment for choosing any particular action.

Here, to satisfy the first condition; spatio-rational information retrieving from cam-
era sensor need to be sensed by the network. This process is conducted using Con-
volutional Neural Network (CNN). It is popular for extracting spatial features from
images. Moreover, high dimensional camera images are refined into visual feature
vector using three two-dimensional convolutional layers.

Furthermore, the second condition can be fulfilled by using DDQN framework. Driv-
ing environments that are stochastic use this framework. For each action there is a
return distribution which is created by the completely associated layer with the help
of . Here, the Q(s,a) result can be estimated as the desire of quantiles,) . ¢;0;(s, a).

Additionally, the maximum @ value can be retrieved from the best action, a* which
also can be picked from accessible limited Q values of action space, A.

a* = argmax, @ (s,argmax, Q(s,a)) (3.4)

Proposed DDQN architecture for Reinforcement Learning based Autonomous vehi-
cle is shown in Figure 3.9. Keras has been used to train this network.

3.2.5 Hyperparameters

The network is designed following NVIDIA model. To perform end-to-end self-
driving test by NVIDIA, it has been used. Supervised image classification or regres-
sion problems can be solved in seamless procedure using deep convolutional network.
NVIDIA model itself is well documented. Thus, our main focus lies on adjusting the
training images for delivering the best result. However, to acquire the best result we
need to make necessary adjustments for avoiding over-fitting nature and adding non
linearity to make the prediction accurate. Additionally, we have added the following
adjustment to the model.

e Lambda layer is introduced to normalize input images to make gradients work
more smoothly and to avoid saturation.
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e Additional dropout layer is added after the convolution layers to avoid the
over-fitting nature.

e Then we have implemented ReLU for activation function to ensure linearity.

Adam Optimizer with epsilon 0.0001 at a learning rate le™® and mini-batches of
size 32 is used to train the network for optimum accuracy. Here, Xavier initializer
has been used to initialize network weights and all inputs are normalized into [-1,1].
For achieving the accuracy of the prediction of steering angle for each image we
have used mean squared errors for estimating the loss function. The table 3.1 shows
Hyperparameters of this driving policy network. We have set the value of support
Q as 200. The size of the replay memory is 5000000 and ~ which is the discount
factor has been fixed to 0.99. e-greedy policy has been used where was gradually
diminished from 1.0 to 0.1 in each step and then fixed to 0.1. All of these policies
have been implemented during 3000000 steps trainings.

Data Layer Type Actuation | Hyperparameters
of Policy Network
Patch size = (5x5)
Stride = 4
No. of filters = 24
Patch size = (5x5)
Stride = 4
No. of filters = 36
Camera Data Convolution 2D ReLU Patch size = (5x5)
Stride = 4
No. of filters = 48
Patch size = (3x3)
Stride = 1
No. of filters = 64
Patch size = (3x3)
Stride = 1
No. of filters = 64
Concatenated Data | Fully Connected Layer ReLLU No. of Units = 512

Table 3.1: Autonomous Driving Policy Network:Hyperparameters

3.2.6 Model Training

For training, we used the following augmentation technique along with Python gen-
erator to generate an unlimited number of images:
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Randomly choose right, left or center images.

For left image, steering angle is adjusted by +0.2
For right image, steering angle is adjusted by -0.2
Randomly flip image left /right

Randomly translate image horizontally with steering angle adjustment (0.002
per pixel shift)

Randomly translate image vertically
Randomly added shadows

Randomly altering image brightness (lighter or darker)

Using the left/right images is useful to train the recovery driving scenario. The
horizontal translation is useful for difficult curve handling.
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Chapter 4

Implementation and Result
Analysis

This chapter describes the implementation of the proposed model for Exploration
and Exploitation of Undiscovered Track. The Object Detection part of the model
was implemented and tested using MS COCO dataset. On the other hand the Re-
ward Determination part of the model was implemented and tested using GTA V
game environment [52]. This model follows three stages; input data pre-processing,
combined decision making and finally the result output. Data preprocessing has
again two parts: Object Detection based of Faster R-CNN and Reward Determina-
tion for the Reinforcement Learning algorithm.

4.1 Data Preprocessing

4.1.1 Object Detection

The translated image is taken from the three physical cameras of the autonomous
vehicle, and run through Faster R-CNN architecture for object detection. Faster R-
CNN uses Fast R-CNN as detector, which consists of Convolutional Neural Network
backbone, Region of Interest pooling layer and fully connected layers for classifica-
tion and bounding box regression. Firstly, a feature map for the image is generated
through backbone CNN. The bounding box proposals of the Region Proposal Net-
works are then used to pool features from the feature map. ROI pooling is very
advantageous to be used here. The features are fed into the sibling classification
and regression branches.The features are passed through a softmax layer to get the
classification scores. Basically these scores determine the belonging class of each
box. The regression layer coefficients are used to improve the predicted bounding
boxes. The Figures below show the output of object detection which was imple-
mented on sample frames from a game environment.

4.1.2 Reward Determination

Double Deep QQ Learning is working based on reward value which comes from the
reward function of this algorithm. The main part of this reward function is epsilon
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Figure 4.1: Image Classification through Faster R-CNN: Car [52]
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Figure 4.2: Image Classification through Faster R-CNN: Object [52]
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Figure 4.3: Image Classification through Faster R-CNN: Pedestrian [52]
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value determination. Those epsilon values comes from data preprocessing part. In
the training period we are generating a drivinglog.csv file from input data. Figure
4.4 shows the driving log file. In this file first 3 columns are defining the cropped
image files of 3 cameras which has been already described in the methodology part.
Following 3 columns shows the steering angle from different images. After that the
last columns generates the epsilon value for each case which helps to construct the
reward values.

4.2 Combined Decision Making

This traversing algorithm involves reward method which is considered as an in-
evitable part of Deep Q Learning to make this decision-making process more accu-
rate. Moreover, we are delivering the reward to our agent based on the QQ values
of every training data. Following figures show the characteristics of DDQN hyper-
parameters by which Figure 4.5 defines the reward values, Figure 4.6 defines the
value loss which comes from the value loss function of double deep q learning and
the total loss function from the values of value loss function shows in Figure 4.7.
Following figures are generated from the output section of the algorithm that we
have implemented for the uninterrupted traversing of our agent which shows the
average reward of the training dataset.

The following graphs are the representation of training data collected from GTA V
game environment. The agent has been tested in every possible environment which
is similar to real life scenario (e.g. day, night, rainy, foggy, crowded etc.). Figure 4.8
represents the graph of raw training data. On the contrary, Figure 4.9 represents
the graph of 160000 normalized training data.
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Figure 4.4: Training data model object classification
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Figure 4.5: Characteristics of DDQN hyper-parameters: Average Reward
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Figure 4.10: Combined Decision Making Process

In this flow diagram (Figure 4.10), the decision making procedure is represented
which our agent follows. After getting output result from the DDQN and Faster
R-CNN, they are fused and according to that an agent takes the decision. Agent
takes the mentioned decisions or actions which satisfy the following condition. Here,
four decisions or actions are considered for different scenarios. So, agent’s response
and decision making are categorized into accelerate, lane change, decelerate and
stop modes. If agent finds no obstacle in a certain distance, it will be in acceleration
mode. If no obstacle is found in the right or left side of the agent then it will be able
to change its lane. It will be in deceleration mode if obstacles are found on both
sides of agent and lastly it will immediately stop its exploration for any unexpected
abruption.

Agent take these decisions based on the distance calculations of surroundings and
the condition which satisfies the action. Moreover, to make the decision making
process error free and smooth agent follows a formula for calculating the braking
distance precisely. Here is the following calculation used for calculating the braking
distance:

Distance = — x ——2t__ (4.1)

1
2 Gravity
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Speed | Reaction Distance | Braking Distance | Total Stopping Distance
40 km/h 1700cm 900cm 2600cm
50 km/h 2100cm 1400cm 3500cm
60 km/h 2500cm 2000cm 4500cm
70 km/h 2900cm 2700cm 5600cm
80 km/h 3300cm 3600cm 6900cm

Table 4.1: Braking Distance Calculation (Dry Road)

Table 4.1 shows the calculation of our braking distance measurement for our agent in
dry road. Following the mentioned measurements our agent will compare the braking
distance with other surrounding cars. Parameter estimator algorithm (PEA) [26] for
calculating the distance between our agent and other cars has been implemented.
Figure 4.11 shows the braking situation in terms of distance calculation in GTA V
Environment [52].

Figure 4.11: Braking Situation in terms of Distance Calculation in GTA V Environ-
ment [52]

4.3 Result

For evaluating the constructed object classifier some tests were run on the proposed
model. To understand the accuracy in terms of False positive and True negative for
each class, a normalized confusion matrix is constructed, which is shown in Figure
4.12. Here the target values are constituted by the horizontal rows which is the pre-
diction of the model - the ground-truth. The predicted values are also constructed
by the vertical columns which is the actual prediction of the model.

Furthermore, on a scale of 0.0 to 1.0 the precision and recall for each class is com-
puted below gradually according to Bicycle, Bus, Person, Motorcycle, Truck, Van,
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Car. While recall expresses the potential to find all applicable times in a dataset,
precision expresses the share of the data factors our model says was relevant that
actually was relevant.The overall result shows that the image classification model
is quite strong for detecting objects that will come in the way of our autonomous
vehicle.

Confusion Matrix, Normalized
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Figure 4.12: Normalized Confusion Matrix for the object classifications

For implementing the Reinforcement Learning based Autonomous Vehicle, DDQN
and Faster R-CNN have been used. At the end, the effectiveness of the proposed
algorithms is measured. The proposed algorithm is differentiated from other simi-
lar algorithm such as- Deep Q learning (Multi input) and Deep Q Learning(image)
which basically works on only image processing.

These algorithms are compared in terms of lane changes of the autonomous agent
in GTA V game environment. The following figure shows the lane changes result
of those algorithms which shows that, this proposed algorithm is better than those
algorithms.
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Class Precision | Recall
Bicycle 0.89 0.94
Bus 0.97 0.93
Person 1.0 0.99
Motorcycle 0.93 0.89
Truck 0.98 0.97
Van 0.94 0.93
Car 0.94 1.0

Table 4.2: Precision and Recall values of the classes gradually
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Figure 4.13: Lane Changing comparison of different algorithms of Reinforcement
Learning
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Reinforcement Learning gives reward based on Q-value which is generated from Q
function. That is why, algorithms have been compared in terms of Q-values. Fol-
lowing figure shows the result of Q-values of different algorithms by which it can
be said that DDQN is better than other deep Q algorithms for autonomous vehi-
cle. The graph in Figure 4.13, Figure 4.14 and Figure 4.15 are generated from the
output section of the algorithm that have been implemented for the uninterrupted
traversing of the agent. This traversing algorithm involves reward method which is
considered as an inevitable part of deep Q learning to make this decision making

process more accurate. Moreover, the reward is delivered to the agent based on the
Q-values of every training data.
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Figure 4.14: Characteristics of DDQN hyper-parameters: Average Q Value
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Figure 4.15: Characteristics of DDQN hyper-parameters: Average Reward Value

4.4 Discussion

The integration of Faster R-CNN along with DDQN shows the maximum optimum
result in the field of autonomous exploration. The dataset that is used here to
train the image classifier shows the accuracy of 94.06%. This accuracy level clearly
represents the effectiveness of the classifier to identify any object. Here, the key
objective of the image classifier is to identify any object during any unexpected
situation the vehicle faces and after the classification of the object then the decision
is taken. Otherwise, the whole exploration process continues with the help of the
decision that agent makes from the Q- values generating from the DDQN model.
Both the system works simultaneously and it makes the exploration process smooth.
The only implementation of DDQN model limits the situation handling process
of the agent. Therefore, the focus is more on the integration of both models to
secure the exploration process without any interruption. As, exploration requires
uninterrupted lane changing technique, Markov Decision Process is used to execute
this line changing policy. Thus the accuracy level of the agent is obtained. The
whole algorithm has been tested on GTA V game environment. Hence, it is very
similar to the real world.
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Chapter 5

Conclusion

5.1 Research Overview

In this research, DDQN (Double Deep Q Learning) algorithm has been integrated
for autonomous exploration of agent. The main objective of DDQN is to perform
any action without depending on the model of any environment. Alongside, it en-
ables agents to take optimum decisions and perform required action to produce most
effective results. DDQN is executed through reward system policy which handles
any stochastic transition without any additional adaptation. In this proposed sys-
tem it enables the vehicle to take rational action according to the perceived decision.
Moreover, the whole system is built on the platform where multi-input architecture
has been integrated.

Q-learning is a well accepted learning algorithm which was introduced by Chris
Watkins [3]. This algorithm is widely used to solve Markov Decision Process where
it shows poor performance by overestimating action values. Therefore, another mod-
ified and upgraded algorithm is introduced which is Double Deep Q- learning. This
algorithm mainly operates through different policy from Q-learning which handles
the overestimation problem that makes learning policy even more fugitive. So, the
whole exploration of this automated vehicle is connected with the action values and
reward policy which it retrieves from this algorithm and takes optimum decision.

As this research proposal aims to make the exploration process accurate and efficient
Faster R-CNN is also integrated. Here, it makes the decision making system more
reliable during any unexpected or uneven situation. As it is one of the most efficient
object classifiers it takes certain objects from datasets for testing and training to
execute the object detection process in a proper way. Acquiring values from Faster
R-CNN; reward function can be manipulated which accelerates the efficiency in de-
cision making process and smoothen autonomous exploration of vehicle.

Moreover, another advancement of this autonomous vehicle is, it is not confined to
any particular environment. This vehicle does not follow the mapped model for its
exploration. So, its exploration range is not limited which makes this system more
significant as it is different from other existing autonomous vehicles.
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5.2 Research Challenges

DDQN(Double Deep Q-learning) is widely used as it is one of the most optimal
algorithms for constructing any automation system [31]. This is also referred as
semi-supervised learning model. As the whole system is dependent on the Q-values
generated by this algorithm; ensuring its accuracy and solving the overestimation
problem is a real struggle in this case. As, overestimation problem can be misleading
and its consequences can lead this system to perform oddly so ensuring its absence
is must required [15].

This automation vehicle system is model-free learning based. As a result, this does
not rely on any model to execute the exploration process. So, if the full focus of
exploration process is given to the vehicle it can perform oddly during any unex-
pected situation like high beams, speed breaker, dead end roads. It even sometimes
performs oddly if suddenly any passerby comes across. During the time of initial
training for inexperienced cases, it has been examined in this research that it has
made many wrong decisions. Another struggle it faces when it has to consider the
vehicles which are in parallel sides during the decision making process. However, to
overcome this struggle it need to rely on an object classifier and Lidar.

Along with DDQN to enable the agent to take action in an error free way and to
make vehicle able to face any unexpected situation Faster R-CNN is also integrated
here. The main objective of this classifier is to detect any object accurately and make
decision from it. However, sometimes the images that system retrieves through this
algorithm are hard to detect and locate its position. Due to discontinuous data it
does not work as accurately as it is expected. Sometimes low resolution of images
is also the reason behind error in object detection. Additionally, dataset have been
used from Google Open Image which has images for 600 object classes. Due to
this huge number of classes only specified 7 classes have been extracted to train.
Before using Cuda processor it took huge time to train these images approximately
took bhrs for conducting 6k iteration. Due to this many of the objects remained
unidentified. Later using Cuda processor iteration numbers have been made larger
than before.

5.3 Experimentation and Results

Deep neural networks have been explicitly developed for autonomous vehicle con-
trol. It is the technique following which this system is implemented to traverse
smoothly in a stochastic environment where the action will be taken according to
the Q-values. The implementation of DQN starts with mapping the perception state
and then conducting the possible action according to this. Therefore, Fig.3 shows
the extraction of the images from camera and then action state is derived using the
DQN framework.

Another part of this research is object classification conducting by Faster R-CNN.
In this phase of object classification a large dataset has been used where 7 distinct
object classes have been separated and images of these object classes have been
trained on Tensorflow framework till the total loss has minimized. Total 2360 im-
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ages have been trained here where each class have minimum of 300 images using
‘OIDv4_Tool Kit'. Later, using Cuda core processor these images were trained for
13 hours till the total loss is minimized to 0.8. The accuracy level of these object
classes are measured through confusion matrix Fig. 5. After several hours training
the accuracy level shows its value 0.9406 and misclass is 0.0594. This Fig. 5 shows
the percentages of predicted classes and true classes extracted from the dataset in
the initial of object classification phase.

Following both techniques that Fig. 4 represents where images from both frame-
works are merged and then system using Markov Decision Process makes decision
about traversing policy. Here in Fig. 7 shows that the lane changing process mea-
suring from the reward policy with the help of MDP. Here, the reward policy based
on the Q-values system receives from the framework. Fig. 8(b) shows the average
Q-values and 8(a) shows the average reward. The whole algorithm has been tested
on GTA V game environment so it is very similar with the real world.

5.4 Contribution and Impact

The main target of this research is the uninterrupted exploration of autonomous ve-
hicle. This exploration process is ensured to be error free by integrating two different
algorithms. Here, DDQN is used for autonomous exploration and also it can make
decision measuring its Q-value and can take action according to it. However, if we
look at any existing autonomous vehicle system they use a policy map to produce
any action states . It sometimes produces the result which is different from any
real action. Many existing system only use tradition DQN which leads to system
producing unstable action. The main reason behind this problem is overestimation.
As, we have implemented DDQN the value of Q-function are considered to be more
appropriate than tradition DQN algorithm. Moreover, our research has also focused
on optimal path finding process using Markov Decision Process. Therefore, this
autonomous vehicle can perform autonomous exploration with ease and can tackle
the problem like lane changing and shortage path finding.

Moreover, many existing system of autonomous vehicle follow general reinforcement
learning where value is predicted and action is determined according to this which
limits its performance and ability to tackle the randomness of the environment. If
the system does not comply with the real situation then it does not serve the pur-
pose of autonomous exploration either. Therefore, this research is aimed to cope up
with stochastic environment.

Additionally, where most of the existing autonomous vehicle is fully constructed on
the frame of neural networks; Faster R-CNN has also been merged along with DDQN
to detect any object discovered on the road. Training this system with particular
object classes enable this vehicle to identify any object accurately which makes it
possible to take any decision in favor of the instructions we are feeding into it.

To summarize, this research contributes to the advancement of technology and un-

covers areas which have not been explored and considered before. The contributions
of this study are as follows:
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e Implementing Double Deep Q-Learning (DDQN) for autonomous traversal.

e Integrating Faster R-CNN for image classification.

5.5 Recommendation and Future Work

The key recommendation for this proposed system is handling the struggle it faces
having other vehicles alongside the road. Another one will be increasing the accuracy
level during the time of any randomness and taking preferable action complying with
the reality. However, the object classifier also has great scopes for improving its
performance by lowering the average number of misclassification and by increasing
the average number of accuracy level. By configuring confusion matrix; it will
simply indicate how much percentage of accuracy has been acquired through these
processes. Therefore, we can increase the iteration score while training object classes
to overcome the misclassification problem.
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Double Deep Q-Learning

Algorithm 1 : Double QQ-learning
Initialize primary network 0, target network (Jg, replay buffer D, v << 1
for each iteration do
for each environment step do
Observe state s; and select ay ~ m(a. 5¢)
Execute a; and observe next state s;; and reward r; = R{s;, a;)
Store (s, a4, 14, 5;,1) in replay buffer D
for each update step do
sample e; = (8¢, ¢, 14, 5441) ~ D
Compute target () value:
Q* (sp.ae) =1y + 7 Qplsegr,argmazx,, Qg (s, a'))
Perform gradient descent step on (Q*(ss, ar) — Qalse, ae))?
Update target network parameters:
T84+ (1 —7) 8
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Adam Optimizer

Algorithm 1. Adam Optimization Algorithm

Require: Objective function f(#), initial parameters 6, stepsize hyperparameter «,
exponential decay rates (1, By for moment estimates, tolerance parameter A > 0
for numerical stability, and decision rule for declaring convergence of #; in scheme.

1. procedure ADAM(f, 6y ; «, 51, B2)

2: mg, v, t < [0, 0, 0] # Initialize moment estimates

3: # and timestep to zero

4: # Begin optimization procedure

5: while 6, has not converged do

6: t +—t+1 # Update timestep

7 g < Vg fi(0,1) # Compute gradient of objective
8: me < By + (1 —051) gt 4 Update first moment estimate
9: vy 4 Bavey + (1—52) (9 ©g:) # Update second moment estimate
10: my — my/(1—Bf) # Create unbiased estimate m;
11: vy — v /(1= ) # Create unbiased estimate v;
12: 0, < 0,1 — a-m,/(Vo, + ) # Update objective parameters
13: return 0, # Return final parameters
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