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Abstract

Despite significant recent achievements in the field of face recognition, implementing
proper face recognition system by training enough data is still a problem because not
everyone has enough photos that we can use to train. The objective of this paper is to
implement a proper face recognition system which can successfully recognize known
and unknown person by feeding only five phase images for each person into training
dataset. In this field, accuracy and speed of identification is the main issue. There
are at least two reasons for the importance behind the research of face recognition
which has recently received significant attention, especially during the past several
years. The first is the wide range of commercial and law enforcement applications,
and the second is the availability of feasible technologies after 30 years of research.
In this paper, we present a review of the most successful existing method FaceNet
for face recognition technology and how we can use it successfully even though we
don’t have enough data to train and to encourage researchers to embark on this
topic. A brief on general information on this topic is also included to compose an
overall review. This review is written by investigating past and ongoing studies done
by other researchers related to the same subject.

Keywords: Face Recognition; Machine Learning; FaceNet; MTCNN; Convolu-
tional Neural Network
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Chapter 1

Introduction

Over the past few years face recognition has been one of the most popular research
area and most successful application of image analysis and understanding Because
of the demand for better security. A large number of face recognition [1] techniques
use huge amount of image data to train the model to successfully recognize known
person. If new persons are added into that particular dataset, then full training pro-
cess has to be done again and it’s a problem. That is why we chose to use FaceNet
[2] method to overcome this situation. In this method we don’t have to train the
whole dataset again, we just have to train a classifier for the new added images. So
this paper is aimed to be a complete face recognition system for any organization
that wanted to implement which is easy to build, there’s no need to collect huge
amount of dataset for each people for training purpose to make the system effective.

Face recognition systems are also perfect enhancement of existing security system
because it is totally non-intrusive and effective system without bothering the person
in any way. In order to use any kind of face recognition technique in any organiza-
tion, at first, we have to collect significant amount of face images for each person
in that particular organization. Then by feeding that data into training dataset we
can implement face recognition system that can successfully recognize known and
unknown person. Accuracy and speed are major issues here. The more data we
feed into to train, the more accuracy we gain but in maximum case it’s not possible
to get that significant amount of data to achieve the recognition accuracy we want.
The main purpose of this paper is to overcome this scenario by implementing face
recognition system using MTCNN [3] and FaceNet by training only five different
phase images for each person and show the accuracy based on the number of train-
ing images, here we increase the number of images by duplicating same five phased
images again and again. In this thesis, we also represented how we can successfully
recognize the known person using MTCNN and FaceNet by feeding only one front
image into training dataset.

The remainder of this thesis is organized as follows, Chapter 2 presents related
works in this field, Chapter 3 presents the overall methodology and system workflow,
Chapter 4 presents methods of collection and processing of dataset. Experimental
setup is also displayed in this chapter. Chapter 5 presents the result and analysis
of this approach and finally Chapter 6 concludes the paper with the discussion of
further improvement on this development.
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Chapter 2

Related Work

Face recognition is one of the most researched computer vision problems over last
two decades. In the literature [4] [5] [6] [7] there are many algorithms used to solve
face recognition problem. For example – Eigenface Algorithm (1991), Local Binary
Patterns Histograms (LBPH) (1996) Fisherface Algorithm (1997), Scale Invariant
Feature Transform (SIFT) (1999), Speed Up Robust Features (SURF) (2006), Com-
pact Binary Face Descriptor (CBFD) (2015), Facial Trait Code (FTC), Ensemble
Voting Algorithm (EVA), etc. Most of the algorithms are successful with accuracy
rate over 90%. Among these algorithms PCA has 77%-84% accuracy, FTC has 81%-
90% accuracy and LBP has 92%-97% accuracy.

At past most of the face recognition projects or research or works were detecting
and recognizing a face only. They did not do any other experiment or did not use
the system in any other project. Ahmed ElSayed, Ausif Mahmood and Tarek Sobh
worked on “Effect of Super Resolution on High Dimensional Features for Unsuper-
vised Face Recognition in the Wild”[8] to improve the efficiency of face recognition
on low resolution and blurred image using Image Super Resolution algorithm. Reza
Shoja Ghiass, Ognjen Arandjelovic Hakim Bendada and Xavier Maldague worked
on “Infrared Face Recognition: A Literature Review”[9] in order to review various
proposed approach to over the low accuracy in face recognition due to presence of
illumination, pose, facial disguise, expression changes etc. Guo-Hui He, Bin Zhu,
and Juan-Ying Gan tried to solve face position problems using 3D face model in
“Pose-Varied Face Recognition Based on 3-D Face Model”[10]. In “A Geometrical-
Model-Based Face Recognition”[11] Yea-Shuan Huang and Suen-Yu Chen presented
a two-stage face recognition method to produce better result than other face recog-
nition methods. In the first stage they used Local Vector Pattern (LVP) with a
weighting mechanism and in the second Stage they used Bilateral Recognition (BR)
approach. In “Face Image Assessment Learned with Objective and Relative Face
Image Qualities for Improved Face Recognition”[12] Hyung-Il Kim, Seung Ho Lee
and Yong Man Ro proposed a learning based face image assessment to improve the
accuracy of face recognition. In their work they introduced two face image quality
which are Objective Face Image Quality (OFIQ) and Relative Face Image Quality
(RFIQ) to filter the training and testing dataset and remove useless images from
the dataset. In all of these papers they tried to improve the efficiency. Vinay A,
Desanur Naveen Reddy, Abhishek C. Sharma, Daksha S, N S Bhargav, Kiran MK,
KNB Murthy and Natrajan S worked on “G-CNN and F-CNN: Two CNN Based Ar-
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chitectures for Face Recognition”[13] to obtain higher accuracy in face recognition.
In 2017 Musab Coskun, Aysegul Ucar, Ozal Uildirim and Yakup Demir developed a
CNN architecture in their work “Face Recognition Based on Convolutional Neural
Network”[14] to get a high accuracy in face recognition. In most of these papers,
the Authors tried different algorithms to get high accuracy in face recognition. On
the other hand, in this paper we will discuss about the variables or dependencies of
face recognition. We will analyze how the accuracy depends on different variables
in face recognition system.
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Chapter 3

Methodology and System
Workflow

Before Describing the methodology of our system we need to explain some major
components of Face recognition to get a faster outcome with higher accuracy. They
are face detection, Encoding Faces using FaceNet, Classification and prediction.
Later on we have discussed how the system works with flowcharts.

3.1 Methodology

3.1.1 Face Detection using MTCNN

Face detection [15] is the first and foremost step in any face recognition system. We
first need to determine whether human faces appear in the given image or not and
where is detected faces are located at. At this moment there exists various reliable
method for face detection accurately. Among them we used MTCNN - Multi-task
convolutional neural network, which combines face detection with face key detection.
It is based on cascade framework. This method is proposed by Kaipeng Zhang et
al. in their paper ‘Joint Face Detection and Alignment using Multi-task Cascaded
Convolutional Networks’, IEEE Signal Processing Letters, Volume: 23 Issue: 10.
The overall structure can be divided into P-Net, R-Net, and O-Net which is three
convolution network and they are able to outperform many face-detection bench-
marks while retaining real-time performance.

The proposed framework consists of three stages to perform face detection and facial
landmark detection simultaneously. In first stage, it will propose several candidate
windows quickly through a shallow CNN [16]. After that, the second network will
refine the windows to reject a large number of non-faces windows through a more
complex CNN. Finally, it uses a more powerful CNN [17] to refine the result and
output five facial landmarks positions. Given an image, this method use image
pyramid so that they have the image in multiple scale. Then the image is given as
input to the following three-stage cascaded framework:

4



Figure 3.1: Pipeline of MTCNN method

At first we have to pass an image as a input to the program. In this model we have
to first create a image pyramid. In order to detect faces in different size of images.
The purpose of to create different copies of same images is to search for different
sized faces within the same image. Now for each copy we have a 12 x 12 stage 1
kernel that will go through every part of the entire image to scan for faces. It starts
in the top left corner, basically a section of the image from (0,0) to (12,12). This
portion of the image is fed by P-Net which is known by proposal network. P-Net
then returns the coordinates of a bounding box if it detects a face. Then, it will
repeat the same process with sections (0+2a,0+2b) to (12+2a, 12+2b), shifting the
12 x 12 kernel 2 pixels right or down at a time. The shift of 2 pixels is known as
the stride which actually means how many pixels the kernel moves by every time.
Having a 2 stride helps to reduce the complexity of computation without sacrificing
the accuracy significantly. The faces in most of the images are larger than 2 pixels.
So the probability of that the kernel will miss a face because it shifted 2 pixel is
very low. The other benefit is that the machine in which the code is running will
have a quarter of the amount of operations to compute, making the program run
faster and with less memory. Each kernel would be smaller relative to a large image
so that it would be able to find smaller faces in the larger image. Similarly, the
kernel would be bigger relative to a smaller sized image so that it would be able to
find bigger faces in the smaller sized image. Moreover , after gathering the output
from P-Net we need to parse the P-Net output to get a list of confidence levels for
each bounding box and delete the boxes with lower confidence because the network
is more confident about some boxes compared to others. After that, there must be
lot of bounding boxes still left and a lot them overlap. The NMS method which is
known as a Non-Maximum Suppression [18] helps to reduce the number of bounding
boxes. In this particular code most of the windows are filtered out.

In the stage 2 we consider those images which may contain only a part of a face
peeking in from the side of the frame. In that case, the network may return a
bounding box that is partly out of the frame. To overcome this situation for every

5



Figure 3.2: P-net

bounding box we create an array of the same size and copy the pixel values of the
image which is in the bounding box to the new array. If the bounding box is out
of bounds, we only copy the portion of the image in the bounding box to the new
array and fill in everything else with a zero. This process of filling arrays with 0s
is known as padding. After padding the bounding boxes, we resize them to 24 x
24 pixels and normalize them into values between -1 to 1. Now we can feed these
bounding boxes to R-Net which is known as Refine Network and gather its output.
R-Net’s output is similar to P-Net’s output. It includes the coordinates of the new,
more accurate bounding boxes and also the confidence level of each of these bound-
ing boxes. In this stage we also get rid of the boxes with lower confidence, and
perform Non-Maximum Suppression on every box to further eliminate redundant
boxes. Since the coordinates of these new bounding boxes are based on the P-Net
bounding boxes, we need to convert them to the standard coordinates and then
reshape the bounding boxes to a square to be passed on to O-Net.

Figure 3.3: R-net

In the last stage before we can pass in the bounding boxes from R-Net, we have
to first pad any boxes that are out-of-bounds. Then we have to resize the boxes
to 48 x 48 pixels so that we can pass in the bounding boxes into O-Net which is
known as Output Network. The output of O-Net is different from output of P-Net
and R-Net. O-Net provides 3 outputs, the coordinates of the bounding box (out[0]),
the coordinates of the 5 facial landmarks (out[1]), and the confidence level of each
box (out[2]). Then once again we have to get rid of the boxes with lower confidence
levels, and standardize both the bounding box coordinates and the facial landmark
coordinates. Finally, by applying Non-Maximum Suppression again we get the facial
features of the person which is basically five facial landmark positions.
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Figure 3.4: O-net

It is mentioned in the paper that they are using the following loss function in their
network:

Cross-Entropy Loss [19]: this loss is used to perform face classification for the pro-
posed regions

Euclidean Loss [20]: this loss is used to perform bounding-box regression and facial
landmark regression

7



Multi Source Training Loss: Some of input images not only contain face images but
also some background images like objects etc. In that case not all loss will be used,
for example when training images that will not contain faces, only face detection
loss will be used and others will be set as 0. The overall learning target is formulated
as:

These are some test results of five facial features shown in the (figure 3.5)

Figure 3.5: Five facial feature

3.1.2 Encoding Faces Using FaceNet

Now for the face recognition and clustering process we used Facenet which is a system
of deep learning architecture consisting of convolutional layers based on GoogleNet
inspired inception models. Facenet return 128 dimensional vector embeddings for
each face. Once these embeddings are created then procedures like face recognition
and verification can be done utilising these embeddings as features of faces. Facenet
inserts these embeddings into a feature space so that the squared distance between
all faces, regardless of the imaging conditions, of the same person, is small, whereas
the squared distance between a pair of face images from distinct characters is large.
In 2015, Google researchers introduced FaceNet.Like as word embedding FaceNet
transforms the face into 128 dimensional Euclidian space.After training the FaceNet
model with triplet loss for different persons faces to find the differences and similar-
ities between same and different persons images, we can cluster faces efficiently with
this model.After creating the embedding vector space using standard techniques we
can easily recognize, verify and cluster faces.In this model faces of same person has
low Euclidian distance and faces of different person has high distance. In the paper
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they described that the network consists of a batch input layer and a deep CNN.
Then they used L2 normalization to get the face embedding which is followed by
the triplet loss during training. Triplet Loss mainly increase the distance between
anchor and the negative of a different identity and decrease the distance between
and anchor and a positive having the same identity.In their paper, different types
of architectures are used and explored. Their trade-offs in more detail in the ex-
perimental section. The parameters and Flops are their practical differences. The
best model may be different depending on the application. After the FaceNet model
is trained, the embedding for the face can be created by feeding into the model.
To compare multiple images, we have to create embedding for all the images by
feeding them separately through the model. Then by using above formula we can
find the distance which will be lower value for same person’s faces and higher value
for different person’s faces.

Figure 3.6: 128 dimensional vector embeddings for each face

3.1.3 Triplet Loss

This system introduces a new loss function named triplet loss. The reason behind
using triplet loss is that it encourages all the images of one identity to be projected
into a single point in the embedding space and for this reason it minimizes the
distance between images of the same identity and maximizes the distance between
the face images of different characters. Triplet loss reduces the differences between
Anchor and Positive and also increases the distance between Anchor and Negative.
Anchor is a targeted person and Positive is other images of that person where

9



Figure 3.7: Facenet Architecture Block Diagram

Negative is images of other persons. So, in order to training a model to classify
we can use triplet loss to minimize the distance between images of same person
and also maximize the distance between the images of different person. In FaceNet
all the images a processed encoded into 128 dimensional vector which contains the
coordinates. Using Triplet Loss function we can identify the images of same person
and images of different person only with the distance. If the distance between two
images is low then we can say that they are images of same person. On the other
hand, if the distance is high then we can say that the images belongs to different
persons.

Figure 3.8: Tripless loss training

3.1.4 Train Classifier

This facenet architecture is trained with a dataset of very large number of faces
belonging to numerous classes. Here different class means different person. The best
part of facenet is we can use it to create embeddings for our own custom dataset by
training an SVM (Support Vector Machine) [21] to use these embeddings obtained
from different faces from our own dataset and do the classification. Everytime we
have a new person’s face being added to our dataset, we just need to add another
class and train the final classifier rather than training the entire FaceNet model.

3.2 System Workflow

3.2.1 Training Process

For the training purpose our proposed system takes five angle images as input and
then detect faces from those images by using MTCNN method. When it detects face

10



successfully in the image then it crops the images into 182 x 182 pixel size containing
only face. Then the data are fed into FaceNet model to create 128 unique features
for each images called face embeddings. Since we are using pre trained FaceNet
model, so we have to train a classifier to train our newly added images. In this
system we are using SVM classifier. Shown in (figure 3.9)

Figure 3.9: Training Process

3.2.2 Recognition Process

In the face recognition process our system starts with input from live video or still
images. After getting video or images it reads the frames with OpenCV library.
From the frames the system detect faces using MTCNN. After face detection it
creates embedding points for faces using FaceNet. After creating the embedding
points the system classifies the result and match the result with training data set. If
the matching satisfies the threshold then it shows the person’s name and percentage
matched with the person’s face saved in database. If the result do not satisfy the
threshold then it shows that the person is unknown and store the face along with
time for further use. Shown in (figure 3.10)

11



Figure 3.10: Recognition Process
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Chapter 4

Dataset and Experimental Setup

4.1 Dataset

We used our own collection of datasets which contains 50 people’s image collections.
In this dataset each of the person has five different angle images where each of the
image size is approximately between 3 to 5 MB. Shown in (Figure 4.1).

Figure 4.1: five angle image dataset

Later on we preprocessed our image dataset and arranged collection of only faces.
Here the resulation of cropped faces are 182x182 pixels. Shown in (Figure 4.2)

In order to collect data for our system we used different places. We have collected our
data from School, College and University students of different ages. We captured the
images in random weather condition and with average quality camera. Images with
high quality camera show higher accuracy but we wanted to explore what happens
if we use average quality camera because if we set our system as a security system
then there will be average quality CCTV camera. Instead of collecting images from
internet or any other sources we collected images from primary source because our
proposed system required images of 5 different angle which is not possible to get
from any other sources. As the dataset was not available and we had to collect raw
data manually, for this reason our dataset is small. We managed to collect data
from 50 different persons. Although it’s a small number, it is enough to test our
system and find accurate result.

13



Figure 4.2: five angle cropped face image dataset

4.2 Experimental Setup

A personal laptop with specifications of 8 GB ram running on Intel core-i7 with a
CPU speed of 2.5 GHz, 64 bits windows 10 with a webcam and 1 TB of hard disk
space is used to train and test the program. Python is the programming language
and PyCharm IDE is used to run the program. The program is completely based
on deep learning neural network and implemented using Tensorflow framework. In
order to execute the program these four python libraries are required-

• Tensorflow (1.4.0)

• Scipy (0.17.0)

• Scikit-learn (0.19.1)

• Opencv (2.4.9.1)

TensorFlow is an open source library for numerical computation and large-scale ma-
chine learning. TensorFlow bundles together a slew of machine learning and deep
learning (aka neural networking) models and algorithms and makes them useful by
way of a common metaphor. It uses Python to provide a convenient front-end API
for building applications with the framework, while executing those applications in
high-performance C++.

SciPy is an Open Source Python-based library, which is used in mathematics, sci-
entific computing, Engineering, and technical computing. Scikit-learn is a library in
Python that provides many unsupervised and supervised learning algorithms. The
functionality that scikit-learn provides include Regression, Classification, Cluster-
ing, Model Selection, preprocessing. OpenCV (Open Source Computer Vision) is a
library of programming functions mainly aimed at real-time computer vision. It is
mainly used to do all the operation related to Images.
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Chapter 5

Result and Analysis

Result and Analysis: In our system we used different numbers of images of 50 people
for training model. Then we tested the model with different images. From the result
5 persons result analysis is given here. 2 persons are chosen from high accuracy, 2
persons are chosen from medium accuracy and 1 person is chosen from low accuracy.
The person from low accuracy is tested with ae completely different looking images
than the training dataset. We use completely different images to test the model
in order to show that the system can still identify the person successfully though
the images matching point is very low. We have done 3 types of analysis to show
how the accuracy varies. At first we created the training model with only frontal
images of 50 person. In this case, we run the analysis for multiple time with different
number of images in training set. At first we created the training model with only
10 frontal images per person. Then 30 images per person. Finally we used 300
images per person to create the training model. After completing the analysis with
frontal images we run the same analysis with image from 3 angles (Front, Left and
Right) for every person to train the data set. In this analysis also we use the same
technique which is we train model several time with 10 images per person to 300
images per person. In this case the accuracy of testing images is much higher than
the frontal face analysis. After finishing the 3 angles face analysis we run another
analysis with images from 5 angles (Front, Left, Right, Top and Bottom) per person.
In this case also we trained the model several time with different number of images
and tested the model. In this case the result is higher than frontal and 3 angles face
analysis. Now we will see analysis of different types below:
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5.1 Individual Analysis and Result

Here, Analysis for Sohan Based on only Front angle image in training period is given
below:

Figure 5.1: Line graph on accuracy of Sohan for front angle image training

Figure 5.2: Sohan’s front angle training image and test image

Number of image Trained Accuracy %
10 4.59
30 6.66
60 7.92
90 8.65
120 10.26
150 10.78
180 11.3
210 11.97
240 12.1
270 12.4
300 13.03

Table 5.1: Accuracy table of Sohan on front angle image training.

In this case, we can see that only for the front angle image the accuracy increased
from 4.59% to 13.03% from the amount of trained image 10 to 300 which is not that
much good.
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Here, Analysis for Sohan Based on three angle image in training period is given
below:

Figure 5.3: Line graph on accuracy of Sohan for three angle image training

Figure 5.4: Sohan’s three angle training image and test image

Number of image Trained Accuracy %
9 7.27
30 10.25
60 15.02
90 15.35
120 15.77
150 16.18
180 16.46
210 17.07
240 18.05
270 19.62
300 19.99

Table 5.2: Accuracy table of Sohan on three angle image training.

In this case, we can see that for the three angle image the accuracy increased from
7.27% to 19.99% from the amount of trained image 10 to 300 which is improvement
than the front angle accuracy.
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Here, Analysis for Sohan Based on five angle image in training period is given below:

Figure 5.5: Line graph on accuracy of Sohan for five angle image training

Figure 5.6: Sohan’s five angle training image and test image

Number of image Trained Accuracy %
10 10.76
30 17.16
60 18.82
90 20.24
120 27.34
150 30.15
180 32.36
210 35.64
240 38.49
270 41.31
300 42.34

Table 5.3: Accuracy table of Sohan on five angle image training.

In this case, we can see that for the five angle image the accuracy increased from
10.76% to 42.34% from the amount of trained image 10 to 300 which is better than
the front angle accuracy and three angle accuracy.
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Here, Analysis for Farhan Based on front angle image in training period is given
below:

Figure 5.7: Line graph on accuracy of Farhan for front angle image training

Figure 5.8: Farhan’s front angle training image and test image

Number of image Trained Accuracy %
10 9.24
30 16.12
60 22.05
90 25.96
120 28.86
150 31.17
180 33.07
210 34.68
240 36.12
270 37.1
300 38.39

Table 5.4: Accuracy table of Farhan on front angle image training.

In this case, we can see that only for the front angle image the accuracy increased
from 9.24% to 38.39% from the amount of trained image 10 to 300 which is not that
much good.
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Here, Analysis for Farhan Based on three angle image in training period is given
below:

Figure 5.9: Line graph on accuracy of Farhan for three angle image training

Figure 5.10: Farhan’s three angle training image and test image

Number of image Trained Accuracy %
9 15.59
30 26.87
60 39.17
90 47.48
120 53.43
150 57.94
180 61.49
210 64.37
240 66.76
270 68.79
300 70.53

Table 5.5: Accuracy table of Farhan on three angle image training.

In this case, we can see that for the three angle image the accuracy increased from
15.59% to 70.53% from the amount of trained image 10 to 300 which is much im-
provement than the front angle accuracy.
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Here, Analysis for Farhan Based on five angle image in training period is given
below:

Figure 5.11: Line graph on accuracy of Farhan for five angle image training

Figure 5.12: Farhan’s five angle training image and test image

Number of image Trained Accuracy %
10 14.94
30 30.71
60 45.03
90 53.94
120 60.04
150 64.54
180 67.99
210 70.74
240 73
270 74.87
300 76.45

Table 5.6: Accuracy table of Farhan on five angle image training.

In this case, we can see that for the five angle image the accuracy increased from
14.94% to 76.45% from the amount of trained image 10 to 300 which is better than
the front angle accuracy and three angle accuracy.
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Here, Analysis for Ashikh Based on front angle image in training period is given
below:

Figure 5.13: Line graph on accuracy of Ashikh for front angle image training

Figure 5.14: Ashikh’s front angle training image and test image

Number of image Trained Accuracy %
10 8.99
30 15.96
60 22.35
90 26.79
120 30.21
150 32.99
180 35.33
210 37.34
240 39.1
270 41.2
300 42.09

Table 5.7: Accuracy table of Ashikh on front angle image training.

In this case, we can see that only for the front angle image the accuracy increased
from 8.99% to 42.09% from the amount of trained image 10 to 300 which is not that
much good.
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Here, Analysis for Ashikh Based on three angle image in training period is given
below:

Figure 5.15: Line graph on accuracy of Ashikh for three angle image training

Figure 5.16: Ashikh’s three angle training image and test image

Number of image Trained Accuracy %
9 15.23
30 28.43
60 41.81
90 50.72
120 56.98
150 61.68
180 65.34
210 68.28
240 70.7
270 72.73
300 74.46

Table 5.8: Accuracy table of Ashikh on three angle image training.

In this case, we can see that for the three angle image the accuracy increased from
15.23% to 74.46% from the amount of trained image 10 to 300 which is much im-
provement than the front angle accuracy.
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Here, Analysis for Ashikh Based on five angle image in training period is given
below:

Figure 5.17: Line graph on accuracy of Ashikh for five angle image training

Figure 5.18: Ashikh’s five angle training image and test image

Number of image Trained Accuracy %
10 16.41
30 37.29
60 55.03
90 65.18
120 71.64
150 76.06
180 78.28
210 79.71
240 80.62
270 81.16
300 82.42

Table 5.9: Accuracy table of Ashikh on five angle image training.

In this case, we can see that for the five angle image the accuracy increased from
16.41% to 82.42% from the amount of trained image 10 to 300 which is better than
the front angle accuracy and three angle accuracy.
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Here, Analysis for Sujon Based on front angle image in training period is given
below:

Figure 5.19: Line graph on accuracy of Sujon for front angle image training.

Figure 5.20: Sujon’s front angle training image and test image

Number of image Trained Accuracy %
10 14.37
30 29.88
60 45.08
90 55.16
120 62.27
150 67.52
180 69.53
210 72.67
240 74.83
270 76.12
300 77.98

Table 5.10: Accuracy table of Sujon on front angle image training

In this case, we can see that only for the front angle image the accuracy increased
from 14.37% to 77.98% from the amount of trained image 10 to 300 which is good
in this case as test image is good.
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Here, Analysis for Sujon Based on three angle image in training period is given
below:

Figure 5.21: Line graph on accuracy of Sujon for three angle image training

Figure 5.22: Sujon’s three angle training image and test image

Number of image Trained Accuracy %
9 17.7
30 39.41
60 57.14
90 67.01
120 73.21
150 77.44
180 80.5
210 82.8
240 84.6
270 86.05
300 87.24

Table 5.11: Accuracy table of Sujon on three angle image training

In this case, we can see that for the three angle image the accuracy increased from
17.7% to 87.24% from the amount of trained image 10 to 300 which is much im-
provement than the front angle accuracy.
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Here, Analysis for Sujon Based on five angle image in training period is given below:

Figure 5.23: Line graph on accuracy of Sujon for five angle image training

Figure 5.24: Sujon’s five angle training image and test image

Number of image Trained Accuracy %
10 14.24
30 43.17
60 61.37
90 71.37
120 77.41
150 81.38
180 84.17
210 86.23
240 87.8
270 89.06
300 90.07

Table 5.12: Accuracy table of Sujon on five angle image training

In this case, we can see that for the five angle image the accuracy increased from
14.24% to 90.07% from the amount of trained image 10 to 300 which is better than
the front angle accuracy and three angle accuracy.
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Here, Analysis for Suvo Based on front angle image in training period is given below:

Figure 5.25: Line graph on accuracy of Suvo for front angle image training

Figure 5.26: Suvo’s front angle training image and test image

Number of image Trained Accuracy %
10 17.02
30 35.67
60 51.52
90 60.84
120 66.98
150 71.34
180 74.61
210 77.15
240 79.56
270 81.2
300 82.25

Table 5.13: Accuracy table of Suvo on front angle image training

In this case, we can see that only for the front angle image the accuracy increased
from 17.02% to 82.25% from the amount of trained image 10 to 300 which is good
in this case as test image is good.
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Here, Analysis for Suvo Based on three angle image in training period is given below:

Figure 5.27: Line graph on accuracy of Suvo for three angle image training

Figure 5.28: Suvo’s three angle training image and test image

Number of image Trained Accuracy %
9 20.82
30 49.58
60 71.04
90 80.93
120 86.22
150 89.39
180 91.46
210 92.9
240 93.96
270 94.75
300 95.38

Table 5.14: Accuracy table of Suvo on three angle image training

In this case, we can see that for the three angle image the accuracy increased from
20.82% to 95.38% from the amount of trained image 10 to 300 which is improvement
than the front angle accuracy.
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Here, Analysis for Suvo Based on five angle image in training period is given below:

Figure 5.29: Line graph on accuracy of Suvo for five angle image training

Figure 5.30: Suvo’s five angle training image and test image

Number of image Trained Accuracy %
10 23.76
30 52.37
60 72.97
90 80.23
120 87.14
150 90.07
180 91.98
210 93.31
240 94.31
270 95.05
300 95.62

Table 5.15: Accuracy table of Suvo on five angle image training

In this case, we can see that for the five angle image the accuracy increased from
23.76% to 95.62% from the amount of trained image 10 to 300 which is better than
the front angle accuracy and three angle accuracy.
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5.2 Combined Analysis and Result

Now if we combine all those five person’s accuracy of front angle in one chart we
can see the below chart and see the effect of increasing number of images in the
training period. This clearly indicates that if we increase the number of same im-
ages in training period, the accuracy will increase. However, in figure 5.31 we can
see that sohan’s overall accuracy is much less than the other 4 person’s accuracy.
This happened because we have intentionally used bad testing image for sohan to
understand how much impact appears in accuracy when bad images will arise in the
system . Again we can also see that there are also significant accuracy deference
between Ashikh, Farhan and Suvo, Sujon. This happened because we have used
average testing image for Ashikh, Farhan and good testing image for Suvo , Sujon.

Figure 5.31: Combined five person’s Accuracy on front angle image training

Again if we combine those five persons accuracy of three angle we can see in figure
5.32 the accuracy increases than the front angle accuracy at a large scale especially
for Ashikh and Farhan. So we can conclude, three angle image in training period
give much better accuracy than the front angle image. However, in again we can see
that sohan’s overall accuracy is much less than the other 4 person’s accuracy. The
reason is same as before for sohan which is intentionally using bad testing image. On
the other hand except sohan other 4 person’s accuracy increased very well compared
to front angle accuracy as during the training process left and right angle images
has been added along with the front angle image. On top of that in between these 4
person’s accuracy varies because their training image quality are different from each
other.
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Figure 5.32: Combined five person’s Accuracy on three angle image training

Now we will observe the all five person’s accuracy based on five angle in the training
process shown in figure 5.33. Here, we can see except sohan all other fours person
reached to a standard accuracy. As sohan’s testing image was chosen bad image to
analyze the difference between good and average image testing. So sohan’s lower
accuracy can be ignored. Again in addition, except sohan other 4 person’s accuracy
increased more compared to three angle accuracy as during the training process top
and bottom angle images has been added along with the front , left and right angle
image of each person. On top of that in between these 4 person’s accuracy varies
because of the same reason as we have used different quality testing image for each
person in the training period. So, it seems that in this case training five angle images
leads the model to reach standard accuracy for every person.
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Figure 5.33: Combined five person’s Accuracy on Five angle image training

5.3 Average Result

Now we will see how the average accuracy changes based on the different angle of
images with the increase of number of image trained for all 50 persons in our dataset.
Firstly, 10 images have been used in training model, it gives 13.66% accuracy for
only front faced images in training dataset. Accuracy is 14.06% if we use images
from 3 –front, left and right – angle for every person. Similarly, when we increase
the number of images in training dataset accuracy also increases. For instance,
for 30 images accuracy are 19.08%, 26.13% and 28.27% respectively for front faced
images in training data set, for 3 angle faces in training dataset and for 5 angle faces
in training dataset for every person. Thus this way the accuracy increases with
the increase of trained image amount. However, the accuracy doesn’t increase that
much when the trained image amount is more than 300. Here, for 300 images the
accuracy for front face, 3 angle faces and 5 angle faces are respectively 45%, 64.87%
and 68.08% which are very close to the accuracy of previous sample size which is
270 images per person. So, we can conclude on this analysis that around 300 images
for a person will give effective result while training model for this system. Shown in
figure 5.34.
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Figure 5.34: Average accuracy of all persons on different angle viewpoint

5.4 Threshold

Finally here comes the most crucial part , threshold value. If the system gets the
input image containing faces that are not in the database, then it should display
unknown person recognized as output. However, the system calculate the euclidean
distance for input image respect to persons that are in the current database, and
then calculate probability distribution value for each person from that input image.
In that case, the person which gets the highest value is the output of the system,
but we don’t want this output, we want to display output like “unknown person”.
That is why threshold value is so important in this scenario. We tested few images
to identify the threshold value so that system can recognized unknown person for
faces which are not in the current database. The following 3 images contain 3 dif-
ferent person which are not in the database , but it shows 3 different person name
with 0.13 , 0.15 , 0.12 values respectively which is very low. Currently the default
threshold value is 0.1. shown in figure 5.35.

Clearly we can see that now with 0.2 threshold value system can tell us unknown
person successfully which are not in our dataset. shown in figure 5.36.
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Figure 5.35: without threshold wrong prediction

Figure 5.36: with threshold correct prediction

After giving a threshold we tested randomly many photos and also with videos where
everything worked fine. For example, figure 5.37 shows randomly tested image where
it was successful to identify the appropriate class that was trained earlier. This
predicts Sujon and Beni with 89.13% and 91.02% accuracy respectively.

Figure 5.37: Randomly Tested image(Sujon: 89.13% , Beni: 91.02% )
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5.5 Comparison

Here, in this section we have showed some comparison among some papers for face
recognition. Based on Complexity , dataset per person and working area the com-
parison has been made to understand the overall face recognition system.

Title

Effect of Super
Resolution on
High Dimen-
sional Features
for Unsuper-
vised Face
Recognition in
the Wild

Pose-Varied
Face Recog-
nition Based
on 3-D Face
Model

A
Geometrical-
Model-
Based Face
Recogni-
tion

FaceNet:
A Unified
Embedding
for Face
Recogni-
tion and
Clustering

Analysis on
Face Recog-
nition based
on five differ-
ent viewpoint
of face im-
ages using
MTCNN and
FaceNet

Year 2017 2004 2015 2015 2019
Complexity High Very High High Medium Medium
Dataset
per per-
son

N/A N/A N/A
Around 20
images

5 Images

Working
Area

Low resolution
and Blurred Im-
ages

3D Face
LVP
BR

Face Em-
bedding
Points

Images from
5 angle view-
point

Table 5.16: Comparison with other face recognition system
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Chapter 6

Conclusion

Face recognition is both challenging and important recognition technique. Among all
the biometric techniques, face recognition approach possesses one great advantage,
which is its user-friendliness (or non-intrusiveness). In this paper, we have given
an introductory survey for the face recognition technology. This paper proposed
FaceNet based face recognition system by training five viewpoint images only by
duplicating those same five viewpoint images again and again. We have covered
issues such as face alignment and accuracy vs training data for face recognition,
factors that may affect the performance of the recognizer. We hope this paper can
provide the readers with a better understanding of face recognition and helps to
create more options and better opportunities in face recognizing techniques. This
method is our preliminary attempt and the pre-trained FaceNet model is used. In
the future, we look forward to developing our own powerful neural network for face
recognition by training very low amount of face images.
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