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Abstract

Depression is a major disorder and a growing problem that impacts a person’s way of living,
disrupting natural functioning and impeding thought processes while they might remain
oblivious to the fact that they are suffering from such a disease. Depression is especially
prevalent in the younger population of underdeveloped and developing countries. Youth in
countries such as Bangladesh face difficulties with studies, jobs, relationships, drugs, family
problems which are all major or minor contributors in a pathway to depression. Furthermore,
people in Bangladesh are not comfortable in speaking about this illness and often misinterpret
this disorder as madness. This research besides predicting depression in university under-
graduates for the purpose of recommendation to a psychiatric, focuses on gaining valuable
insights as to why university students of Bangladesh, undergraduates in particular suffer from
depression. The data for this research was collected by a survey designed after consultation
with psychologists, counsellors and professors. The survey was carried out through paper and
Google survey form. The data was analyzed to find out relevant features related to depression
using Random Forest Algorithm and then predict depression based on those features. A best
method for predicting depression among Bangladesh undergraduates was found out after
using six algorithms to train and test the dataset. Deep Learning was found to be the best
algorithm with the lowest number of false negatives, closely followed by Gradient Boost
Algorithm both with an F-Measure of 63%. Generalized Linear Model, Random Forest,
K-Nearest Neighbor and Support Vector Machine were the other four algorithms used for
comparison. The objective of this research is to determine reasons for depression and to
check whether depression can be successfully predicted with the help of related features.
Depression is an illness that people in Bangladesh tend to ignore and hence it builds up and
worsens with time. This research aims to identify depression in its early stages and ensure a
fast recovery for victims so that heartbreaking incidents like suicide can be avoided.
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Chapter 1

Overview

A brief overview of the research addressing the problem and the aim, objective and method
of solving it through this study has been presented in this chapter.

1.1 Introduction

The world is progressing at a rapid rate with the help of technology and human skills.
Everyone is becoming so busy and materialistic that sometimes we forget to give some time
to think about our mental health. To keep up with the rapid pace in the world people are
constantly pushing themselves taking a lot of pressure both physically and mentally which
have a adverse effect on their health especially their mental health. Depression is a silent
killer which can harm a human being in a great way if not treated at the right time. It is a
common mental illness and everyone at some point of their life is depressed. However, due
to the lack of self-unawareness, the society and people’s judgment this illness is considered
as a taboo in many places across the world and people tend to make fun of this illness and
tease people who are diagnosed with this problem. For instance, in Bangladesh, if someone
has mental illness or is diagnosed with similar illness people assume that this person is mad.
According to National Institute of Mental Health [59] the most common mental disorder is
depression and around 16.2 million people experiencing depression. Depression is especially
prevalent in students compared to the general population [64]. Research done in some low
and middle-income country found out that students in universities, colleges, and medicals
are more prone to depression and the result is an alarming signal that should be taken care
quickly [45, 61, 35, 64]. Though this is one of biggest problem world is facing right now,
people are not very vocal about it and little research been done to find out the root reasons of
depression among students using data mining techniques, especially not in Bangladesh.
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1.2 Problem Statement

Even though the world is moving forward and everyone is open to new things, mental illness
is not welcomed in a good way in many societies. Especially in many Asian regions it
resembles as taboo due to which people who are experiencing are not so vocal about their
problem and try to hide their illness and try to overcome it by themselves. As a result, their
illness may worsen which may deteriorate their health both mentally and physically and
lead to severe depression which will directly trigger suicidal behavior and self-harm attitude
in people. Along with this, most of the people are not aware about their depression issue
and they don’t take this so seriously like other illness believing that it will automatically
heal if given time. On contrary to that some people become depressed thinking that they are
depressed, but in reality, it may be not the case. While conducting this research we found out
that most students act like that and were not so vocal about their problems, some of them
think they are depressed which was affecting their performances but in reality, there were
not depressed at all and some students don’t even know that they have moderate and severe
depression symptoms. Another problem we have found out that there is a group of students
who are vocal about their depression problem and there is another group of students who
are confused who want to know whether they are depressed or not so that they can seek
professional help. However, the complex questionnaire’s’ in scaling methods and feelings
of discomfort to give all the personal information to counselors demotivated them to do
something about their mental illness.

Another huge problem we have found out during this research is that only identifying
whether a student is depressed or not, will not help them to recover and heal from this mental
illness. Finding out the root problems or reasons which are responsible for depressions
in university going students should be one of the main priority. After a long interview
session with BRAC University counseling unit and going through a lot of research we have
discovered that even for counselor at first meeting it is difficult for them to identify the root
problems which are causing depression in students. According to Ms Annie Anthonia Baroi,
a counselor from BRAC University states that, for counselor, it is really difficult to know the
real reasons to find out the real reasons why a student is depressed or not. This may happen
because students sometimes are not comfortable sharing their all information with them and
in most of the case the reasons which they did not share are the root reasons which cause
depression.

So, there is no efficient platform so that students can determine whether they are depressed
or not only just filling some basic questionnaires without feeling uncomfortable .Beside this
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there is no particular way or research has been done to find out the root reasons which is
causing depression in university going, undergraduate students.

1.3 Aim of Study

The main aim of this research is to find out whether a student is depressed or not using
machine learning and data analyzing approach by only filling up some basic questionnaires
which is related to depression instead of using scaling methods like The Beck Depression
Inventory (BDI) to measure whether a student is depressed or not. Along with this we want
to make it easier for mental health counsellor to find the root reasons and irrelevant reasons
behind depression in university students so that they can understand students psychology
more efficiently and give them the best advice and cure to their problems that they are facing.
We have used 6 algorithms to run our model to predict whether a student is depressed or
not. The algorithms are deep learning, generalized linear model, gradient boosted algorithm,
random forest and support vector machine, k-nearest neighbor. We have used RFE known as
Recursive Feature Elimination with Cross Validation and Random Forest Classification for
selecting optimal features or reasons that is related to depression and eliminating irrelevant
reasons that is not related to depression in university going undergraduate students which has
been discussed in chapter 3 and chapter 4 of our paper.

1.4 Research Methodology

This research has been conducted in time span of 11 months and 19 days. However we are
continuing with this research as we are planning to extend our research to discover more find-
ings. We have started our work from 1st of December in 2017 which last till 20th November
2018. In first quarter of December we spent time on brainstorming about our ideas and we
took around 1 month to come up with our initial idea.After that we started to read similar
articles that is related to our idea. At that phase of time our idea was still in development
process.At the same time we met with many counsellor to know more about about depression
and its related work. They were so helpful to us and helped us throughout whole time till the
last stage of our thesis.Taking guidance from our supervisor and BRAC university counsellor
unit we were able to finalize our idea and we started our studies on depression,scaling method
to find out depression and did research to find our relevant reasons and features which are
related to depression in undergraduate university going students which start from January 7th
2018 which last till May 1st 2018.We were really careful when we were preparing our survey
form and we took took around 3 months to make our survey form.From May 20th to May
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30th 2018,we learned the formal process of how to take a survey that is related to mental
health from our respective faculties from physiological department of BRAC University.

Taking all the precaution and with formal planning,we started to take our survey from
BRAC University from 6th of July. Along with that we also started to take survey from other
universities which we conduct through online surveys. Before taking online survey,we made
a video which clearly states what our thesis is all about and clearly mention all the rules and
procedure to fill up the survey form. Overall we take around 3 months to complete our first
phase of data collection process which last till 30th September though we are still collecting
data from online survey.

After we are done with data collection,it was time for data cleaning and data pre-
processing before we applied machine learning mechanism on it. So from 1st August
we started our data cleaning process which last till 1st of September. In total we had 7
versions of data sets during our data cleaning process from which we came up with our final
data set that will be used in machine learning mechanism. Afterward for whole 1 month we
applied our machine learning algorithm to our processed data set considering all the necessary
parameters which was needed in machine learning mechanism.In parallel we started writing
chapter 1 and 2 of our thesis paper from 1st of September. Afterwards, we wrote chapter 4
and 5 which took around 1 month to complete. And at last we finish the remaining part of
our writing the thesis paper before November 8th 2018. We took around 14 days to check
our paper thoroughly and then convert out writing into the given format of BRAC university
with the help of latex software. The entire details is shown in Figure 1.1

1.5 Thesis Outline

• In chapter 2, brief introduction about prevalence of depression among university going
students and how to find depression through popular scaling method ,background
studies on machine learning algorithms and previous work related to this research has
been discussed

• In chapter 3,detailed description of data collection process,discussion on relevant
reasons of depression in undergraduate students ,explanation of data cleaning and
reprocessing of sample data and lastly illustration of data visualization of the final data

• Chapter 4 represents detailed explanation of the experimental result and analysis which
includes process of applying algorithm,cross validating the data sample ,finding out
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the accuracy for different algorithms and detail description of process of finding out
the optimal features that can lead to description.

• Chapter 5 concludes the paper with general remarks,limitations,improvements and
future works of our research.
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Fig. 1.1 Time span of research



Chapter 2

Background Study

This chapter further describes the problem with respect to our sample population, the scaling
methods used and presents reviews of similar work in the literature.

2.1 Discussion about depression

Depression is a common term that we use often when we talk to family and friends and say
that we are depressed. However, not all feelings of sadness and grief can be classified as
depression. The American Psychiatric Association describes depression (major depressive
disorder) as a common and serious medical illness that negatively affects how we feel, the
way we think and how we act [55]. According to them, in any given year about one in
fifteen adults (6.7%) can be estimated to be affected by depression. Also, 16% or one in six
people encounter depression at some point in their life. Studies also show that people usually
experience depression around the age of 20 years which is one of the prime reasons why we
chose to conduct our research among undergraduate university going students. Depression is
more prevalent in women with studies suggesting that about one-third women suffer from an
episode of depression at least once in their lives.

Sadness and grief may arise several times in life due to loss of a loved one, problems
in professional and personal life or due to no specific reason. However, depression usually
makes people feel worthless consequently making them hate themselves. Our research
focuses not on general cases of people feeling down and unhappy nor on medical condi-
tions such as thyroid problems, brain tumor or vitamin deficiency that causes symptoms
similar to depression. We instead look at actual cases of people with psychological and
clinical depression who have been diagnosed or need diagnosis. The various symptoms of
depression range from persistent feelings of sadness and anxiousness, pessimism, loss of
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interest, laziness to difficulties in sleeping, weight changes and in extreme cases thoughts
of suicide. We have considered all of these reasons in preparing our survey, some in the
general set of questions as features for machine learning classification and others in the two
depression scales. Details about these have been presented later in the paper. For a person
to be diagnosed with depression, these symptoms must be present for at least two weeks
[3]. Health line, an US-based leading provider of health information says that only profound
sadness that persists for more than two weeks and restricts us from functioning properly may
be a sign of depression [57].

According to psychiatry department at Harvard Medical School, the four most common
types of depression are major depression, persistent depressive disorder (formerly known
as dysthymia), bipolar disorder, and seasonal effective disorder [48]. A brief description of
each of these is given [3, 57, 48, 33, 67]. Major depression, more widely known as clinical
depression is the most common type of depression where extreme sadness lasts for a long
time (weeks or months) with a complete loss of interest in even pleasurable activities among
other difficulties. Persistent depressive disorder or dysthymia is an episode of depression less
severe than major depression but lasting for two years or more where depression levels may
become less or more intense at times. Bipolar disorder consists of periods when a person is
very happy and proactive (hypomania) followed by a period of depression. Angelos Halaris,
MD, PhD, a professor of psychiatry and the medical director of adult psychiatry at the Loyola
University Medical Center in Chicago says that although the bipolar disorder affects only
2 to 3 percent of the population, it has one of the highest risks for suicide [33]. Seasonal
effective disorder (SAD) occurs due to seasonal changes, mostly due to cold and dark winter
days. In countries like Bangladesh where winter is short and irregular, seasonal depression is
not so common although no studies have been conducted in this regard. Apart from these
depression types unique to women include perinatal depression (occurs during pregnancy or
after delivery) and PMMD (depression due to premenstrual syndrome). Psychotic depression
resulting from mental health problems is not generally associated with depression. Although
we did much background study on the types of depression, identifying the types of depression
associated with the people in our data set was not in the scope of our study. We however
hope to conduct future research in this regard with a larger data set.

2.2 Discussion about depression in university students

According to the Center for Collegiate, Mental Health report depression and anxiety are
the top reasons student are seeking counselling for and it shows that 1 out of 5 university
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students are depressed. University students are more depressed than the general population
[32]. According to another research, the depression rate in under-grad university student is
high in the developed and underdeveloped country where income is basically low [35]. A
number of students in college raking anxiety and depression counselling are increasing day
by day [61]. Most of them either attempted suicide or try to harm themselves, and some
of them find it was difficult to work properly and some of them discovered severe anxiety
issues.

According to the article [45] “Prevalence of depression and its associated factors using
Beck Depression Inventory among students of a medical college in Karnataka” their result
suggests that Depression is highly prevalent among medical students. According to the
research , it states that 71.25% people are found to be depressed among 400 students and
among this 80% had mild and moderate depression ,7.5% had severe and 6.7% had profound
depression.

2.3 Scaling method to determine depression

A depression rating scale is a standard measurement instrument to analyze a person’s be-
havior in order to determine whether further checking is required for that individual to be
diagnosed with a depressive disorder. The depression scales consisting of various questions
and inquiries to be filled up by subjects under study are often so accurate that they can
identify or predict depression in people although the purpose is more to recognize people
at risk of developing the disorder. Depending on the severity of depression as determined
by a depression scale, psychologists or experts decide whether or not an individual should
be subject to further observation to find out if he/she should be diagnosed with depression.
There are several rating scales that serve this purpose. We went through extensive study and
research including reading articles, conference, papers, journals and meetings with professors
and psychologists from BRAC University and Dhaka University before choosing the Beck
Depression Scale and (Bangla Depression Scale) as the instruments for measuring depression
levels of the students who took our survey. The process in which we came up with these
choices is briefly described below.

Depression scales can generally be classified into scales completed by researchers and
scales completed by patients. Two of the scales completed by researchers, the Hamilton
Depression Rating Scale and the Montgomery-Åsberg Depression Rating Scale are typi-
cally used for assessing the effects of drug therapy hence were eliminated instantly. The
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Raskin Depression Rating Scale rates verbal reports, behavior, and secondary symptoms of
depression. All of these scales were not considered principally because of time constraints as
individual patient interview and monitoring of all subjects was not feasible in the scope of
this work.

Among the most popular of the scales completed by patients is the Beck Depression Inventory
(BDI, BDI-1A, BDI-II). The Beck Depression Inventory (BDI) is one of the most widely used
screening instruments for measuring the severity of depression in both adults and adolescents
over the age of 13 (McDowell Newell, 1996) [82]. The Beck Depression Inventory is the
most widely used instrument for detecting depression [2]. Before the advent of the Beck
Depression Inventory, rather than considering that this disorder could be resulting from a
patient’s thoughts, mental health professionals looked at depression from a psycho-dynamic
perspective. The most recent version of this scale BDI-II, published in 1996, is designed
for individuals aged 13 and over with it components covering all the major reasons for
depression especially in young people. The Beck Depression Inventory is a self scoring
scale that consists of 21 multiple choice questions relating to various symptoms and causes
of depression. Each question has four choices in increasing intensity of scores from 0 to
3. After completing the questionnaire, the scores of all the questions are added to measure
the severity of depression if depression is at all present. There are six categories of result
with total points being below 10 considered as normal and aggregate score of over 40 being
classified as extreme depression. A sample of the Beck Depression Inventory is given at the
end for reference.

Other scales completed by patients include Geriatric Depression Scale (GDS), another
self-administered scale which was ruled out as a choice for use in our research since it was
more appropriately used to analyze depression in older populations particularly patients
with traces of dementia. The Zung Self-Rating Depression Scale is another simple scale
similar to the Geriatric Depression Scale in that the answers of all the 20 items were either
"a little of the time", "some of the time", "good part of the time" or "most of the time".
The GDS has answers that are simple "yes" or "no” suitable for older patients. The Patient
Health Questionnaire (PHQ) although more relevant, is very short with the Patient Health
Questionnaire-9 (PHQ-9) composed of only 9 questions. Furthermore the scale specializes
in measuring all form of mental disorders and is not limited to depression only which is a
major limitation from our perspective. The Hospital Anxiety and Depression Scale (HADS)
besides being less used is too short and simple to consider the complicacy of young adults.
We considered using the Center for Epidemiologic Studies Depression Scale (CES-D) for a
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while but eventually found it to be less reliable and less sophisticated for use in a university
undergraduate student population. Most of these scales for measuring depression were not
chosen either because they were irrelevant to the age and behavior of our dataset population
or because they were too simple to be used in practice for research purposes especially not
for predicting depression in individuals based on a few simple features.

The depression scale in Bangla was prepared by SM Abu Hena Mostafa Alim for their
own research titled "Translation of DASS 21 into Bangla and Validation Among Medical
Students". This scale was selected and used particularly because of its relevance to the
climate and culture of Bangladesh. In spite of the fact that a few questions on both the scales
were similar, the Bengali scale contains certain lifestyle related questions associated to our
way of life that a depression scale designed for the world fails to consider. These small subtle
differences might reveal something about depression unique to the people of Bangladesh.
Results using this scale could also be used to compare relevancy of the internationally used
scale from the perspective of Bangladesh and also to capture redundancies in the information
supplied by the person taking the survey in terms of whether misinformation on the part of
the respondent gives different results in the two different depression measurement scales.
Setting aside the benefits of comparative study, the Bengali scale was principally included as
a respect to the language for which 3,000,000 people gave their lives and between 200,000
and 400,000 women were raped in the Bangladesh Liberation War of 1971.

2.4 Related work to determine depression using scaling meth-
ods

In the paper [17], the researchers made use of data mining, more specifically classification to
predict possible depression in people in the future if they are not already suffering from it.
They used synthetic data prepared with the help of a Java program to carry out the research.
The training sample consisted of 600 instances whereas the test set had 400 instances of data.
The attribute selection procedure carried out by the researchers was an intense and thorough
work in which many online surveys and questionnaires were analyzed. They selected 31
attributes, the last one was the class variable “May Have Depression”. The attributes could
take values from 0 to 3 based on the severity of the symptom with 0 being ‘None’ meaning
the attribute was absent in that person and 3 being ‘Serious’ meaning the person was severely
suffering that symptom with ‘Mild’ (1) and ‘Medium’ (2) in between. We carried out a
similar process for our research on analyzing depression among university going students
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where we did extensive research on why teenagers and young people suffer from depression
and which method or depression scale would be best in measuring depression for them.

The study used the popular machine learning and data mining tool WEKA for classifi-
cation in order to find out hidden patterns in the data. They used the C4.5 decision tree
algorithm to get the classification model. An improved version, J4.8 was used to find out the
results of the depression classification model. In the training process, out of the 600 instances,
555 were correctly classified giving an accuracy of 92.5 percent. Their confusion matrix
showed 263 true positives, 292 true negatives, 11 false positives and 34 false negatives. Ac-
curacy, precision and recall were the classification metrics used by them for evaluation. They
then validated their model using the training data. In this phase, 333 instances out of 400 were
correctly classified giving an accuracy of 83.25 percent. The confusion matrix with the train-
ing sample had 163 true positives, 170 true negatives, 27 false positives and 40 false negatives.

They later used the depression model with 20 new data instances to find out the diag-
nosis of these unknown cases of depression. The model classified 13 as having no depression
and 7 as ‘yes’ meaning they were future possible depression cases. The researchers also
used WEKA to represent the results in a different way using probability distribution which
showed that ten of the twenty classes were predicted with a probability of 1 meaning that
the prediction was absolutely correct. Moreover, the smallest probabilities of predicting a
‘yes’ and ‘no’ class was 0.829 and 0.778 respectively clearly illustrating that the predictions
were accurate and could be trusted. The study mentions that the probability distributions
could be helpful to physicians and could be used in other medical applications of data mining.

The article concludes by discussing the importance of selecting a large attribute set as
they did particularly in depression related studies since depression and other somatic illnesses
have similar symptoms and it is quite difficult to distinguish between them. We considered
this factor in our own research which is why we chose the “Beck Depression Scale” which
took into account many of the symptoms of depression in their long but simple 21 questions.
Our own study diverted from the approach of using synthetic data to test and validate model
and focused on collecting real data by preparing a survey after much thought, consultation
and research and using that data to train and test the model which is exactly what we have
done. We have the opportunity to try out the performance of our model using synthetic data
too, later on.

In another paper [8], researchers worked out a best method for predicting depression among
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older people using machine learning classifiers. WEKA, a data mining tool developed by the
University of Waikato in New Zealand that can apply different machine learning techniques
on problems like data pre-processing, Forecasting, Classification, Prediction and Regression
was used for the research. By comparing results, a best method to predict depression was
chosen.

The study proposed an automated system to tackle depression which is quite prevalent
among senior citizens, by considering various socio-demographic factors and co morbid
condition. Their aim was to replace problems associated with manual diagnosis and treat
patients as early as possible. The dataset used for training was collected from a slum at Bag-
bazar, Kolkata, a service area of Bagbazar Urban Health and Training Centre (UHTC). Sixty
senior citizens aged minimum 60 years were interviewed using Geriatric Depression Scale
(GDS). Five classifiers, namely BayesNet Classifier (BN), Logistic, Multilayer Perceptron
(MLP), Sequential Minimal Optimization (SMO) and Decision Table (DT) were compared
with respect to four metrics which are Accuracy, ROC area, Precision and Root Mean Square
Error (RMSE). The test data with no decision class was created with data of ten more citizens.
They then checked the predicted result manually with the GDS scale.

Supervised learning was used in the learning process to predict output of test data was
used since output label of training data was known. After the input data set was loaded in
WEKA, they followed these steps. Supervised filter – attribute Selection was chosen for
pre-processing following which the five classifiers are chosen and experiment was run 5
times with classification output being recorded each time. The researchers utilized all three
test options available in WEKA. The simplest of them, “Using Training and Testing Set”
just trains network using training set and then tests the network on a test set. The second
option, “Cross-validation” is quite interesting and critical where the test set is generated
automatically from training set and number of folds is provided to prevent over fitting. For
example, if number of folds provided is 20, data is divided into a training set containing
80 samples and a test set of 20 samples. The next epoch is done using the test data that is
prepared from the previous 80 samples and the 20 samples which were previously used as
test data were now part of the training data. The final result is obtained by averaging the
results of the different epochs. In addition they also used a third test option percentage split
where the data set is split into training and test data according to percentages specified by the
user.

They found out using the training and test set option that SMO with an accuracy of 93.33
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percent and a precision of 0.94 was the best prediction model closely followed by BN with
an accuracy of 91.67 and a precision of 0.92. However, when the other two metrics ROC
Area and RMSE was observed BayesNet with an ROC Area of 0.98 and RMSE of 0.25
seemed better. Again, when 10 folds cross validation was used, the researchers recorded a
highest accuracy of 88.33 percent and a maximum precision of 0.88 from SMO but the result
was once again contradicted with BN having a much higher ROC Area (0.96) and a lower
RMSE (0.32). The consistency with respect to all metrics was observed using percentage
split option where BayesNet with accuracy, precision, ROC Area and RMSE of 95 percent,
0.95, 0.99 and 0.22 respectively was better than the other four classifiers and hence chosen
as the best classifier with the percentage split appearing to be the best test option according
to this research.

However, factors such as association of other problems to depression which may mean
that someone is not actually depressed could affect results. Furthermore, different nature
inspired algorithm based optimization techniques can be used for more accurate feature
selection of depression prediction. Also, the dataset can be made using data from different
parts of the country and if possible other countries as well to observe consistency of results.
In our own research, we used a tool quite similar to WEKA, named RapidMiner [28]. Rapid-
Miner is a data science software platform developed by the company of the same name that
provides an integrated environment for data preparation, machine learning, deep learning,
text mining, and predictive analytics. It is used for business and commercial applications
as well as for research, education, training, rapid prototyping, and application development
and supports all steps of the machine learning process including data preparation, results
visualization, model validation and optimization. The researchers in the study also mentioned
the lack of work on depression prediction among senior citizens in the literature which
motivated us to do something similar. Hence, after much thought and research we decided to
work on analyzing depression patterns among the younger generation, in particular, university
going students. There was even lesser work on depression among teenagers than was among
senior citizens and close to no work on the depression scenario of our country, in particular,
especially not university going students. Hence we wanted to combine data mining and
machine learning to predict as well as find out the reasons for depression among university
going students in Bangladesh.

Researchers in another study [50] report how people suffering from depression think deeply
and repetitively and express this same behavior on both Twitter and their real lives. In
particular, thoughts about sleep, pain and suicide were taken into account. They carried out
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the research by considering a group of people who had been diagnosed with depression as
signified by their tweets over the course of a week. Their Twitter data was compared with the
Twitter data of a randomly chosen control group who as per their Twitter history had never
suffered or been diagnosed with depression.

The study was done in the following way. At first, some patterns and combinations of
keywords reproduced from previous research on depression was used to identify 316 unique
Twitter users with depression. Care was taken to ensure that tweets by support groups,
commercials and re-tweets were not taken into consideration. Then the full Twitter histories
of these 316 individuals were downloaded to look for symptomatic characteristics (sleep and
pain) and dangerous thoughts (suicidal thoughts). “NVivo 10 and NCapture were utilized to
extract user time lines via Twitter API. MS Access 2013 was used to store aggregated tweets
and Hyperion Interactive Reporting Studio 11 was used to search and analyze the tweets for
tweet contents.” Similar approach was used to form a control group of another 316 Twitter
users who had never been diagnosed with depression according to their Twitter time line.
The data from the Twitter histories of all users was dissected to look for the two categories of
rumination using words or combinations of words determined by research on depression.

Fisher exact test, an independent t-test, Chi-square test all showed a higher proportion
of Tweets about sleep, pain, suicidal thoughts by the depressed/study group than the control
group. This however is only true because they assumed that the no one in the control group is
depressed just because they have not Tweeted about it. This assumed seems quite far-fetched
particular given that the nationality, race, gender and some other factors were not analyzed
for a link with depression in the study. The paper also does not reveal whether the Twitter
users were all from a particular university, region, and country or not. The researchers
however, highlight the fact that not considering the presence of other mental illness among
individuals from both groups could indeed limit the scope of their findings hence requiring
further research and analysis.

2.5 Related work to determine depression using machine
learning

This paper[10] explained how they predict whether a twitter user is suicidal or not using
machine learning on basis of validate self-report which is used to find suicide rate and with
the tweet feeds/status of active twitter users. The authors main work is to predict whether a



16 Background Study

user is suicidal or not using their tweeter feeds and this results are then cross checked with
the result of self-report the users filled previously for this research purpose.

The data for this research is collected very carefully. A survey named “Survey for Twitter
user” is taken where all the participant were active twitter users from USA. They were given
3 sets of questionnaires. The questionnaires are Depressive Symptom Inventory–Suicide
Subscale (DSI-SS), The Interpersonal Needs Questionnaire (INQ), Acquired Capability for
Suicide Scale (ACSS) to assess suicidal rate. In their questionnaires they included five
control questions to make the data collection more reliable. These control questions helped
to identify users who did not answer or fill the questionnaires carefully and they excluded 46
more participants who was not very careful when doing this survey and their final sample
data size was 135 on which they run their research. The sample data contain 85 females
and 50 males from 6 different ethnicity, education income, and twitter account creation date.
After that article explain the process of analyzing the tweets of each user. Each user tweets
are retrieved aggregated in a single file. Each file of individual user analysis by updated 2015
version of Linguistic Inquiry and Word Count Software (LIWC). It software which is can
correlate with sucidality in the context of social media.

Afterward article described how to predict their expected result which is to predict whether a
user is suicidal or not using their tweeter feeds. They use decision tree as their predictive
model and they implemented the predictive analysis in Python, using the scikit-learn library.
Author use leave-one-out-cross validation for estimating the accuracy of the decision tree
learning. The loo-cv accuracy was 91.9%.[(9+115/135)*100)]. False positive is 0.75 and
false negative is 0.93. It accurately identify 9 result as suicidal and they were really suicidal
in real and accurately identified 115 individuals as non suicidal and they were non suicidal in
real.

Firstly, twitter feed is not the best measure to asses suicidal behavior as the reasons are
not specific and it may raise question on the validity and logical approach of this research
paper[10]. Secondly instead of doing the research on the same age group of people they have
done their research on various age group of people.

The paper[56] explained that using clinical variables related to suicide and using demo-
graphic variables it can predict whether a person will attempt suicide or not using a machine
learning approach. They have used 3 algorithms and they are LASSO, SVM, RVM and it
is implemented in MATLAB. The overall accuracy range was between 65%-72%. Among
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them, RVM gave the best accuracy result of 72%.

This study was done on 144 subjects and they collected the data very carefully so that
they can get accurate information from the user. A lot of information about each subject has
been taken for this research purpose. The set of information are demographic histories, Axis-I
diagnoses and clinical characteristics were assessed using the Structured Clinical Interview
for DSM-IV axis-I Disorders (SCID-I. Current dimension mood and anxiety symptoms were
asses using the Hamilton Depression Rating Scale (HDRS), the Young Mania Rating Scale
(YMRS), and Hamilton Anxiety Rating Scale (HARS).

So in this way, they had identified 15 predictive variables upon which they trained their model
to find whether a person will attempt suicide or not.. All these are categorical variables which
are normalized by z-scoring where it labels 0 as no and 1 as yes except one variable which
is a continuous variable.. They use cross-validation method LOOCV for evaluating their
model accuracy. The validity of the algorithms in predicting individual suicide attempters
from non-attempters was evaluated using prediction accuracy, sensitivity, specificity, positive
predictive value (PPV) and negative predictive value (NPV). the accuracy of 3 models ranges
between 64.7 to 72%. Among these RVM gave the best result which is about 72% and
SVM gave 64.7% and LASSO gave 68%. RVM was able correctly identified 103 out of 144
subjects as either suicide attempter or non-suicide attempter.

The main thing which we have taken from this two papers[10, 56] are the data collec-
tion method and how they have predict whether a person is suicidal or not using their tweeter
feeds and machine learning approach and their machine learning approach and which algo-
rithm they have used. As their paper is related to our work , their algorithm worked best
in our data too. We have RVM, SVM and Lasso which we get to know from their paper.
Firstly, we have made a screening system of our data collection after having reading about
their idea. In section 2 we have 16 questions of our survey from. Secondly they collected
data of Depressive Symptom Inventory–Suicide Subscale (DSI-SS), The Interpersonal Needs
Questionnaire (INQ), Acquired Capability for Suicide Scale (ACSS) to assess suicidal rate
result which the twitter user had to filled up to predict whether a person is suicidal or not[].
Then using their twitter feeds they trained their machine learning model to find that whether
they are really depressed or not comparing it with the actual result. In our paper we have find
out whether a student is depressed or not using the beck depression and Bangla depression
scaling method . Then we tried to predict whether a person is depressed or not using relevant
reasons that may lead depression. Thirdly they were able to predict the most important
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reasons of suicides. So in our paper we have shown that what reasons are relevant and
most important that lead to depression and what reasons are not important and not related to
depression.

2.6 Machine Learning

2.6.1 What is Machine Learning?

Learning is basically converting experience into knowledge or expertise. In a machine
learning algorithm training data represent experience and is given as input into the algorithm
to train it and learn it and the output resemble knowledge or expertise which is learned with
the help of training data [68]. Mathematically it is to search for the best possible sets of
function h : X → Y [47]

Domain set: This is the set of object we want to label(X).Domain set can be represented by
vector feature. For example to determine papaya is tasty or not vector features can be papaya
color and softness, Label set: This is the result what an algorithm gave to a given problem .
For example machine have to predict whether a papaya is tasty or not.So ,let Y be 0, 1, where
1 represents being tasty and 0 stands for being not-tasty. Label set can be non binary as well.

Training data:: S = ((x1, y1). . .(xm, ym)). This is given set of input and its corresponding
output which is used to train the model. For example x1 is a papaya and y1 is the result of
that papaya being tasty or not. So is x2,y till sm,y

The learner’s output: h is a function known as the predictor which is the best possible
set of function that can predict the result as close as accurately. h : X → Y ,searching out the
best possible set of predictor where X is the set of possible inputs and outputs set of possible
outputs Y, for those inputs.

Measures of success: It is the rate of error not predicting result correctly. For the pa-
paya example it is the rate or error not predicting correctly whether a papaya is tasty or not
[68].

2.6.2 Supervised Learning

Our research is based on supervised learning. This is because we have both inputs and
outputs [47]. In this learning training data consists of pair of input and output.S = ((x1, y1). .
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.(xm, ym)) where si is the training set containing sample input and output use to train the
model. In supervised learning label is known. Identifying spam mails and separating it from
the mail which is not spam. Training set of this will consist of spam and non spam mail and
algorithm will learn which is a type of spam mail and which is not. In this way it can train a
model using this training set to differentiate future mail which is spam mail and which is non
spam mail [68].

2.6.3 Algorithm used

We have used 6 algorithms to determine depression. A brief idea about the algorithm has
been given.

• Deep learning

Deep learning is a sub-field of machine learning that is inspired from the structure and
function of the brain called artificial neural networks [13, 25, 38, 69]. As shown in
2.1a, this algorithm enables machines to learn from previous experience using hidden
layers in the neural network. There has to be at least 3 layers. A lot of data needs to fed
to the computer system which can then be further used to make other decisions. It will
gradually learn by using simpler graphs and then updating itself by going deep into
the hidden layers of the artificial neural network. One big example of deep learning is
the autonomous car. The autonomous car’s navigate using the sensors and on board
analytic which are then used to recognize obstacles and react to them appropriately.
From figure 2.1b we can see, deep learning compared to other traditional machine
learning techniques can handle lots of data thus providing better performance for more
data. Whereas for other machine learning techniques, after a certain data is fed to the
machine, performance becomes constant.

Furthermore we can see from figure 2.2 that in deep learning the algorithm itself
does feature extraction whereas for the other machine learning techniques the humans
manually extract features.

Activation function are used to decide the output of a neural node from given inputs
into the nodes. Activation function is represented by f(h) where f(h) is 0 if h is less
than 0 else it is 1. Here h is input of the output unit. Initially, weights are initialized as
random which is multiplied with the input to a neuron. As more data is fed into the
system and as the machine matures over time, it learns how to classify. As a result,
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(a) (b)

Fig. 2.1 (a)Artificial Neural Network [38]; (b)Better performance [13]

Fig. 2.2 Auto feature extraction [38]

Fig. 2.3 Output y from weights, inputs and bias [38]

the weights are adjusted based on any errors in categorization learned throughout the
training period. In the following Figure 2.3, we can see how the weights, inputs and
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bias form the input h which is further passed through activation function to get the
final output.

• Generalized Linear Model

Generalized Linear Regression is a machine learning algorithm for both classification
and regression technique. It is one of the simplest algorithms since it uses statistical
method for prediction and hence it is widely used by the data scientists all over the
world [51, 34, 5]. Basically this algorithm works on the basis of independent and
dependent variable. For a single instance of data, we have n number of features and all
these features are independent variables and the dependent variable is the final outcome.
We then assign weights to each of the features based on the importance of each of the
features. For example, if a student wants to get a good grade, then he/she needs to be a
regular student, which has more importance and hence will get the highest weight.

(a) (b)

Fig. 2.4 (a)Actual values of predicted lines [34]; (b)Selecting the best fit line [34]

Lets assume we have one feature for the model. Here number of classes attended is
the independent variable and result is the dependent variable. Therefore our linear
regression model will have a straight-line equation. From Figure 2.4a we can see how
to plot a graph for all the instances of our training data and then draw a best-fit line on
the graph for prediction. Now, since the data is scattered through the graph how do we
select which is the best-fit line. There can be multiple predictive lines as we can see in
Figure 2.4a.

Therefore to predict the best possible line we find the residuals. The main purpose is
to have a line where our predicted values should be closer to the actual values. So, we
need to reduce the distance between our predicted value and the actual value and this is
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Fig. 2.5 Residuals of actual predicted values [34]

known as the error. This error is also termed as residuals. The vertical lines shown in
the figure 2.5 represent the residuals. We then find the sum of the square of residuals.

• Gradient Boosted Tree

Gradient Boosted Trees is a powerful machine learning technique for classification and
regression problems to make a very good predictive model in the form of an ensemble
of weak prediction models [23, 12, 26]. This algorithm is used to change the weak
assumption done initially to a very good assumption. From Figure 2.6, Figure 2.7
and Figure 2.8 we can see that the algorithm runs several times sequentially so that
it can update itself from the previously found examples that were wrongly classified.
Therefore, it can be said that boosting is a method in which predictions are not made
independently but rather sequentially.

Fig. 2.6 First prediction done using the algorithm [26]

From Figure 2.7, the method learns from the mistakes of the previous predictors. Hence,
the observations predicted by the previous predictors thus have unequal probability to
appear in the next models and hence it is based on the error done by the models. For
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Fig. 2.7 Learning and predicting from previous mistakes [26]

this we need to find the Mean Squared Value (MSE), which is called the loss function.
Less the loss function is, better the prediction model will be the. We get the minimum
loss function using gradient boosting technique and updating through the repetitive
predictions.

Fig. 2.8 Certain iteration where best prediction is made [26]

Fig. 2.9 Over fitting if stopping criteria not selected [26]

However, we have to be very careful at choosing the stopping criteria shown in Figure
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2.8. By this we mean that we have to choose when to stop the algorithm so that we
could avoid over fitting of the training data as we can see in Figure 2.9.

• K Nearest Neighbor

K Nearest Neighbor (K-NN) is a non-parametric, lazy learning algorithm that is
used for both the classification and regression problems [39, 11, 72, 74]. By non-
parametric we mean that it does not have any knowledge on the data distributions. By
lazy we mean that it does not classify based on the training data points. As a result, it
is not trained using any specific training model for classification. All these training
data points are needed during the testing phase. This is because K Nearest Neighbor
algorithm works on the basis of the nearest neighbors of the given data point and then
predicts based on the majority of the neighbor’s classification shown in Figure 2.10.
For this reason, K-NN works best on smaller data sets with fewer features.

Fig. 2.10 Prediction based on nearest neighbor [11]

Now as we can see in figure 2.10, classification for the algorithm will vary depending
on K. Here, K means the number of neighbors we take from the training data for
classification. When we select the data point for classification, based on K a circle will
be drawn with data point as the center of the circle. Inside that circle K number of
nearest neighboring points will be present. Now, based on that maximum number of
classifications of the testing points, final outcome will be predicted.

Now how do we choose the value of K. Well that depends on the training error rate
and the validation error rate. For the example in Figure 2.11a, we can see that if k
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(a) (b)

Fig. 2.11 (a)Training error rate [74]; (b)Validation error rate [74]

equal to 1 then we have 0 error rate and hence it seems that our value for K would be 1.
However if we look at Figure 2.11b, the validation error at k equal to 1 is very high.
This shows that we should not take the value of K as 1. Therefore to sum up we can
say that based on the validation and error rate of the training data set we will choose
the value of K.

• Random Forest

Random forest is one of the most widely used machine learning algorithm since
it is very easy to use and implement. It is highly used for both classification and
regression [46, 20, 44] . For our case we will be discussing about classification done
by random forest. It is supervised learning technique where we feed labeled training
data to the algorithm and it predicts the final outcome with great accuracy compared
to many other classification algorithms. As we can see in Figure 2.12, random forest
is a collection of multiple decision trees where each decision tree produces their own
prediction. The class that is predicted the most, will be the final prediction of the
random forest as shown in Figure 2.12. Each decision tree is built using random subset
of features from the training data.

For example, lets assume person A wants to pick a place, he would like to visit.
He goes to a friend and his friend in return asks some questions such as where he
travelled the last time and if he liked it or not. Person A then again goes to another
friend and this friend asks whether he likes mountain or sea and less or more tourists.
Therefore, the type of questions varies for each person and these questions are the
different features that would predict the place he could visit. Thus the common answer
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Fig. 2.12 Multiple decision trees to predict the final outcome [44]

from multiple decision trees are finally recommended.

To improve the speed of the model or to improve the predictive accuracy hyper
parameters are usually used which are built in random forest functions. Random forest
avoids over fitting. It is also very easy and quick to train a model in random forest
however, in real time it will take a lot of time to predict the final outcome. Another
great advantage of random forest is that it can be used to extract the important features
that are needed for prediction and all the irrelevant features that are not needed can be
omitted for prediction thus giving higher accuracy and faster prediction.

• Support Vector Machine

“Support Vector Machine” (SVM) is a supervised machine learning technique that can
be used to solve classification and regression problems using a set of given training
data [16, 60, 24]. However, most of the time it is used for solving binary classification
problems. SVM can handle missing data’s. SVM algorithm follows a certain technique
to predict the final result. This is where the terms such as hyperplane, margin and
kernel comes in. Therefore, the first task in applying the SVM technique is to plot all
the data points on an n-dimensional graph where n is the total number of features and
the value of each feature will be a specific co-ordinate in the graph. The main task
of SVM is to find the optimal hyperplane that will separate the two class from each
other which can be seen in Figure 2.13a, Figure 2.14b, Figure 2.14a, Figure 2.15b. It
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is called hyperplane since it can work with multi dimension.

(a) (b)

Fig. 2.13 (a)Optimal hyperplane using maximum margin [60]; (b)Separating classes and
selecting optimal hyperplane [24]

(a) (b)

Fig. 2.14 (a)Optimal Hyperplane with outliers present [24]; (b)Non linear data points [24]

Now, the question comes how do we choose the optimal hyperplane. In Figure 2.13b,
the optimal hyperplane is line B since we can separate the two class in such a way so
that most of the points of a single class goes to one side and the points of the other
class goes to the other side of the line thus giving the best accuracy. Moreover, it is
possible to separate the training data into distinct classes in such a way that there will
be several hyperplanes as we can see in Figure 2.13a. In this case, the hyperplane is
optimal only when the margin between the training data is maximum. From figure 1
we can see, to calculate the margin we should find the distance between the hyperplane
and the closest data point and double it. The maximum margin where there will be no
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(a) (b)

Fig. 2.15 (a)Using kernel to convert into linear form [24]; (b)Non linear data as seen in the
original input space [24]

data points within the margin will be considered the optimal hyperplane. We select
the maximum margin because having a low margin means there is a high chance of
miss classification. There maybe some outliers in the training data such as in Figure
2.14b, which are ignored by the SVM algorithm and hence we can still find the optimal
hyperplane with the highest margin.

From Figure 2.14b we see, that in some cases, the data points cannot be separated
linearly, hence, a new feature of higher dimensional input space is calculated. Thus we
introduce an additional feature ‘z’ where z is equal to sum of squared x and squared
y. Then we plot a graph of ‘x’ against ‘z’. In figure 2.15a, we see that the classes can
now be separated linearly. This method is know as ‘kernel’ technique which is used to
separate classes which are not linearly separated. This feature is a part of SVM, which
is a function that converts low dimensional input space into higher dimensional space
after which the hyperplane in the original input space will look like the circle show in
the Figure 2.15b.

Data Collection and Processing methods will be discussed in the next chapter in details.



Chapter 3

Data Collection And Pre-processing

A comprehensive description of the process of designing the survey form, data collection and
cleaning procedure and a statistical analysis of the data has been presented in this section.

3.1 Recruitment and Procedure

The BRAC University’s Computer Science and Engineering Department and BRAC Univer-
sity’s counseling unit has approved this research study, it’s study procedure and measure. All
subjects participated on their own consent and had to sign a consent paper before doing the
survey. During this research our main concern was about participant’s data privacy. For this
we have ensured all the participant that no personal information like name, address, student
id, email id and contact number will not be collected from them during the survey.There is
no way that we can back track and identify any user from data we have collected. In this
way we have protected and maintained our data privacy of our participant taking the survey.
The survey was taken from 6th July, 2018 till present and collected data from 935 students.
Furthermore we are continuing to collect more data for our further research.

The participant for this study was all private university’s undergraduate students across
Bangladesh. Majority of our survey was done by BRAC University and North South
university undergraduate students and there are other few other universities from where
undergraduate students had participated on their own consent . Before collecting the data
we have we have gone through extensive meetings with Ms. Anne Anthonia Baroi and Mr.
Shami Suhrid, lecturers and members of the counseling unit of BRAC University. They
helped through the whole research and taught us the exact procedure how to collect data when
dealing with psychological related surveys. We have gone through many survey samples of
their previous work and come up with our own survey questionnaires following the standard
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structure and requirements. In addition to this, they have taught us how to deal with the
participants when performing the surveys for instant we have to respect participant’s decision
like if they are willing to quit the survey at any moment,they have the right to do so. We have
considered all the requirements given by them when dealing with the participants. Therefore,
we convinced them to participate in the survey only if they are willing to do so by making a
small video. In the video we talked about our motive and what we are planning to achieve
from our research work. We also talked about the rules that individuals should follow while
taking part in the survey. The rules are as follows:

• People taking part in the survey should try their best to complete the survey within
15-20 minutes.

• Students should answer the two scaling systems based on the recent feelings that is at
most 1 week.

• They should not think the answer to a question twice. Rather they should select the
first option that comes to their mind.

• A participant can leave the survey if they do not want to continue the survey at any
given of time.

• Participant has to be truthful about their feelings and must not fill up the survey with
incorrect information.

3.2 Data set description

3.2.1 Survey Questionnaire

Our survey paper consists of a set of questionnaires which assess the psychological function-
ing of the participants. It has four sections, first section consist of the consent form which
the user have to agree with to continue with the next section. In addition ,this section contain
seven questions to know some basic information (age, sex ,academic year, medium of school,
department and cumulative grade point average) about the participant. In the consent form,
we gave them a brief idea of what we were doing and that the students are taking part at their
own will. We also mentioned that they cannot be tracked back at any cost and if they want
they can quit at any moment of the survey.

Second section consist of a questionnaires where there were 16 questions. These 16 questions
are the most relevant reasons which lead to depression in a person which we have found out
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Fig. 3.1 Consent form

stated in Chapter 2. Along with this, section 3 and section 4 consists of Beck Depression
Inventory-II (BDI-II) scaling method and Depression Anxiety Stress Scales - Bangla Version
(DASS 21-BV) scaling method respectively to determine whether a student is depressed or
not.

3.2.2 Relevant Causes of Depression

Although the symptoms of depression may be similar across different age groups, the reasons
people are diagnosed with depression differ among teenagers, adults and older people in
general. This can be understood by inference of course as people live quite different lives
during different phases of their life and hence face different problems. Since our research
focuses on undergraduate university students, much of our background work on finding out
the relevant reasons for depression was done on studies related to depression in younger
people. They are described as follows.

According to the author [45], social life, psychological factor and academic life plays a
important role which may lead medical students into depression and may trigger to abuse
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drug and suicidal behavior. According to the article the high rate of depression among
students are for problems in social life like family problem, depression in family members,
drug and alcohol addiction. Along with that problems in academic life also may trigger
depression like poor academic result and poor performance.

Psychological problem is one of the most important factor that may cause depression.The
low income country’s university’s undergraduate students face with psychological morbidity
like financial problem, tension about career, drug and physical abuse, academic pressure
and workload which may lead to depression [35]. Along with this excess use of technology,
mobile phone and social media may lead to isolation and sleep disturbance thus leading
to depression or mental illness related problem [64].Depression is also a genetic problem.
So students may also get this problem from their parent if they have depressive symptoms.
Cyber-bullying is also another reason which may lead to psychological problems in students.

Along with this we have found out most relevant reasons which may lead to depression
through extensive research and taking help from BRAC University counseling unit and they
are described below:

1. Family history of mental illness

If there is a history of depression in the family, descendants are at a higher risk
of depression. A 30-Year Study of 3 Generations at High Risk and Low Risk for
Depression reveals that grandchildren with two previous generations affected by de-
pression was at the highest risk of being diagnosed with depression [77]. Myrna
M. Weissman, PhD, of Columbia University and colleagues wrote that the offspring
of depressed parents being at a greater risk of psychiatric disorders was established.
They sought to find out whether depression beyond two generations was significant in
grandchildren. The researchers interviewed a longitudinal retrospective cohort family
sample of 251 grandchildren a mean of two times and their biological parents a mean
of 4.6 times and grandparents up to 30 years [54]. The findings revealed that the risk
for depression in children was significantly higher for parents who had suffered from
major depressive disorder (MDD) and the risk increases even further with a history of
depression among grandparents.

Biological relatives with a history of psychiatric illness contribute to the increase in risk
of most psychiatric illnesses in individuals [78]. Another research shows that the risk
for depression in biological children increases from 12.6% to 41.4% if grandparents or
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great-grandparents had depression [58]. Thus we can see that a history of this disorder
in the family contributes towards depression in later generations.

2. Academic condition

Varsha Srivastava, a student at Boston University talks about how her poor grades made
her anxious and put her in stress until eventually she plunged into a state of depression
[75]. Although we have not found enough evidence from literature to say that poor
academic performance can lead to depression, the converse that depression can lead
to academic failures or a drop in CGPA for university students is well known and
proven. Hysenbegasi, Hass, and Rowland (2005) conducted a study on undergraduate
students of the Western Michigan University and found out that students diagnosed
with depression at the campus Health Center had a GPA of half a letter grade or
0.49 points lower, as compared to a control group who had not been diagnosed with
depression [31]. Another research carried out among second year college students in
the city of Rawalpindi, Pakistan, showed that depression had a negative effect on the
academic performance of the students and that their performance differed considerably
depending on their level of depression [43]. Therefore we considered this feature worth
including in our study.

3. Drug addiction

Addiction to drugs or substance abuse is strongly correlated with depression according
to several studies. On a report of the National Bureau of Economic Research, 69
percent of the America’s alcohol and 84 percent of the America’s cocaine consumption
is done by people who have at least once been diagnosed with depression [71]. The
comorbidity of drug abuse with depression is well established [76]. Substance abuse
can alter the central nervous systems in ways that can cause depressive symptoms
like feeling sad and hopeless in individuals. On the other hand, depressed people
turn to drugs to relieve stress and rejuvenate their spirit. Thus the two conditions can
persist and worsen each other in a state defined as Dual Diagnosis. One in four people
suffering from dual diagnosis are at the risk of committing suicide [65]. According to
the Journal of Clinical Psychiatry, one out of three adults who are addicted to drugs
also suffer from depression [DualDiagnosis.org]. A research conducted among college
students finds out that alcohol and substance abuse is associated with Major Depressive
Disorder (MDD) [19]. Hence there is sufficient evidence that there might be a relation
between drugs and depression.
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4. Relationship/Affair

Depression might affect couple relationships and vice versa. There is proof that
people who have relationship problems are three times more prone to depression than
people who are not and 60% people suffering from depression consider relationship
difficulties to be the main cause [Rel]. On the other hand, the National Institute of
Health alerts people that being single increases the risk of depression [Butler]. It is
quite natural for people to be troubled due to problems with their partners. However, if
irritations, pessimism, restlessness and other symptoms remain for a long time, some-
one may go into depression. Single people on the contrary, may also face symptoms
like loneliness, fatigue etc. and eventually plunge into a state of depression. University
of Waterloo psychologist Uzma Rehman and colleagues (2015) say that people who
have clinical depression are not content with their relationships [79]. Breakups, too
can cause temporary sadness and sleep problems but only if these and other problems
persist for over two weeks, can someone be affected by depression. We have considered
all these factors in a sequence of questions in our survey form.

5. Conflict with friends

In a way somewhat similar to couple relationships, difficulties in relationship with
friends can also lead to depression in individuals. If someone has regular conflict with
friends, this will definitely affect their feelings and in some cases make them extremely
sad for a long period of time causing depression. Conversely, depressed people tend to
have troublesome friendships as they can be extremely demoralizing and difficult to
comfort [7]. One research shows that young people who are disagreeable might not
face relationship problems, but their relationships are not very good according to their
friends and romantic partners [27]. Even though there is not considerable evidence in
the literature that associates depression with friendship conflicts, it is nonetheless a
variable of consideration.

6. Financial problems in your family

In an increasingly materialistic world, money or the lack of it dominates much of
what we feel and do. Hence, it is no surprise that financial problem in the family in
turn leading to stress and the feeling of burden on children and less money to spend on
enjoyable activities can thrust a university student into depression. Debt in the family
can further worsen the situation. A study reveals an alarming 24% rise in depression
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symptoms with a 10% increase in short-term debt [52]. While parents will definitely be
more affected by such scenarios, the effects on children cannot be ignored. This might
also turn into a vicious cycle where poor financial health leads to poor mental health,
which leads to increasingly poor financial health, and so on [15]. A research conducted
by the University of Southampton and Solent NHS Trust among 454 first year British
undergraduate students confirms an increasing risk of mental health problems such
as depression and alcohol abuse due to financial problems and worrying about debt
at university [63]. Therefore, as can be observed, the link between depression and
financial problems in the family is well known.

7. Violence in family

We made it clear to the respondents of the questionnaire beforehand what we mean
by violence in the family. Domestic abuse or violence here means any threatening
or violent behavior between family members, both physical and emotional and in
particular such misconduct between parents that can hamper a child’s or a teenager’s
well being and affect them throughout their lives. Members of the family being violent
with each other both in speech and action can cause children to become aggressive
themselves and be disobedient escalating furthermore to instances of alcohol and
substance abuse [49]. All of these in turn can cause someone to become depressed.
Hiremath Debaje (2014) concludes from a study conducted among adolescents in
Mumbai, India, that adolescents can suffer from varying degrees of depression from
mild to severe as a major effect of domestic violence [29]. They further add that this
depression may continue throughout their life resulting in professional and personal
shortcomings. Another study says that exposure to a high level of violence significantly
increases the risk of major depressive disorder (MDD) [70]. Thus there is a possibility
that violence in family can trigger depression in both the short and the long run.

8. Sadness from death or loss

Sadness and grief due to the death of a loved one are common feelings that everyone
experience. However, prolonged presence of such a state of grief and hopelessness
such that a person’s ability to function properly is affected and they begin to prefer
isolation can be a sign of depression [49]. Although the American Psychiatric Asso-
ciation has urged doctors not to diagnose major depression in individuals who have
recently lost a loved one and specifically listed grief as an exception to the diagnosis
of clinical depression, they are considering dropping that exclusion [53]. A research
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concludes that the bereavement period is associated with an increased risk of multiple
psychiatric disorders and discusses the scope of further studies on the subject [40].
Results from another study tells that losing a parent early in life can cause financial
problems in family rendering drug abuse among children and that bereaved groups
were more prone to depression and anxiety than non-bereaved groups [37]. They also
conclude that while presence of other risk factors beforehand escalates the possibility
of psychological and behavioral health problems, even without those factors children
who lose loved ones are at risk. Therefore despite the fact that some psychologists’ say
that depression due to death of a loved one cannot be classified as clinical depression,
there is evidence in literature to suggest that the contrary is also a possibility.

9. Victim of bullying

Bullying is trying to exercise power over someone usually someone that the bully or
bullies considers weaker than them. It involves hurting an individual physically and
emotionally, through pushing, hitting, teasing, offending etc. The fact that bullying has
both short term and long term effects on children, teenagers and even adults is well
known. Research suggests that children and adolescents who were bullied are more
likely to suffer from depression and may even commit suicide [36, 22]. Dr. Andre
Sourander, a professor of child psychiatry at the University of Turku in Finland from
his research found out that 23% of children who faced regular bullying had some
psychiatric problem by the age of 30 [6]. Another study reveals something more
interesting and useful in our own research. Wolke Lereya (2015) uncovered that
people who were bullied as children are more likely to develop depression that might
stay with them and affect them even when they are 40 years old [80]. Hence we have
considered past record of bullying as a feature to identify depression in individuals.

10. Sexual harassment or abuse

Sexual harassment in its many forms is generally unwanted touching, gestures, threats
and in its most extreme form rape. The victim is usually a female especially in the per-
spective of Bangladesh. Depression is one of the most common diagnoses of victims
of sexual harassment according to Dr. Colleen Cullen, a licensed clinical psycholo-
gist [73]. One research findings indicate that sexual harassment is a stressor that is
associated with increased depressive symptoms [30]. The researchers also say there is
proof that early encounters of sexual harassment in one’s career can cause depressive
symptoms even when they are adults. This is particularly possible in countries like
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Bangladesh where women are urged not to speak about such incidents. The feelings
of sadness, guilt, lack of sleep can cause someone to develop depression and trigger
thoughts of suicide in extreme cases. Another recent study carried out in 13-17 year
olds in UK says that 80 percent teenage girls may suffer from anxiety, depression,
post-traumatic stress disorder and other serious conditions four to five months after
being assaulted [41]. The reason why is obvious as a sexual harassment itself is a
massive social problem that is sadly very much present in every culture and country
from the poorest to the richest disrupting the natural way of life and well being of more
than half of the world’s population.

11. Hours spent on social media

Social media is defined as websites and applications that allow people to interact
with each other virtually as well as share personal or professional content as a user
wishes. The rise of social media usage especially among younger people has been a
concern for quite some time. According to the Digital in 2018 report jointly prepared
by We Are Social and Hootsuite, 18% of the Bangladesh population, mostly young
people use social media actively [62]. The figure stands at a staggering 30 million
people, with the most popular platform being Facebook and the device of choice being
mobile phones. A research in the US published in the journal of Depression and
Anxiety found a link suggesting that most active social media users were 2.7 times
more likely to be depressed than least active social media users [9]. Another study
carried out in Pakistan tries to find a relation between social media and depression
among 200 university students with the help of a questionnaire and Beck Depression
Inventory (BDI) [4]. Their results in general showed that more time spent on social
media increased chances of developing depression. However, all of these researches
suggest that there might be some correlation and a cause and effect statement cannot
be made based on these studies. It is one of the most important variables to consider
nonetheless given the resounding amount of evidence in the literature.

3.2.3 Participants

In our planning process we have targeted 500 participants to take part in our survey but we
were able to break our target and managed to have 935 participants(still counting) which
help us immensely to make a very accurate machine learning model. In summer 2018, 7th
September, we started our survey and we are continuing to take survey till date. We have
taken this survey in three different ways and the time taken complete our survey at max is 25
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minutes.

The first was the traditional way where we gave hard copies of our survey form to the
participants and they filled it. We have use this method mainly to take one to one survey from
individual participant. In the second and third way we have we have used Google survey
form where the participant have to fill up the questionnaires in Google form. In second
method we have collected data from BRAC University mainly. We have targeted all the
labs classes of EEE ,CSE and BBS department. Then have contacted individual department
head, the theory teacher and lab teacher of each section prior of our data collection so that
they can allocate us 30 minutes from their class timing and took appropriate dates and time
from the them . Our fellow batch mates helped us too to take survey from different labs
section and we all four members were present in each section when taking the surveys. We
were able to cover 1st year lab classes to final year lab classes and the final count of our
data collection by the second method was 500 participants in this this way from Septem-
ber 7th till October 30th. The 3rd way we have used is taking online surveys throughout
the different universities across Bangladesh and we have started it from September 15th 2018.

As this is a psychological survey we have to take a lot of consideration when taking online
surveys as we were not present physically in front of the participants. So to overcome this
limitation we have taken a different approach when taking online survey. We have created a
short video of 3 minutes which explain what the survey is about.Along with that it states all
the rules, requirements and instruction to fill up this form and we have attached our Google
form survey description link in that video. After that we have forwarded that video along
with our online survey links to all the universities’ official Facebook page, university’s club
pages, different university departments pages and share that video in social media as much as
possible. At last we were able to collect around more than 450 data sets and still counting.We
have used professional people from BRAC University Cultural Club to make our video as
much as appealing to the participant so that they themselves are willing to take part in this
survey. To our surprise we were able fulfill our objective and were overwhelmed by seeing
the response we get in our online approach. We have found out that people who take part in
online survey, they were the most attentive participants among all the participants and the
rate of error in their survey form was the minimum compare to the other participants.

We will now look at the statistical data of the survey in the next part.
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3.3 Data Cleaning

Finally after collecting 927 students data, we decided to start our prediction based on the
collected data. But before running the prediction algorithms on the data, we cleaned the
data to remove as many outliers as possible so that we could improve our accuracy. As a
result we created many versions of the data. In each version used a certain rule to clean the
data’s. After cleaning all the data, we had our final version, which is version 9. We were left
with 577 data and these data were than used for the prediction model. We will talk about the
prediction models in chapter 4.

As we already told that we had 4 parts to this survey. The 3rd and 4th part that is beck scaling
system and the bangla scaling system respectively were very important. Since these scaling
systems will be used as the basis for our prediction model. We than started cleaning data and
saved them into different versions.

Version1: Therefore, to clean the data set, we first looked if there were any missing values in
any of the data set. To complete our survey every questions had to be answered to move to
the next stage and finally submitting the answer. However, due to some technical problems
with google survey system, few of the answers from bangla scaling system for some stu-
dents were missing. Hence, we deleted all the corresponding rows that had bangla missing
answers. We then had 890 rows from 927 rows. We kept the deleted rows in a separate csv file.

Version 2: Edited questionnaires part where some people clicked the radio button with
mistake. We had few questions which were to be only answered if the previous question was
answered yes. We intentionally kept a radio button instead of a check box to ensure if people
were carefully reading all the questions or not. We deleted all the corresponding rows if
anyone answered the following questions even after giving no to its previous question. This
rows were considered anomaly as these were considered as the people who were not serious
enough to take part in our survey. The data set reduced to 800 at this version.

Version 3: We already talked about the two scaling systems. Both of this scaling sys-
tem had their own individual scores for each of the questions. The scores add up to give a
final result to the depression scales. There were multiple classifications based on the final
score. However, since we are working on whether a person is depressed or not. We changed
normal as “No” and all the other depression classifications as “Yes”. Therefore, in this
version we assigned the respective scores to each questions based on the standard format of
the scaling systems.
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Version 4: In this version we added the total score for the bangla scaling system. This
bangla score was kept in a newly created column. The respective classification based on the
score was then stored in a completely new column named “Bangla Label”.

Version 5: In this version we added the total score for the Beck scaling system. The
score for beck was kept in a newly created column. The respective classification based on
the score was then stored in a completely new column named “Beck Label”.

Version 6: Before this version most of the mistakes done by students carelessly were removed.
In this version we checked the numerical values. We checked if the students entered the
correct age since range of the students would usually be from 18-28. Any row with age below
or beyond this range was removed. Also we checked the cumulative grade point average.
Any row with a value outside the range of 0-4 was removed. However, there were only few
cases and thus we finally had 795 rows. Last but not the least we were left with one last
check that our psychological department suggested us to do.

Version 7: Basically we used the bangla scaling system as a checking variable for our
prediction system. Before this version, we ran our algorithm and we had less accuracy,
precision, recall and f-measure. However, after this version our prediction model showed
better result and this will be shown in chapter 4. But what we mean by saying that we used
bangla scaling system as a checking variable is that we removed all the rows where there
were conflicts in the “Beck Label” and “Bangla Label”. If both of the column was not either
yes or no, the row was removed. Finally, after this step we were left with 577 data with our
final label as either “Yes” or “No” meaning whether a student might be depressed or not.

This was the final data set on which we applied our six prediction algorithms. Based
on the final label and our 20 features we ran all the algorithms to see predictions accuracy for
different algorithms. We also figured out the relevant features out of the 20 features used for
prediction.

3.4 Data Visualization of the Final Data

Data visualization is very important since it helps people to understand the importance of data
through visual representation. Sometimes, we might miss some important information such
as trends and patterns in the data if we represent it in a text based system. Also important
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co-relations between data might be discovered through visual representation. As a result,
representing data through visual context is a great way to understand data a lot better. There
are many techniques to visualize data. Therefore, for our data we will be using histogram,
which is technique to represent the distribution of numerical data. In histogram we represent
the total number for bar in the y-axis where each bar represents a specific information written
in x-axis. Therefore, we will represent every feature in a histogram and try to understand the
data. Here red bar represents “Not Depressed” and blue bar represents “Depressed”. We will
see the number of students depressed and not depressed for every answer possible.

Fig. 3.2 Data Comparison for Family History of Mental Illness

From Figure 3.2 we can see we have more number of students who said they do not have
any history of family mental illness. Out of 577 students, 514 said no among which 180 is
depressed and 334 are not depressed. Therefore, it can partially be assumed that people who
have no problem at home might be less depressed compared to the answer of yes. From yes,
we can see that around 50% that is 30 out of 63 is depressed if there is history of mental
illness in the family.
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Fig. 3.3 Data Comparison for Are you happy about your academic condition?

From Figure 3.3, we can again see academic condition which includes results, pressure
from the family about the grades, huge study load and understanding the regular classes.
From the visual representation we can see that majority of the people answering yes to
this question is not depressed. Only 8 out of 109 is depressed whereas 101 student is not
depressed. Also, students who said “no” to whether they are happy about the academic result
shows how strongly the feature influences depression among students. About 50% that is
178 out of 368 is depressed when they say no to this question. Therefore, we can say that
this question is one of the major factors that helps in predicting depression.

From Figure 3.4, it is tough to come to a conclusion by just seeing the visual represen-
tation of the following data. This is because we have very less information for the answer
of “Yes” to this question. We only have 29 yes out of which 8 is depressed and 21 is not
depressed. But we can at least assume that if someone is not taking drugs there is a chance
that he will have less chance of depression. There are 548 students who are not taking drugs
out of which 202 are depressed and 346 students are not depressed.

Question in Figure 3.5a and Figure 3.5b is correlated. The question to Figure 3.5b was
only answered by the students if he/she selected “Yes” to the question in Figure 3.5a. From
Figure 3.5b we can see that 229 out of 359 students are not depressed even though they are
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Fig. 3.4 Data Comparison for Are you addicted to any drugs?

not in a relationship. Therefore having a relationship might not affect the final outcome but
whether a person is happy or not with the relationship might affect a student. We can see
from Figure 3.5b, that a student who answered “yes” that he/she is happy in their relationship
shows that 121 out of 165 is not depressed. This tells majority of the students are not
depressed if they are happy with their relationship. However, from students saying “no” we
can see majority of is depressed in their life. 36 students out of 53 students are depressed
when they said no to the question in Figure 3.5b.

Figure 3.6 shows whether students are depressed or not if they had a recent breakup. We can
see more than 50% that is 49 out of 96 students are depressed if they go through a recent
breakup. We can also see that 320 students out 481 are not depressed if they do not go
through a break up. Therefore, we can assume that question in Figure 3.6 plays a vital role in
predicting depression.

From Figure 3.7 we can conclude that students who are getting involved in conflicts with
their friends are more depressed in their life than students who do not get into fights with their
friends. We can see that students answering “Most of the time”, 10 out of 15 and “Often”, 29
out of 59 have more cases of depression than students answering “Rarely” and “Never”. For
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(a)

(b)

Fig. 3.5 Data Comparison for (a) Are you in a relationship?; (b) If Yes, Are you happy?

students answering rarely there are 278 out 425 and for never 54 out of 78 are not depressed.
Therefore majority of them are not depressed when they do not go into conflicts. Hence, we
can conclude that question in Figure 3.7 co-related to our prediction.
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Fig. 3.6 Data Comparison for Did you have a recent breakup?

Fig. 3.7 Data Comparison for How often do you conflict with your
friend?

Question in Figure 3.8a influences depression a lot. We can conclude that by seeing the
“Yes” and “No” to the following question. Students who said yes to financial problem in
family are more or less depressed. Around 50% that is 112 out of 234 is depressed for the
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(a)

(b)

Fig. 3.8 Data Comparison for (a) Do you have financial problem in your family?; (b) If
Yes,does it affect you?

case. However, students who do not have any financial problem are less prone to being
depressed which can be concluded from Figure 3.8a. There 245 out of 343 students who are
not depressed when they do not have any financial problem. Figure 3.8b is again related to
financial problem. Students who answered “yes” to financial problem only answered the
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Fig. 3.9 Data Comparison for Violence in family?

Fig. 3.10 Data Comparison for Sadness from any death or loss?

following question whether it affects them or not. We can clearly see that financial problem
affects students greatly by seeing the answer to the question of whether it affects them or
not. Students answering “Most of the time” and “Often” are more depressed that is 92 out of
179 is depressed due to financial troubles whereas not a single person is depressed if it never
bothers them.

Violence in family includes members of the family being aggressive physically and ver-
bally. We can also see how important this question is for prediction of depression from
Figure 3.9. 48 out of 67 students are depressed when there is either a violence in the family
most of the time or often. This is way more than 50%. Also students who rarely or never
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(a)

(b)

Fig. 3.11 Data Comparison for (a) Have you ever been bullied?;(b) If Yes, does it still affect
you?

have violence in their family are more inclined towards being not depressed. 348 out of
510 are not depressed since they do not have any family violence. Therefore, we can again
assume this feature as a very important factor to depression prediction.

From Figure 3.10 we cannot just assume whether a student is affected by the death or
loss of their closed ones. Because for both “Yes” and “No” the answer for not depressed
is more. Less than 50% that is 98 out 239 is depressed when they say yes to the following
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(a)

(b)

Fig. 3.12 Data Comparison for (a) Have you ever been sexually harassed or abused?; (b) If
Yes, does it still affect you?

question. Hence we cannot just say whether this question influences our prediction or not by
just seeing the visualization.

Again Figure 3.11a and Figure 3.11b is correlated. Students only answered to the question in
Figure 3.11b only if they answered to question of Figure 3.11a. The question was if they have
been bullied or not. Just by seeing the pattern in this question we cannot assume whether this
question affects the final outcome or not. For both “Yes” and “No” we see that majority of
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Fig. 3.13 Data Comparison for How many hours do you spend on social media?

the people are not depressed. For Yes, 148 out of 327 is depressed which is less than 50%.
However, we can only understand the importance of this question by seeing the second part
as shown in Figure 3.11b.

Student who are still affected by bullying is more depressed than students who are not
affected. From Figure 3.11b we can see that students who are affected “most of the time”
and “often” are more depressed. 31 out of 38 which is more than 80% students are de-
pressed when it affects them most of the time and 40 out of 69 is affected when it affects
often. Although there are students who answered rarely and never and still have cases of
depression but the majority of the people is not depressed. Hence we can again conclude, if
a person is bullied and it affects them, than there is a greater chance that he/she has depression.

Again Figure 3.12a and Figure 3.12b is related to each other. Students only answered
to the question in Figure 3.12b only if they answered to question of Figure 3.12a. The
question was if they have ever been sexually harassed or abused. Here, the first question
that is shown in Figure 3.12a influence depression in a student. We can assume by seeing
the number of students depressed when they have been abused or harassed. Again more
than 50% which is 80 to 72 ratio are depressed and 295 to 130 ratio not depressed when
they are not harassed. We can further justify to our assumption by seeing Figure 3.12b. For
both “most of the time” and “often”, depression is influenced as we can see from the figure.
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The representation shows 42 out of 66 are depressed for often and most of the time. This is
more than 50%. Also for “rarely” and “never” lots of cases of depression but majority is not
depressed. Therefore both of them important factors in our depression prediction.

From Figure 3.13 we can assume that spending time in social media forces student into de-
pression. As we can see the number of hours increase the percentage of depression increases.
This is because people who do not have a social life and wastes time on social medias for
finding friends are more lonely and depressed than people who spend less time on internet
and goes out to enjoy their life. We can clearly see that in Figure 3.13. Only around 25% of
student spending less than 1 hour and 25% of student spending 1-3 hours are depressed. This
increases to 40% of student depressed when they spend 3-6. This further increases to more
than 55% when they spend greater than 6 hours of time on the social media. This greatly
shows the importance level of time spending on social media.

From the following section we visualized the data and we assumed some of the reasons are
not important factor in our depression prediction. However, this was only an assumption, so
in the next chapters we will be using different algorithm to predict depression based on the
20 features and also prediction after optimal feature extraction.





Chapter 4

Experimental Result and Analysis

In the previous chapters we discussed about our proposed model. We talked about how we
collected data for our system, how the data was cleaned, and we visualized the final data
set using histograms. After that we used different algorithms to detect predictions in the
university students. We will shortly be talking about the result for different algorithms. At
first, we used our 20 general features that we extracted by reading different articles and ran
different machine learning algorithms to find out the accuracy of our model. Again we used
recursive feature elimination with cross validation and random forest classification to find
out the optimal features that shows that some features in our data set are co-related and we
can omit those features for our prediction system [18].

4.1 Applying Algorithms

Our research work aims to find out if a student is depressed or not. Since our data set is
based on binary classification where there can any one of the two outcomes. We also used
histograms to visualize our data. Since our data gives binary classification and we have few
missing values for some of the questions, we used few of the most widely used algorithms
for both of the case mentioned. We used 6 algorithms to find out the accuracy, precision,
recall, specificity and f-measure of our predictive model. Higher the accuracy and f-measure,
the better will be the system. Precision is also an important factor, where precision means
the total number of true positive in all the prediction of yes. For our system, this means that a
student who is actually depressed from all the predicted depressed results. Recall another
important part of prediction system, which is the number of true positives in actual yes
results.For our system, this means that a student who is actually depressed from all the actual
depressed students. Next, We will compare the accuracy and f-measure for all the algorithms
and try to find out the algorithm which will best suit our model. Two more important terms
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that are essential for our system, False Negative and False Positive. Lower the False Negative
and False Positive, better the model will be. Also, a model will be considered good if both of
the are lower and there is a good balance in them. Since our system is predicting depression,
it is very important to get lower False Negative as False negative for our model means the
system will identify a depressed person as not depressed and False Positive will identify a
person who is not depressed as depressed Furthermore, for our system we will try to get at
least better False Negative than False Positive as it is very important to at least identify a
depressed person as depressed from someone who is not depressed but being identified as
depressed. We already discussed about the algorithms in Chapter 2. For training and testing,
we used k fold cross validation.

4.2 K fold cross validation

K-Fold cross validation is used to improve the accuracy of the machine learning model.The
problem with test/train split lead to over fitting. The number of test set is low compare to
train data set which may lead to over fitting. It divides the whole data set in k folds and and
each fold will contain the same amount of data in it. One fold is selected as test set and k-1
folds are selected as training set and accuracy of the function is carried out. It is then repeated
k times so that every portion of data selected as test set and training set . As we repeated it k
times we get k times mean square error. So the the error of this model is computed by taking
average of the mean square error over k folds [42, 81].

It is experimentally found out that setting fold value to 10 gives result with low biasing.
Along with this it reduces the computation time as it is only iterated 10 times .Every data
point is tested exactly once and trained k-1 times [66, 42]. Therefore, we used 10 fold cross
validation for each of the 6 algorithms.

4.3 Accuracy for different algorithms with 20 features

We first showed the prediction using all the algorithms with our initial 20 general features.

4.3.1 Deep Learning

From Table 4.1 we can see, that our accuracy is 71.74% which approximately 71%. Also
if we look at the precision, where precision means the total number of true positive in all
the prediction of yes. There are 132 individuals who were predicted as yes and they are
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accuracy:71.74% +/- 6.07(micro average: 71.75%)
true No true Yes class precision

pred. NO 282 78 78.33%
pred. Yes 85 132 60.83%
class recall 76.84% 62.86%

Table 4.1 Accuracy, Precision and Recall Of Deep Learning for 20 Features

actually depressed which is the true positive and total number of prediction of yes is 217.
Therefore dividing 132 by 217 and then multiplying it with 100, we get a precision of 60.83%
approximately 61%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 132 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
132 by 210 and then multiplying it with 100, we get a recall of 62.86% approximately 63%.
Also, We see a False Negative of 78 out of actual 210 depressed cases which is comparatively
lower for our system. False Positive is 85 out of actual 367 not depressed cases.Therefore, a
good balance in False Positive and False Negative.

4.3.2 Generalized Linear Model

From Table 4.2 we can see, that our accuracy is 74.17% which approximately 74%. Also
if we look at the precision, where precision means the total number of true positive in all
the prediction of yes. There are 110 individuals who were predicted as yes and they are
actually depressed which is the true positive and total number of prediction of yes is 159.
Therefore dividing 110 by 159 and then multiplying it with 100, we get a precision of 69.18%
approximately 69%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 110 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
110 by 210 and then multiplying it with 100, we get a recall of 52.38% approximately
52%. Also, We see a False Negative of 100 out of actual 210 depressed cases which is
comparatively moderate for our system. False Positive is 49 out of actual 367 not depressed
cases.

4.3.3 Gradient Boosted Algorithm

From Table 4.3 we can see, that our accuracy is 71.91% which approximately 72%. Also
if we look at the precision, where precision means the total number of true positive in all
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accuracy:74.17% +/- 4.49%(micro average: 74.18%)
true No true Yes class precision

pred. NO 318 100 76.08%
pred. Yes 49 119 69.18%
class recall 86.65% 52.38%

Table 4.2 Accuracy, Precision and Recall Of Generalized Linear Model for 20 Features

accuracy:71.91% +/- 5.57%(micro average: 71.92%)
true No true Yes class precision

pred. NO 284 79 78.24%
pred. Yes 83 131 61.21%
class recall 77.38% 62.38%

Table 4.3 Accuracy, Precision and Recall Of Gradient Boosted Algorithm for 20 Features

the prediction of yes. There are 131 individuals who were predicted as yes and they are
actually depressed which is the true positive and total number of prediction of yes is 214.
Therefore dividing 131 by 214 and then multiplying it with 100, we get a precision of 61.21%
approximately 61%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 131 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
131 by 210 and then multiplying it with 100, we get a recall of 62.38% approximately 62%
.We see a False Negative of 79 out of actual 210 depressed cases which is comparatively
lower for our system. False Positive is 83 out of actual 367 not depressed cases. Therefore, a
good balance in False Positive and False Negative.

4.3.4 K-Nearest Neighbor

From Table 4.4 we can see, that our accuracy is 67.24% which approximately 67%. Also
if we look at the precision, where precision means the total number of true positive in all
the prediction of yes. There are 67 individuals who were predicted as yes and they are
actually depressed which is the true positive and total number of prediction of yes is 113.
Therefore dividing 67 by 113 and then multiplying it with 100, we get a precision of 59.29%
approximately 59%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 67 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
67 by 210 and then multiplying it with 100, we get a recall of 31.90% approximately 32%.
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accuracy:67.24% +/- 4.23%(micro average: 67.24%)
true No true Yes class precision

pred. NO 321 143 69.18%
pred. Yes 46 67 59.29%
class recall 87.47% 31.90%

Table 4.4 Accuracy, Precision and Recall Of K-Nearest Neighbor Algorithm for 20 Features

accuracy:74.52% +/- 3.73%(micro average: 74.52%)
true No true Yes class precision

pred. NO 319 99 76.32%
pred. Yes 48 111 69.81%
class recall 86.92% 52.86%

Table 4.5 Accuracy, Precision and Recall Of Random Forest for 20 Features

Also, We see a False Negative of 143 out of actual 210 depressed cases which is comparatively
a very high for our system. False Positive is 46 out of actual 367 not depressed cases.

4.3.5 Random Forest

From Table 4.5 we can see, that our accuracy is 74.52% which approximately 75%. Also
if we look at the precision, where precision means the total number of true positive in all
the prediction of yes. There are 111 individuals who were predicted as yes and they are
actually depressed which is the true positive and total number of prediction of yes is 159.
Therefore dividing 111 by 159 and then multiplying it with 100, we get a precision of 69.81%
approximately 70%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 111 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
111 by 210 and then multiplying it with 100, we get a recall of 52.86% approximately 53%.
Also, We see a False Negative of 99 out of actual 210 depressed cases which is comparatively
moderate for our system. False Positive is 48 out of actual 367 not depressed cases.

4.3.6 Support Vector Machine

From Table 4.6 we can see, that our accuracy is 73.49% which approximately 73%. Also
if we look at the precision, where precision means the total number of true positive in all
the prediction of yes. There are 103 individuals who were predicted as yes and they are
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accuracy:73.49% +/- 5.03%(micro average: 73.48%)
true No true Yes class precision

pred. NO 321 107 75.00%
pred. Yes 46 103 69.13%
class recall 87.47% 49.05%

Table 4.6 Accuracy, Precision and Recall Of Support Vector Machine for 20 Features

actually depressed which is the true positive and total number of prediction of yes is 149.
Therefore dividing 103 by 149 and then multiplying it with 100, we get a precision of 69.13%
approximately 69%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 103 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
103 by 210 and then multiplying it with 100, we get a recall of 49.05% approximately
49%. Also, We see a False Negative of 107 out of actual 210 depressed cases which is
comparatively moderate for our system. False Positive is 46 out of actual 367 not depressed
cases.

4.4 Comparison between the algorithms for 20 features

We will now compare accuracy, precision, recall and f-measure along with the False Negative
and False Positive of all the algorithms that we applied. Table 4.1 shows the comparison
between all the algorithms.

From Figure 4.1 we can see that except K-NN all the algorithms gave a very close ac-
curacy. Here, blue bar represents accuracy, red bar represents precision, recall is represented
using green bar and f-measure is represented using purple bar. From the histogram we can
see that we have received the highest accuracy, which is 75% in Random Forest and the
lowest accuracy is in K-NN, which is 67%. Even though it seems 67% is not making much
of a difference but actually K Nearest Neighbor is not good for our system and this clearly
indicated by the f-measure value, which is only 41%. F-measure is more accurate and it
measure’s the test’s accuracy and is calculated using weighted harmonic mean of precision
and recall. The higher the f-measure, the better our system will be. Thus K-NN is a bad
choice due to less f-measure value. The reason behind this is because, K-NN works best
with fewer features when classifying. However, when we train our model, we convert this
20 features using dummy variable finally giving 45 features, which is too much for a K-NN
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Fig. 4.1 Comparison Between Algorithms For 20 Features

algorithm because in higher dimensions the points are too close to each other and hence
difficult to assume from the graph. Also, there is a huge difference in the precision and recall.
Precision is still 59% which is not bad enough whereas recall is only 32% which shows that
only 32% of the actual depressed case has been correctly identified.

All the other algorithms are also giving good results. SVM has accuracy of 73% with
a f-measure of 58%. Generalized Linear Model is giving an accuracy of 74% and a f-measure
value of 59%. Both Deep Learning and Gradient Boosted Tree is giving a accuracy of 72%
and f-measure of 62%. From the given accuracy and f-measure we can see all of them are
more or less close to each other except K-NN. Therefore, K-NN is not at all a good idea for
our system.

Moreover, we can see that there is a good balance in False Positive and False Negative
and these values are comparatively lower for the algorithms in Deep Learning and Gradient
Boosted Tree. Also, from the prediction, accuracy and f-measure, we can come to a conclu-
sion that Deep Learning and Gradient Boosted Tree gives the best result for our model. This
can be clearly seen as both of them have the highest f-measure of 62%, which is the weighted
average of precision and recall. We can see that precision for both of this algorithm is 61%
and recall is 63% for Deep Learning and 62% for Gradient Boosted Tree. There is very less
difference in precision and recall for both of this algorithm whereas for other algorithms there
is a good difference in precision and recall. 69% precision and 52% recall for Generalized
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Linear Model. 70% precision and 53% recall for Random Forest. 69% precision and 49%
recall for Support Vector Machine. Therefore, we can conclude that Deep Learning and
Gradient Boosted Tree is better compared to others for our system.

We ran different algorithms based on the initial 20 features that we figured out as more
important to classify whether a student is depressed or not. After running different algorithms
on the 20 features we discussed about the accuracy, precision, recall and f-measure in sub
section 4.2 and 4.3. We then found out optimal features using RFE known as Recursive
Feature Elimination with Cross Validation and Random Forest Classification. There are
different techniques for optimal feature selection but we used this method as it is widely
used. This technique helps to reduce over fitting of data, improves accuracy by removing
misleading data. It also reduces training time as less features to train the model.

Every time it will give different optimal combination of features, which will be consid-
ered as the optimal features for the system. The optimal feature will vary for different data
set. For our data set majority of the time the optimal features were close to 15 and thus we
took the 15 optimal features that were given by the RFE cross. If we look at Figure 4.2,
we can see the change of cross validation score due to change in number of optimal feature
selections. We can see that for our data set 15 of the features can be used instead of 20 to
get better results. Higher the cross validation score better will be the accuracy. Therefore
using this method we also got the 15 optimal features which are more important as shown
in Figure 4.3. Therefore, from Figure 4.3 we can say that “F-5”, “F-7”, “F-8”, “F-15” and
“F-18” are not required for our prediction. Each of them represents a feature. Here:

F-5: Family history of mental illness?
F-7: Are you addicted to any drugs?
F-8: Are you in a relationship?
F-15: Sadness from any death or loss?
F-18: Have you ever been harassed or not?

We already talked about this in Chapter 3 data visualization part. From there, we almost
predicted that these features were not important enough for our prediction model. Hence, our
concluding remarks in Data Visualization part are somewhat partially right.

Now, after figuring out the features that would be optimal for our system, we deleted
the features and again ran the 6 algorithms and found out the accuracy, precision, recall and
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f-measure. Lets see if there is any change in our result and this will be further discussed in
the next subsection.

Fig. 4.2 Cross Validation Score For Number of Features Selected

Fig. 4.3 Optimal Feature Selection Using RFE Cross Validation

4.5 Accuracy of Different Algorithms for Optimal Features

After finding out the accuracy for the 20 features, we than extracted the optimal features
from the features that we used initially. We found out 15 optimal features. We then deleted
the respective features that were not need any more. and again ran the 6 algorithms on them.



62 Experimental Result and Analysis

accuracy:72.43% +/- 6.49%(micro average: 72.44%)
true No true Yes class precision

pred. NO 286 78 78.57%
pred. Yes 81 132 61.97%
class recall 77.93% 62.86%

Table 4.7 Accuracy, Precision and Recall Of Deep Learning for Optimal Features

4.5.1 Deep Learning

From Table 4.7 we can see, that our accuracy is 72.43% which approximately 72%. Also
if we look at the precision, where precision means the total number of true positive in all
the prediction of yes. There are 132 individuals who were predicted as yes and they are
actually depressed which is the true positive and total number of prediction of yes is 213.
Therefore dividing 132 by 213 and then multiplying it with 100, we get a precision of 61.97%
approximately 62%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 132 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
132 by 210 and then multiplying it with 100, we get a recall of 62.86% approximately 63%.
Also, We see a False Negative of 78 out of actual 210 depressed cases which is comparatively
lower for our system. False Positive is 81 out of actual 367 not depressed cases.Therefore, a
good balance in False Positive and False Negative.

4.5.2 Generalized Linear Model

From Table 4.8 we can see, that our accuracy is 74.87% which approximately 75%. Also
if we look at the precision, where precision means the total number of true positive in all
the prediction of yes. There are 110 individuals who were predicted as yes and they are
actually depressed which is the true positive and total number of prediction of yes is 155.
Therefore dividing 110 by 155 and then multiplying it with 100, we get a precision of 70.97%
approximately 72%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 110 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
110 by 210 and then multiplying it with 100, we get a recall of 52.38% approximately
52%. Also, We see a False Negative of 100 out of actual 210 depressed cases which is
comparatively moderate for our system. False Positive is 45 out of actual 367 not depressed
cases.
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accuracy:74.87% +/- 5.26%(micro average: 74.87%)
true No true Yes class precision

pred. NO 322 100 76.30%
pred. Yes 45 110 70.97%
class recall 87.74% 52.38%

Table 4.8 Accuracy, Precision and Recall Of Generalized Linear Model for Optimal Features

accuracy:72.79% +/- 5.01%(micro average: 72.79%)
true No true Yes class precision

pred. NO 284 74 79.33%
pred. Yes 83 136 62.10%
class recall 77.38% 64.76%

Table 4.9 Accuracy, Precision and Recall Of Gradient Boosted Algorithm for
Optimal Features

4.5.3 Gradient Boosted Algorithm

From Table 4.9 we can see, that our accuracy is 72.79% which approximately 73%. Also
if we look at the precision, where precision means the total number of true positive in all
the prediction of yes. There are 136 individuals who were predicted as yes and they are
actually depressed which is the true positive and total number of prediction of yes is 219.
Therefore dividing 136 by 219 and then multiplying it with 100, we get a precision of 62.10%
approximately 62%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 136 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
136 by 210 and then multiplying it with 100, we get a recall of 64.76% approximately 65%.
We see a False Negative of 74 out of actual 210 depressed cases which is comparatively
lower for our system. False Positive is 83 out of actual 367 not depressed cases. Therefore, a
good balance in False Positive and False Negative.

4.5.4 K-Nearest Neighbor

From Table 4.10 we can see, that our accuracy is 66.37% which approximately 66%. Also
if we look at the precision, where precision means the total number of true positive in all
the prediction of yes. There are 67 individuals who were predicted as yes and they are
actually depressed which is the true positive and total number of prediction of yes is 118.
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accuracy:66.37% +/- 5.88%(micro average: 66.38%)
true No true Yes class precision

pred. NO 316 143 68.85%
pred. Yes 51 67 56.78%
class recall 86.10% 31.90%

Table 4.10 Accuracy, Precision and Recall Of K-Nearest Neighbor for Optimal Features

accuracy:72.77% +/- 3.37%(micro average: 72.79%)
true No true Yes class precision

pred. NO 307 97 75.99%
pred. Yes 60 113 65.32%
class recall 83.65% 53.81%

Table 4.11 Accuracy, Precision and Recall Of Random Forest for Optimal Features

Therefore dividing 67 by 118 and then multiplying it with 100, we get a precision of 56.78%
approximately 57%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 67 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
67 by 210 and then multiplying it with 100, we get a recall of 31.90% approximately 32%.
Also, We see a False Negative of 143 out of actual 210 depressed cases which is comparatively
a very high for our system. False Positive is 51 out of actual 367 not depressed cases.

4.5.5 Random Forest

From Table 4.11 we can see, that our accuracy is 72.77% which approximately 73%. Also
if we look at the precision, where precision means the total number of true positive in all
the prediction of yes. There are 113 individuals who were predicted as yes and they are
actually depressed which is the true positive and total number of prediction of yes is 173.
Therefore dividing 113 by 173 and then multiplying it with 100, we get a precision of 65.32%
approximately 65%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 113 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
113 by 210 and then multiplying it with 100, we get a recall of 53.81% approximately 54%.
Also, We see a False Negative of 97 out of actual 210 depressed cases which is comparatively
moderate for our system. False Positive is 60 out of actual 367 not depressed cases.
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accuracy:74.19% +/- 4.44%(micro average: 74.18%)
true No true Yes class precision

pred. NO 322 104 75.59%
pred. Yes 45 106 70.20%
class recall 87.74% 50.48%

Table 4.12 Accuracy, Precision and Recall Of Support Vector Machine for Optimal Features

4.5.6 Support Vector Machine

From Table 4.12 we can see, that our accuracy is 74.19% which approximately 74%. Also
if we look at the precision, where precision means the total number of true positive in all
the prediction of yes. There are 106 individuals who were predicted as yes and they are
actually depressed which is the true positive and total number of prediction of yes is 151.
Therefore dividing 106 by 151 and then multiplying it with 100, we get a precision of 70.20%
approximately 70%. Then we look at the recall, which is the number of true positives in
actual yes results. There are 106 individuals who were predicted as yes and they are actually
depressed which is the true positive and total number of actual yes is 210. Therefore dividing
106 by 210 and then multiplying it with 100, we get a recall of 50.48% approximately
50%. Also, We see a False Negative of 104 out of actual 210 depressed cases which is
comparatively moderate for our system. False Positive is 45 out of actual 367 not depressed
cases.

4.6 Comparison between Algorithms for optimal features

We will now compare accuracy, precision, recall and f-measure along with the False Negative
and False Positive of all the algorithms applied on the optimal features.. Table 4.4 shows the
comparison between all the algorithms using a histogram.

From Figure 4.4 we can see that except K-NN all the algorithms gave a very close ac-
curacy. Here, blue bar represents accuracy, red bar represents precision, recall is represented
using green bar and f-measure is represented using purple bar. From the histogram we can
see that we have received the highest accuracy, which is 75% in Generalized Linear Model
and the lowest accuracy is in K-NN, which is 66%. Even though it seems 66% is not making
much of a difference but actually K Nearest Neighbor is not good for our system and this
clearly indicated by the f-measure value, which is only 40%. F-measure is more accurate and
it measure’s the test’s accuracy and is calculated using weighted harmonic mean of precision
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Fig. 4.4 Comparison Between Algorithms For Optimal Features

and recall. The higher the f-measure, the better our system will be. Thus K-NN is a bad
choice due to less f-measure value. The reason behind this is because, K-NN works best
with fewer features when classifying. However, when we trained our model, we converted
this 15 features using dummy variable finally giving 38 features, which is too much for a
K-NN algorithm because in higher dimensions the points are too close to each other and
hence difficult to assume from the graph. Also, there is a huge difference in the precision
and recall. Precision is still 57%, which is not bad enough whereas recall is only 32%, which
shows that only 32% of the actual depressed case has been correctly identified.

All the other algorithms are also giving good results. SVM has accuracy of 74% with
a f-measure of 59%. Generalized Linear Model is giving an accuracy of 75% and a f-measure
value of 60%. Deep Learning is giving an accuracy of 72% and a f-measure value of 63%.
Gradient Boosted Tree is giving a accuracy of 73% and f-measure of 63%. From the given
accuracy and f-measure we can see all of them are more or less close to each other except
K-NN. Therefore, K-NN is not at all a good idea for our system.

Moreover, we can see that there is a good balance in False Positive and False Negative
and these values are comparatively lower for the algorithms in Deep Learning and Gradient
Boosted Tree. Also, from the prediction, accuracy and f-measure, we can come to a con-
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clusion that Deep Learning and Gradient Boosted Tree gives the best result for our model
for both the cases we have seen. This can be clearly seen as both of them have the highest
f-measure of 63%, which is the weighted average of precision and recall. We can see that
precision for both of this algorithm is 62% and recall is 63% for Deep Learning and 65%
for Gradient Boosted Tree. There is very less difference in precision and recall for both of
this algorithm whereas for other algorithms there is a good difference in precision and recall.
72% precision and 52% recall for Generalized Linear Model. 65% precision and 54% recall
for Random Forest. 70% precision and 59% recall for Support Vector Machine. Therefore,
we can conclude that Deep Learning and Gradient Boosted Tree is better compared to others
for our system when we use the optimal features.

We will now see a comparison between the algorithms used for the 20 features and the
selected optimal features in the next section.

4.7 20 Features Versus Optimal 15 Features Comparison

In Table 4.5, Table 4.6, Table 4.7 and Table 4.8 the blue bar represents prediction result for
20 features and red bar represents prediction result for the optimal 15 features.

Fig. 4.5 Accuracy Comparison Between 20 Features And Optimal Features

From Figure 4.5 we can see from the accuracy comparison that there was no change in
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the overall accuracy in Deep Learning. The accuracy remained at 72%. However, the
accuracy increased from 74% to 75% in generalized linear model for the optimal features.
The accuracy for Gradient Boosted Tree increased from 72% to 73% for the optimal features
and for support vector machine it increased from 73% to 74%. Only for Random forest it
decreased to 73% from 75% when we used the optimal features. Also K-NN had a significant
drop of 1% that is from 67% to 66%.

Fig. 4.6 Precision Comparison Between 20 Features And Optimal Features

From Figure 4.6 we can see from the precision comparison that there was a change in
the overall precision in Deep Learning. It increased from 61 to 62% thus it shows that deep
learning is helping us get a very good result for our system. The precision increased from
69% to 72% in generalized linear model for the optimal features. Thus having a significant
rise in the precision level. The precision for Gradient Boosted Tree increased from 61% to
62% for the optimal features and for support vector machine it increased from 69% to 70%.
Only for Random forest it decreased to 65% from 70% when we used the optimal features,
which is a big drop in the precision level. Also K-NN had a significant drop of 2% that is
from 59% to 57%.
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Fig. 4.7 Recall Comparison Between 20 Features And Optimal Features

From Figure 4.7 we can see from the recall comparison that there was no change in the
overall recall in Deep Learning. The recall remained at 63%. The recall was also same for
Generalized linear model. It was 52%. However, the recall increased from 62% to 65%
in Gradient Boosted when optimal features were used and for support vector machine it
increased from 49% to 59%. This rise in recall shows how important it was to use the 15
features as it will help reduce over fitting of data. Also for Random forest it increased to 54%
from 53% when we used the optimal features. Also there was no change for K-NN algorithm.
It was 32% for both the case.

From Figure 4.8 we can see from the F-measure comparison that there was a change in the
overall f-measure in Deep Learning. It increased from 62 to 63% thus it shows that deep
learning is helping us get a very good result for our system. The f-measure increased from
59% to 60% in generalized linear model for the optimal features. The f-measure for Gradient
Boosted Tree increased from 62% to 63% for the optimal features and for support vector
machine it increased from 58% to 59%. Only for Random forest it decreased to 59% from
60% when we used the optimal features. Also K-NN had a significant drop of 1% that is
from 41% to 40%.
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Fig. 4.8 F-Measure Comparison Between 20 Features And Optimal Features

Therefore to conclude, after looking at the comparison of accuracy, precision, recall and the
f-measure value we can come to a conclusion that using the optimal 15 features is feasible
for our model. This not only reduces over fitting of data but also reduces the dimension of
the data. Also we can say that our prediction does not depend on the answer of the questions
that were removed after UFE with cross validation and random forest. For 4 of the algorithm,
which are deep learning, generalized machine learning, gradient boosted tree and support
vector machine we saw how the data value changed when we used the optimal features. They
showed even a better performance as we can see from the accuracy comparison. Therefore,
since for both the cases we can see that for deep learning and gradient boosted tree we get
the highest f-measure, we will be using this 2 algorithms in the near future and research more
on them and further extend our work so that we can increase our accuracy so that we can
help the young generation to lead a beautiful stress free life.



Chapter 5

Final Remarks

This chapter concludes by restating the problem, the work done in this research and improve-
ments and further work to be done in this field.

5.1 Conclusion

The most prevalent mental disorder or illness, depression is a broad area of research that
has a lot of implications in medical and psychology. Young people are more likely to suffer
from this disease especially residents of lower middle income countries due to various
socio-demographic reasons. Depression has its roots deeply ingrained in the lifestyle, habits
and behavior of people. This research sought to exploit this relation by using some social
and personal data in order to predict depression in individuals. There has not been much
work on analyzing depression among Bangladesh citizens. However, this is one of the major
social and medical problems that is continuously growing and hence need to be addressed
immediately. There has been a recent rise in suicide rates across the country, majority
of which was a result of depression as stated in newspaper articles. Moreover, most of
these reported suicide cases were university students including one from BRAC University
and several from Dhaka University, two of the top educational institutions in the country.
One of the main objectives of this study was to identify early cases of depression and ask
individuals at risk of developing depression to consult a psychiatrist or consultant. Also,
professionals can use our system to identify causes of depression in specific individuals.
Random Forest Algorithm was used to find out relevant features that contribute to depression
and the six algorithms were used to predict depression in undergraduate university students
of Bangladesh based on the selected features. Deep Learning and Gradient Boost Algorithm
proved to be best methods for predicting depression. The need for identifying depression
early is dire as the disorder can worsen very quickly. The proposed model could be used by
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psychologists, counsellors, universities to find out depression in students so that appropriate
steps can be taken to reduce the effect and impact of the disease and help young people live a
healthier life, a happier life.

5.2 Limitations and Future work

Limitations:

• From the experience from the data collection process and the feedback from the
participant we have find out that participant was a little bit reluctant to fill this long
survey paper which make it difficult for the participant to hold their concentration fully
throughout the whole survey process.

• Number of non depressed and moderately depressed people outnumbered the severe
and extreme depression people in our research. So there are less severe depressed data
set to train our model compared to non depressed or moderate level depression data
set.

• The number of relevant reasons are so selective and was unable to add less important
relevant features in our survey form because that may result our research paper to be
more lengthy which may hamper the credibility of the data collection process.

• We were only able to cover one university where we were able to take our survey with
one to one mentoring.

In future we want to make our model more accurate and find out more relevant reasons
or features which are related to depression in university going students. Currently we are
continuing to collect more data from online source. Beside this we made our survey form
more precise by removing the bangla depression scale which will reduce the completion time
for this survey. Along with this we have selected more relevant reasons which is related to
depression so that there is an improvement in data collection process,accuracy of the model
and can find more relevant and irrelevant reasons.

Beside this we are planning to cover more universities of Bangladesh both public and
private universities where we will collect data in face to face survey taking process. To get
more extreme,and severe depression datasets we are combinedly working together with brac
u counselor so that we get more extreme and severe depressed data instances .
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We are planning to make a system for BRAC University counselor which will be able
to predict the depression in university students by using our system and it will be able to help
the counsellor to detect the relevant reasons for which university going students are becoming
victims of depression. Students can also furthermore self evaluate themselves whether they
are depressed or not and seek help if necessary. Finally, for future we are planning to make a
system, so that answers to the features of our system can be easily extracted from different
social networking sites and other places for every students so that they can be kept under
regular observation. This will help universities to understand whether a student requires
immediate attention or not and counsel accordingly to save him/her from depression as it is a
very serious condition if overlooked.
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