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 ABSTRACT  

 

For business booming, in recent years the idea of find an ideal location for reaching 

potential customers has been the focus of past research. Traditional approaches have faced 

many negative responses, now to make business profitable the new marketing strategy is 

live campaigns.  With the growth of location-based social networks collecting data of user 

mobility and popularity of places has recently become attainable, but not without analyzing 

to find the optimal location and time for live campaigns with greater accuracy. In this paper, 

we study the predictive power of various machine learning and mining features on finding 

suitable location for live campaigns through the use of a dataset collected from Foursquare 

in New York. We selected 10 candidate areas where the data was preprocessed according 

to the feature, a score is computed on the candidate areas to do live campaigns based on 

the features using most suitable algorithm with the accuracy. The results with Random 

Forest and Decision Tree are shown at the end of the report. Lastly, our proposed model 

shows how performance varies when using different features and predicting the suitable 

locations for live campaigns. We achieve 88.25% accuracy in Decision Tree regression 

model and an accuracy of 88.48% and 70.04% in Support Vector Machine (SVM) and 

Random Forest respectively. 

Keywords- LBSN, Live Campaigns, Location, algorithms, SVM, Random forest, Decision 

Tree 
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CHAPTER 1  

                                                       Introduction 

 

Our social options are endless, human relationships are constrained in many ways. They 

take time, energy, and often money to maintain. Even after considering these barriers 

people interact with each other regularly and mostly through online. In practice these 

highly dynamic real time social sites like Facebook, Twitter, YouTube are producing 

tremendous amount of data. Together with services for location sharing like Foursquare, 

Facebook places and Google Latitude we can now activities, actions, agility and aisle of 

millions of people [1]. In terms of scale, the Foursquare service alone claims over 6 million 

registered users (Foursquare 2011) and nearly 1 million check-ins per day (Grove 2010). 

Like similar services, Foursquare allows users to “check in” at different venues (e.g., 

grocery stores, restaurants), write tips, and upload pictures and videos [2]. Due to 

exponential increase in smartphones around the world, location based services (LBS) has 

become tremendously popular. Smart phones with Global Positioning System (GPS) 

modules have the ability to produce the location to its user.  This took a turn in the 

applications of numerous field involving location based services. For example a photo with 

phone’s camera now show the geographical position, which can easily be uploaded in any 

social site. People are more willing to share their location even when not with friends, in 

the social sites. These Exabyte of social, temporal and spatial data gives us huge 

opportunity in various fields of research like business, tourism, marketing, and planning 

for urban and rural city. With the growth of location-based social networks collecting data 

of user mobility and popularity of places has recently become attainable, but not without 

analyzing to find the optimal location and time for live campaigns with greater accuracy. 

To get the peak results in any fields we must be able to take the paramount benefit from 

these data.  Countless exhaustive studies have been conducted to enquire about the 
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customer’s behavior and their acceptance towards mobile and internet advertising. Most 

studies have concluded that majority of the public find advertising information useless and 

extremely annoying [4]. As advertisement is getting a negative response so a primary way 

of reaching the customers is through live campaigns in suitable locations. Traditional 

television and internet advertisements are no longer effective now. For increasing business 

value it is necessary to analyses this strategy by using machine learning for finding a 

suitable place for live campaigning. With the above in mind, the report is aimed to 

investigate the features that are most predictive to finding suitable location and 

recommending the best analytical strategy in using the check-in data of Foursquare to 

improve the effectiveness of location-based advertising. 

 

1.1 Motivation 

Machine learning is the most demanding topic in computer science. More than half of all 

current ongoing researches are on this machine learning field. Numerous researches have 

also been conducted in improving the field of advertisement as well as business is hugely 

important in a country's economy because it is the main economic engine for the country 

and advertising helps to keep the people informed about whatever new products or services 

are available in market.  
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1.2 Contribution Summary: 

Our overall contributions are summarized as below: 

 At first, a problem is formulated for finding the suitable locations for live 

campaigns 

 Then several features are extracted and preprocessed, for testing and training 

purpose, the features are extracted from the available dataset 

 After this, the impact of this features are shown by implementing various machine 

learning algorithm that consists of SVM, Decision Tree learning and Random 

Forest. 

 Finally, the results from the exhaustive experiments of implementing the features 

with the algorithms shows the effectiveness of this approach.  

 

 

1.3 Methodology 

At first, a set of candidate areas from a set of areas where the commercial enterprises might 

be interested in arranging the campaign will be selected. The data of the candidate area 

such as its venue Id, check-in user Id, venue category Id, the time of the check-in and the 

time zone offset of the respective location is collected from available dataset of any check-

in based social media like Foursquare. Then the dataset is analyzed with respect to various 

spatial and temporal features such as check-in count, check-in consistency, check-in 

identity, openness, density and temporal signal. A new dataset is then prepared after the 

respective data of each of the features are calculated, where the data needs to be converted 

into numerical values and also all the null values of the x attributes are eliminated with the 

minimum value. Finally, machine-learning algorithms are implemented on the extracted 

pre-processed data implementing various test and train size and finally a score is computed 

of the candidate areas based on the most suitable algorithm with the best accuracy result. 
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1.4 Thesis Overview 

The organization of this report is as follows. Chapter 2 is Literature Review presented 

Related Works similar to our work. Chapter 3 covers our proposed Model and its 

methodology. Chapter 4 covers the details of Algorithms used in this thesis. Chapter 5 is 

designed with the Methodology of implementation. Result Analysis and Comparison of 

accuracy of the predicted results using all algorithms are described in Chapter 6. Lastly, 

Chapter 7 represents our Future plan and concludes of the report. 
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CHAPTER 2  

                                           Literature Review 

This chapter contains literature review related with Background which includes Machine 

Learning Algorithm (ML) and Global Positioning System (GPS).This chapter also refers 

Related Works. Besides, this chapter will also give information about our research ac 

 

2.1    Finding suitable locations for live Campaign 

Designing an efficient recommender system has been a major research area in the field of 

Machine Learning of computer vision. Multiple Machine learning algorithms have been 

implemented in order to execute a productive recommender system. We are greatly 

inspired by the work of Rahman and Nayeem [1]. Our paper is closely related to their work. 

They have used (SVM) Regression model to identify the optimal location and time to carry 

a live campaign. In their paper, they have analyzed spatial and temporal features which 

they have extracted and how those features influence the location based social services. 

 

2.2     Event Recommender System 

Georgiev, Noulas and Mascolo took the initiative of designing an event recommender 

system to determine the predictability of a person attending a future event or not based on 

the check-in data collected from the Foursquare application [5]. In their work they have 

mainly focused on multiple social, temporal and spatial features which can influence a 

user’s choice towards any event, so, they found out similarities between the user’s profile 

data in contrast with the recorded data of the previous check-in activities of the highly 

potential event participants. Hence, they formulated an event prognosis task which would 

rank the events for each individual user based on multiple prediction features. In order to 

prove one of their hypothesis that – the user profile whose behavior is closest to the mass 

number of targeted participants in any event, then it is more likely for the user to get 

attracted to the event, to materialize this hypothesis, for the preference of the place type of 

each user, they treated users as document and place type as term into a vector of real 

numbers.in Fig 2.2.1 shows  They shows a directed weight graph (called socio-spatial 
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graph) that they have designed to measure the degree of how friends attending events can 

influence the user, in which they synthesized both the social and spatial factors which 

connects the users, place types and events. On this graph, they implemented random walks 

with restart to evaluate the chances of participation for a user-pair event. 

 

 

Fig. 2.2.1 a directed weight graph [5] 

 

Sklar, Shaw and Hogue have designed a real-time event detection engine that is based on 

a probabilistic model which provides the negative binomial distribution over the number 

of people checked-in at any given time, for measuring how unusually busy a place becomes 

[6]. Quercia et al. provided cold-start event recommendations for users whose home 

location is known, when they studied the event prediction problem, they have implemented 

their studies by using the K – Nearest Neighbor machine learning algorithm [12]. However, 

they did not address the personalization in their work. Lee combined trust relations together 

with explicit user feedback to recommend cultural events as users cannot choose or 

evaluate the recommendation which are based on collaborative filtering recommenders, 

hence they have proposed a trust based cultural recommender in which users can rate the 

trustworthiness of the other users, a recommender is generated based on their respective 

ratings[13].During which Minkov et al showed in his work successfully that collaborative 

ranking predictions of future events are much more productive than pure content-based 

recommendation[14]. He combined content based with collaborative filtering approaches 

to draw user selections on latent topics which were hidden based on the scientific talk 
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announcements. Firstly, they examined that whether collaborative LowRank method can 

enhance the performance for an event recommendation system, then they compared their 

LowRank against RankSVM method, for which a separate model was also generated for 

each user which is displayed in fig 2.2.2 Their results showed that LowRank using TFIDF 

features provides high level performance over the entire range of the inspected training set 

size, as they had more sparse features in their case LowRank method had a more direct 

control. 

 

 

Figure. 2.2.2 Comparison of RankSVM and LowRank algorithm. [14] 

 

Later on, Liao et al. designed a system based on offline spontaneous interactions and co-

attendance information, Liao et al designed a latent model that would suggest the related 

events in offline ephemeral social networks formed around conference talks [15]. 

 

2.3 Finding optimal locations for Commercial Activities 

Jensen looked for the suitable geographical positioning of the retail stores, in his work, he 

implemented a spatial network based formulation for locating retail stores, where the nodes 

are 55 different types of retail stores and weighted signal links are defined to model 

attraction and repulsion attributes in the network[16][17]. Porta et al proposed an approach, 

where the authors’ studies were based on the exhaustive analysis of the spatial distribution 

of commercial activities; they analyzed the relationship between street centrality and retail 

store density, validating how the former achieves an important role in the development of 
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urban structure and land usage[7][8]. Karamshuk et al. extended the results by combining 

the geographical and mobility features, which showed better results on the quality of an 

area for becoming a potential spot to be opened as new retail store [9]. They specifically 

studied the problem of finding an optimal location for a new retail store; they addressed a 

diverse set of data mining features, designing the spatial and semantic information about 

patterns and places of users’ movements in the nearby areas. 

Song et al. studied the duration of peoples’ activity based on each user’s most visited 

location [10]. They exploited the limitation of predictability in human dynamics by 

focusing on the mobility patterns of anonymized mobile phone users. Hence, they 

measured the entropy of each individual’s track. 

 

 

2.4      Check-in pattern Analysis 

Cheng et al. and Ye et al. showed that semantic information can be released based on the 

daily and weekly check-in patterns which can enhance location based search and location 

recommendation[18][19]. Hasan and Ukkusuri‘s approach was to analyze the macro – 

scale geo-location data from social networking sites to conclude the individual user’s 

activity patterns. They have exploited the data from traditional surveys, their model 

provided an activity generation mechanism which is a convenient tool for an activity-travel 

simulator [21]. 

 

2.5     Population based Crowd model 

Liang et al. proposed a time evolving population model for measuring the number of people 

departing from a crowd that allows them to predict the number of people remaining in a 

crowd [20]. They have used check-in data and event related tweets in order to design their 

crowd based population. They evaluated the period of time each user is spending on the 

crowd and also the number of people leaving the crowd at any period and the number of 

posts formed by the crowd. Lastly, they verified their model by predicting a number of 

posts for some particular events and by predicting the traffic volume for Manhattan. They 
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considered both the event driven crowds and location driven crowds when focusing on the 

statistical and probabilistic analysis. 

 

2.6    Microblogging Social Networks 

Lee identified how microblogging social networks can be used as a well-grounded source 

of data of upcoming events, his approached to extract their spatio-temporal from the 

messages to improve event awareness [22]. Author has also implemented a density-based 

online clustering method for investigating microblogging text streams, so that temporal 

and geospatial features of real-world events can be obtained. 
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CHAPTER 3  

                                                      Proposed Model  

 

3.1 Workflow 

In our proposed model, at first, 10 candidate areas from a set of areas where the commercial 

enterprises might be interested in arranging the campaign will be selected. Then the 

information of the respective area such as its venue Id, check-in user Id, venue category Id, 

the time of the check-in and the time zone offset of the respective location is collected from 

available dataset of any check-in based social media like Foursquare. For each of the 

candidate area, every location in within the 400m radius will be considered for our 

calculation. Then the dataset is exhaustively analyzed with respect to various spatial and 

temporal features like check-in count, check-in consistency, check-in identity, openness, 

density and temporal signal. The check-in count depicts the number of check-in of the users 

at a particular day and at a particular hour of the week in each of the unique venues of the 

candidate areas. The check-in consistency will be calculating the correlation between the 

weekly and monthly check-in count to ensure consistency in the check-in data. Check-in 

identity shows the number of unique check-ins i.e the check-in of one user at a particular 

venue is only once considered. Density denotes the number of unique venue-ids at a 

particular area and the openness conveys the amount of open space available at a location 

which is basically the inverse of the density. The temporal signal shows the number of 

check-in at a particular location in a specific time of day (morning, noon, afternoon, 

evening). A new dataset is then prepared after the respective data of each of the features 

are calculated, where the data needs to be converted into numerical values and also all the 

null values of the x attributes needs to be eliminated by filling up the null space with the 

minimum value. Lastly machine-learning algorithms are executed on the extracted pre-

processed data implementing various test and train size and finally a score is computed of 

the candidate areas based on the most suitable algorithm with the best accuracy result. 

 

3.2   Flowchart 
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Figure 3.2.1 shows the Block diagram of our proposed model 
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CHAPTER 4 

Data preprocessing 

This chapter contains details about the dataset we have prepared to run the algorithms and 

the features we used for preparing. The original dataset we used is collected from a widely 

used social media called Foursquare which contained long term (10 months) check in data 

for New York City.  The available information were User ID, Venue ID, Latitude, 

Longitude, Venue Category and Time zone Offset of 227428 check-ins. Figure 4.1shows 

a screenshot of the first 25 entries of raw data. Each row represents information about a 

single check-in and the column represents the attributes of the check-in information. The 

user id denotes a unique id for every user of Foursquare, the venue id gives a unique id to 

the locations where check-in occurred, the category id and name states the type of the 

venue, each category has a unique name and id, although the names might be similar. The 

latitude and longitude gives the coordinate of the location of check-in and the UTC 

Timestamp and Time zone offset gives the time of visit. There were 1083 unique users, 

38333 unique venues, 400 unique categories of venues and 91024 unique check-ins of the 

user that is only the check-in of one user in one location is considered. This way, any 

redundant check-ins that might cause noise can be ignored. 

 

Table 4.1.2 shows the information of the below table, six features were implemented and 

the value of each feature was calculated. The result were all numerical values which was 

processed to form a new dataset that was used as the final dataset. Ten random candidate 

areas were selected, from where all the locations within a radius 400m of the area were 

considered for the research.  After refining the data and processing it into features, a total 

of 8673 data were found.  
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Table 4.1.1 First 25 entries of Raw Data 
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Table 4.1.2 shows the six features implemented 

                                4.1    Features 

The six features that were used to construct the dataset are: check-in count, check-in 

consistency, density, openness, check-in identity and temporal signal. Each result of the 

feature will return a numeric value that will be proportional to the quality of each candidate 

location. In order to reduce noise and create a more valid dataset, two noise sensitive 

features were used, the check-in consistency and check-in identity. This was important 

since the dataset deals with user provided data and the information might not always be 

correct or valid. Most of the features calculated were spatial-temporal based since time and 
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space are the two most important attributes of the research. The description of each of the 

features we considered are given below: 

4.1.1 Check-in count 

It shows the number of check-in of an area in a specific day at a specific time. The results 

of each area are shown as a three dimensional graph where hour, day and check-in are in 

x, y and z axis respectively. An example of such a 3D graph is shown below in figure 4.3. 

It is done for a particular area of the dataset, named Canal Subway Street, where check-in 

of different hour of day with respect local day of the week are shown. The data is grouped 

by time and user id, so that only the user check-in having a unique time at a unique location 

is considered, and it was then normalized considering a maximum and a minimum value 

and then calculating by the formula 

݊݋݅ݐܽݖ݈݅ܽ݉ݎ݋݊                                 ൌ ௫ି௠௜௡	ೣ

௠௔௫	ೣ ି௠௜௡	ೣ
																																																						(1)  

4.1.2 Check-in consistency 

The check-in consistency is one of the noise sensitive features. It represents the measure 

of change of check-in pattern of an area. The less the change in check-in pattern, the more 

is the value of check-in consistency, hence indicating the stability of check-in of an area. 

This reduces the noise because it is giving low scores to the areas that are occasionally 

crowded at a particular day on a particular time instead of all year long. Therefore, the 

commercial enterprise will not face an unexpected audience response at their desired 

location. In order to calculate check-in consistency we measured the correlation between 

two check-in and also the overall check-in correlation. The consistency is then calculated 

by averaging these correlation values. For example at a particular day there can be a concert 

at an area, so this will be a noise issue, as in that place it is not crowded throughout the 

whole year but only for a day, so at that particular it will be inefficient to carry on a live 

advertising campaign. Also, there can be a feast or festival going at only a specific time of 

the year and the event does not occur every day on the same place so, it taking such places 

into account into the  preprocessing dataset  will actually cause an noise error. So, in order 

to eliminate such a noise issue such places cannot be taken into account into the dataset so 
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it is very important to find a stability in the check-in pattern by com paring the weekly and 

monthly check-in count. 

 

 

Figure 4.1.1 shows the check-in count of one of the candidate areas – Canal Subway 

Street 

 

4.1.3 Density 

It denotes the number of location we have in a certain area. We have considered a radius 

of 400m for each area. So the density will give us the number of venues for each area within 

the 400m radius. We considered one of the location to be the center of area and calculated 
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distance of all the neighboring locations, and the locations that were within 400m were 

counted to find the total density of the area. 

4.1.4 Openness 

Openness signifies the amount of free space available in a location. The more open the 

space is, the easier it is to arrange a campaign and gather people due to all the space. 

Openness is considered to be the inverse of the value of density because the less dense area 

will be the more open space will it have. Therefore, [1] 

ݏݏ݁݊݊݁݌݋																																																																							 ൌ
ଵ

ௗ௘௡௦௜௧௬
                                                       (2) 

 

4.1.5 Check-in Identity 

Check-in identity considers only the unique check-ins of an area and therefore eliminates 

multiple check-ins of the same person in the same area. This reduces the noise since an 

individual’s regular check-in at the same place may increase the popularity of that area and 

hence give an incorrect result. Therefore, it is our second noise sensitive feature. We 

calculated the check-in identity by the formula [1]: 

ݕݐ݅ݐ݊݁݀ܫ                                               ൌ
ே௨௠௕௘௥௢௙௨௡௜௤௨௘ି௖௛௘௖௞ప௡௦ˇ

ே௨௠௕௘௥௢௙௧௢௧௔௟ି௖௛௘௖௞ప௡௦ˇ 																																														(3)	

 

4.1.6 Temporal signal 

The temporal signal measures the particular time of the day when the people are willing to 

go to a place. This is an important feature because it makes our result even more accurate 

by determining the exact location to choose for different time of the day. We divided 24 

hours of the day into four slots, morning, noon, afternoon and evening. We considered the 

morning time to be from 12 am – 11.59 am, the noon at exactly 12 pm, afternoon from 

12.01pm – 5.59 pm and evening from 6pm to 11.59 pm.Then after categorizing each check-

in according to the time slots, we calculated the temporal signal by the following formula 

[1] below where we have used this function as a feature, because a specific location is not 

busy round a clock but at a specific period of time. For example, coffee shops normally 
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gets busy during the afternoon, so if will be more efficient to advertise during the evening 

than any other time as such places stay crowded during that period of time. Also, during 

weekends, a park will have a higher tendency to be crowded that on any week day so it is 

highly important to consider the check-in pattern analysis of a particular period of time. 

Hence, such a factor plays an important role in finding the optimal location for live 

campaign. 

Temporal	Signal	=	∑ ௡௨௠௕௘௥	௢௙	௨௡௜௤௨௘	௖௛௘௖௞	ିప௡௦ˇ

௧௢௧௔௟	௡௨௠௕௘௥	௢௙	௖௛௘௖௞ିప௡௦ˇ௜∈௠,௡,௔,௘ 	 																							 																	

(4)	

 

 

A graph was plotted that showed the number of check-ins of top 6 categories at a specific 

hour of the day shown in figure 4.2.6.  

 

 

 

Figure 4.1.6 Number of check-ins of top 6 categories at a specific hour of the day 
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4.2 Data Arrangements 

The output of our research is the most suitable location for a live campaign. So, location 

ID is the first column of our dataset. The features were calculated and also put as columns 

of our dataset. The rows of our dataset are the unique check-ins of each user at a specific 

time. Therefore, the numbers of columns were 7 and the numbers of rows were 8673 for 

10 candidate areas.  

While calculating the features like density, openness, check-in identity and check-in 

consistency we found some of the values to be null. Table 4.2.1 represents the dataset of 

values that contained invalid data. 

 

 

Table 4.2.1: Dataset of features with invalid (NaN) values 
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For check-in identity and check-in consistency, we put the minimum value of the column 

as our base value for each of the null boxes and for density we assumed the numbers of 

neighboring locations in an area have the same density, and therefore the value of openness 

changed accordingly, since it is the inverse of the density value. This was done to validate 

the dataset and get a more accurate result. Table 4.2.2 shows the final dataset we used after 

refining our data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4.2.2 First Twenty Five Entries of the final dataset
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CHAPTER 5 

Algorithms 

 

In this chapter, we will talk about the algorithms we used for our research purpose. We 

used Support Vector Machine (SVM), Decision tree and Random Forest algorithms and 

compared the accuracy of results of each algorithm. From the Foursquare dataset, the 

features for X were- We used the cross validation method to divide the data into two 

groups, test and train, to implement the algorithms where we tried different test sets (5%, 

10%, 15%, 20%, 25% & 30%) and the one resulting in the highest accuracy was 

considered.  

Our research topic is a classification predictive model and we have used supervised 

learning approach. Due to this, we used some of the supervised learning algorithm like 

SVM, random forest and decision tree to calculate the results. The input of the algorithms 

are all the columns of our final dataset and the output is the location id, which needed to 

be encoded to numeric value for it was represented as a string in the dataset and the 

algorithms require a numeric value to calculate. 

The detailed description of the algorithms used are given below: 

5.1  Support Vector Machine(SVM) 

Support Vector Machine are supervised learning algorithm in machine learning which 

generates a hyperplane or a set of hyperplanes, where a  hyperplane denotes  a geometrical 

subspace in which a dimension is one less than that of its ambient space. SVM constructs 

such a hyperplane or a collection of hyperplanes in a high or infinite dimensional space 

which is mainly used for classification and regression. When the nearest training data set 

has the largest distance from the hyperplane, generally a good separation can be achieved. 
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Fig 5.1.1 shows how a hyper plane is of SVM [23-24] 

Generally, in most scenarios the problem lies in a finite dimensional space, as a result the 

sets are not differentiated in a linearly separable in their respective space, so, in order to 

make the separation more easier the original finite-dimensional space is mapped into a 

much higher-dimensional space, the dot products are generated in terms of the variables in 

the original space [27], by initializing the kernel function k(x,y). In the high dimensional 

space, the hyperplanes are defined as the collection of points whose dot product with the 

vector in the particular space is constant. The vectors defining the hyperplanes can be 

transformed into linear combination with parameters ߙሺ݅ሻof feature vectors of xi of the 

database where the points x of the feature space are defined with following relation- 

                                                              ∑ ,ሺ݅ሻݔሺ݅ሻ݇ሺߙ ሻݔ ൌ ௜ݐ݊ܽݐݏ݊݋ܿ                                     (5) 

Hence, in the scenario of this research topic, it fall into a classification problem. As we had 

multiple features of x so our problem was defined by the kernel function to transform the 

non-linear SVM into a linear SVM. Linear kernels were also used because it deals with the 

outliers of the dataset more efficiently. SVM linear is used as with the help of Scikit Learn, 

we were able to use classifier and different function to run the algorithms. 

5.2 Decision Tree 

On the other hand, the other supervised learning algorithm used was Decision Tree 

learning, based on individual input variables, it predicts the value of the target variable. A 

decision tree is such that it consists of branches where each interior nodes points to children 

for each of the possible input variables, the leaf of the tree represents the value of the target 
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variables where the values of the input variables is denoted by the route from the root to 

the leaf. Source set is splitted into subsets which is based on the test result of the attribute 

value. In a recursive manner, the process is repeated on each of the derived subset which 

is also known as recursive partitioning, that constructs a decision tree that correctly 

classifies members of the population by dividing it into subpopulations based on several 

dichotomous independent variables [28].When the splitting variable no longer is adding 

value to the predictions or when the subset nodes all have the same target variable value, 

at that time the recursive process is completed. The following metrics are used. For this 

algorithm we used the decision tree classifier from Scikit learn and other related functions. 

Metrics generally measure the similarity of the target variables with the subsets. The 

resulting values are combined after the metrics are applied to each of the subsets in order 

to measure the quality of the split. The following metrics are- 

Gini impurity- measures how often does a randomly selected element from the set is 

incorrectly labeled, if it was labeled randomly based on the distributions of the subset 

labels. In order to calculate Gini impurity for a set of items of J classes that belongs to such 

that i BELONGS TO {1,2,....J} and let pi be the fraction of items labeled with the class i 

in the sets as follows: 

ሻ݌ሺ݃ܫ ൌ 	∑ ݅݌ ∑ ݇݌ ൌ ∑ ሺ1݅݌ െ ሻ݅݌ ൌ ∑ ሺ݅݌ െ ଶሻ݅݌ ൌ ∑ ݅݌ െ௃
௜ୀଵ

௃
௜ୀଵ

௃
௜ୀଵ௞ஷଵ

௃
௜ୀଵ

∑ ଶ݅݌ ൌ 1 െ ∑ ଶ௃݅݌
௜ୀଵ

௝
௜ୀଵ 																																																																																																		(6) 

This algorithm can handle both categorical and numerical data efficiently [28]. As the 

Preprocessed Foursquare Dataset have both the numerical and categorical data, where the 

number of check-in is numerical but the temporal feature which is the highest number of 

check-in a categorical venue id at a particular time is a categorical data. Hence, Decision 

Tree was implemented. 
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5.3 Random Forest 

Random Forest also known as random decision forest are an ensemble learning method in 

which multiple learning algorithms are used to attain better predictive performance, it 

operates by generating a multitude of decision trees during the training time and evaluating 

the classification of the individual trees. [25-26].The random forest applies the general 

method of bootstrap aggregating which is basically the bagging of the tree learners. For a 

training set of X = x1,………., xn which corresponds to Y=y1,.........,yn, where the bagging 

is repeated B times which chooses a random sample and replaces with previous chosen 

sample for b = 1 ,.........,B,so, after the training process is completed, the prediction of the 

unseen sample is calculated by taking the maximum number of votes in the case of 

classification as shown: 

                                                             ݂ ൌ 	
ଵ

஻	
∑ ݂ܾሺݔᇱሻ஻
௕ୀଵ                                                             (7) 

Random forest is also based on Classification and Regression Tree. The prediction 

was made averaging the result of 100 decision trees. However, for our dataset the result of 

random forest was less than that of the other two algorithms. 
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CHAPTER 6 

Results and Discussion 

In this chapter, we will discuss and compare between the accuracy results of all the 

algorithms using the same dataset. As mentioned in earlier chapters, three algorithms were 

used to find the ranking and accuracy of the algorithms which are Support Vector Machine, 

Decision Tree and Random Forest. We used different sizes of train and test datasets for 

e.g. 5%-95%, 20%-80%, 30%-70% etc. The input of all the algorithms are the features 

found as well as the venue id, which needed to be encoded to integer value. The output of 

our model is the unique venue ID and its respective longitude and latitude values which 

are the target attribute in our case. 

 

6.1  Result Ranking 

The ranking of the locations were calculated based on the prediction frequency of the 

matched results of the test and train datasets. We have extracted the matched results of test 

and train datasets into a new data frame to calculate the frequency of the occurrence of 

unique venue ID. After that, we have normalized the score to rescale the range of the score 

since the range of our score for ranking can vary. For the test size of 5%, the accuracies of 

each of the algorithm were highest hence we showed the output of our results of the ranking 

of respective locations for each of the algorithm with the test size of 5%. The following 

tables below 6.1.1, 6.1.2, 6.1.3 shows the ranking of the venue id and its respective latitude 

and longitude from most suitable to least, according to SVM, Decision tree and Random 

Forest respectively. As, our target attribute was the venue ID and its respective longitude 

and latitude locations, so we matched the predicted result with the tested result of the 

features with respect to  unique venue ID, then we extracted  the result of the matched and 

predicted result into another data frame and extracting the matched results, we found the 

mostly occurred result of the unique venue ID, and normalized the value to bring it to 

rescale the range and we then listed the mostly occurred result in a descending and found 

its locations by the respective latitude and longitude and its location name through the aid 

of Google Map. 
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Venue ID latitude                        longitude 

4ae8906ef964a52071b021e3 40.71267093 -74.01193142 

4b40cf3df964a5206bbb25e3 40.71834203 -74.00061817 

4ae8906ef964a52071b021e3 40.71267093 -74.01193142 

4a954328f964a520cf2220e3 40.70972827 -74.01076978 

4b02c41cf964a520c14922e3 40.71178449 -74.00208235 
 

Table: 6.1.1 ranking of venue ID for SVM 

 

Venue ID latitude                        longitude 

4ae8906ef964a52071b021e3 40.71267093 -74.01193142 

4b40cf3df964a5206bbb25e3 40.71834203 -74.00061817 

4b02c41cf964a520c14922e3 40.71178449 -74.00208235 

4b40cf3df964a5206bbb25e3 40.71838403 -74.00052317 

4b02c41cf964a520c14922e3 40.71178449 -74.00208235 

 

Table: 6.1.2 ranking of venue ID for Decision Tree 

 

Venue ID latitude                        longitude 

4ae8906ef964a52071b021e3 40.71267093 -74.01193142 

4b40cf3df964a5206bbb25e3 40.71834203 -74.00061817 

4a954328f964a520cf2220e3 40.70972827 -74.01076978 

4ae8906ef964a52071b021e3 40.76467093 -74.00193245 

4b40cf3df964a5206bbb25e3 40.71834203 -74.00061527 

 

Table: 6.1.3 ranking of venue ID for Random Forest 
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The figure 6.1.1 shows the graphical representation of the output of the ranking of the 

locations with respect to score, where we have implemented it with SVM, where the x axis 

shows the ranking of the unique venue IDS and the y axis shows the score of the top 5 

locations that will be recommended to the user. In this graph we can see that Greenwich St 

has the highest score which is close to 1 so we can deduce that all the features were 

favorable for selecting Greenwich St as the optimal location for live Campaigns. 

 

Figure 6.1.1 shows the ranking with the implementation of SVM 

 

 

The figure 6.1.2 shows the graphical representation of the output of the ranking of the 

locations with respect to score, where we have implemented it with Decision Tree 

Algorithm, in this graph we can see that the 1st and 2nd place recommended by Decision 

Tree matches with that predicted  result by SVM and also the 5th place matches as well, 

except for the 3rd and the 4th place where the place recommended at the 1st place is also 

Greenwich St hence it shows that Greenwich St is very much popular and favorable for 

live campaign features such as the check-in count, density has favored for Greenwich St.. 

Noise feature has proved to be eliminated for this location as check-in is consistent and 
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unique check-in identity feature. Hence, we can conclude that the performance level of 

both the SVM and Decision tress were very similar to each other.   

 

 

Figure 6.1.2 shows the ranking with the implementation of Decision Tree 

Figure6.1.3 shows the graphical representation of the output of the ranking of the locations 

with respect to score, where we have implemented it with Random Forest Algorithm. Among 

the candidate locations and its neighbors, Canal St is most popular and favorable for live 

advertising. However, in the implementation of all three algorithms the 3rd and the 4th 

location names varies but again the last location name has matched by using All Three 

algorithms. In the Figure 6.1.3 the score for 2nd and 3rd ranking is lower than the ranking 

implemented with SVM and Decision Tree. So we can come to conclusion that the 

performance, level of random forest is lower than other two algorithm. Also, with the help 

of Google Map we have evaluated the location name which corresponded to the respective 

latitude and longitude. 
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Figure 6.1.3 shows the ranking with the implementation of Random Forest 

 

6.2   Result Accuracy 

The accuracy of the three algorithms with respect to different test and train sets were 

calculated in order to find the best accuracy value. Below is the result of the graphs we 

plotted with the different values we found for accuracy. Due to the similarity of accuracy 

values of SVM and Decision tree, the graphs looked ambiguous merged in one, so we had 

to plot three different graphs for the three algorithms. 

The figure 6.2.1 below shows the accuracy graph of the support vector machine algorithm 

with respect to various test sizes. We have taken test sets of size 5, 10, 15, 20, 25 and 30. 

As we can see from the graph, the accuracy of SVM is decreasing with increasing test size. 

For example when the test set size was 5, the accuracy was 88.5%, whereas when test size 

was 15, accuracy was 84.9% and when it was 30, the accuracy was 83.9%. It dropped by a 

large amount from test size 5 to 20 and then increased a little at 25 and then decreased 

slightly again at test size 30.  
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Figure 6.2.1 SVM Linear Accuracy Graph 

 

Figure 6.2.2 Decision Trees Accuracy Graph 

 

The above figure 6.2.2 shows the accuracy graph of decision tree algorithm with respect to 

test size. Like SVM, we have taken test size of 5, 10, 15, 20, 25 and 30 for calculating the 

accuracy. The accuracy for decision tree algorithm also decreases with increasing test size. 

And their rate of change is quite the same. It drops significantly from test size 5 to 20. The 
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accuracy at test size 5 was 88.2% from which it dropped to 84.1% at test size. Then it kept 

dropping till 30 unlike SVM which had a slightly larger value at 25. 

The below figure 6.2.3 below shows the accuracy graph of Random Forest Algorithm with 

respect to various test sizes. The random forest has comparatively has smaller accuracy 

values than both SVM and decision tree but the pattern of accuracy is the same. It decreases 

drastically from test size 5, when it was 70.0% to 65.1% at test size 20. Then it changed 

slightly at 25 and then dropped to 63.8% again at 30. The test sizes takes here were also 5, 

10, 15, 20, 25 & 30. 

 

           Figure 6.2.3 Random Forest Accuracy graph 

 

The node sizes of the trees were also altered to find the accuracy change with respect to 

node size. Figure 6.2.4 below shows the accuracy graph of random forest algorithm having 

different node size.A test size of 5% was used for this graph. As we can see, the accuracy 

of graph increases with respect to the node size up to 50 from 68.7% to 70.0%. After even 

if the number of nodes are increased the accuracy reaches a constant level of 70.25% a 

approximately. After that, it reaches a threshold accuracy and remains constant no matter 

how much the node size is increased.  



39 
   

 

Figure 6.2.4 Accuracy for different Node Size 

Therefore, from the above graphs, we can deduce that all the accuracies are decreasing with 

increasing test size. The reason behind the fact that that accuracy is decreasing is the 

quantity of our data were less which is why the test size with the least value had a higher 

accuracy, and hence accuracy kept decreasing as test size was increasing.  

From the outcomes we can deduce that for our case decision tree has performed better than 

the other two algorithms e.g. SVM (linear) and Random Forest though the results of SVM 

(Linear) were closer to the results of Decision Tree, whereas, random forest algorithm 

outcomes were less than the other two algorithms. The reason behind smaller values of 

random forest algorithm accuracy is, some of the data we used were categorical rather than 

numerical like the time of check-in which had day of week and month. So we needed to 

convert the data into numerical value like we substituted 1 for values of Sunday and 3 for 

March. So some of the numerical values might not be accurate. Random forest works best 

with all numerical data. Since we had some categorical values converted to numerical 

value, the random forest could not perform well with this specific type of dataset, even 

though it is considered to be more accurate than decision tree. 
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Chapter 7 

Conclusion and Future Work 

 

The digital marketing has become extremely competitive in recent years.  Companies are 

looking for ways to improve their strategy to reach potential customers. Consequently 

using location to find suitable location for live campaigns. Previous check-in from social 

networks have the potential to predict a crowds next check-in and analyzing the data will 

give a good site for advertising to the right customers. 

This paper talk about finding suitable places for live campaigns, applying different machine 

learning, in the light of location based network sites using dataset from Foursquare. Some 

static geographical features are included which can change the movement pattern of people. 

With Random forest and Decision Tree Algorithm Greenwich Street has the highest score 

with Barkley Street and Pearl Street the lowest. We achieved 88.25% accuracy in Decision 

Tree regression model and an accuracy of 88.48% and 70.04% in Support Vector Machine 

(SVM) and Random Forest respectively.  

From the outcomes, we can conclude that decision tree has performed better than the other 

two algorithms e.g. SVM (linear) and Random Forest though the results of SVM (Linear) 

were closer to the results of Decision Tree. However, random forest algorithm outcomes 

were less than the other two algorithms because a part of our dataset had categorical rather 

than numerical value which has caused some error in the accuracy of random forest. 

In future we plan to gather data from mobile phone companies of Bangladesh to get user 

location with their gender, and then it would be possible to show different types of 

advertisements in different locations according to user needs. Any product would be 

promoted to its highest level if advertised to the right customers; this would be really 

beneficial for business marketing.    

 

 

Appendix 
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Conversion of Geographic Coordinates 

The geographic coordinates in the Foursquare dataset are given as longitudes and latitudes. 

For the predictive model to gauge the distance between two points more accurately, they 

will need to be converted into 3-dimensional Cartesian coordinates. In this report, we 

assume Earth to be fully spherical and the conversion formulae are as follows (Wolfram 

Research, 2017): 

		(݁݀ݑݐ݅݃݊݋݈)	cos×	(݁݀ݑݐ݅ݐ݈ܽ)	cos×	ܴ=ݔ

		(݁݀ݑݐ݅݃݊݋݈)	sin×	(݁݀ݑݐ݅ݐ݈ܽ)	cos×	ܴ=ݕ

		(݁݀ݑݐ݅ݐ݈ܽ)	sin×	ܴ=ݖ

R	is	the	earth’s	radius	6371	km	

 

Multiclass Classifiers are evaluated: 

Table 6 the types of multiclass classifiers used and their parameters. 

Item Description 

Decision Tree  

● The hyper-parameter (minimum 

number of samples at leaf nodes) is 

tuned using k-fold cross validation 

Random Forest  

● Average predictions over hundred 

decision trees  

SVM ● The hyper-parameter is tuned using 

k-fold cross validation 
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