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ABSTRACT 

utomatic Speech Recognition plays an important role in human-computer interaction, 

which can be applied in various application like crime-fighting and helping the hearing-

impaired consists of two domain – Audio Speech Recognition and Visual Speech 

Recognition. This thesis is based on Recognition of Speech in the visual domain only.  

This paper provides a new approach to lip reading Bengali words using a combination of the 

curvature of the inner and outer lips and Neural Networks. The method uses a more robust a faster 

algorithm to detect the lip contour than conventional methods used so far. 

Processing multiple frames and by collecting the contours, we can predict the Bengali words that 

are stored inside the database. Our thesis will mainly focus on detecting some specific Bengali 

words.  
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_________________________Chapter 1 

 

INTRODUCTION 

 

hen it comes to language processing systems, Lip- Reading is notoriously. 

Depending on not only the context and knowledge of the language but also visual 

clues, lip reading has been topic of experiment and research for the past few 

decades. Being one of the most important and essential breakthroughs, research on visemes has 

been going on in different languages like French, English and Spanish as well as Bengali. 

However, the efficiency is debatable. 

Although numerous researches have been done on lip-reading and they have all been ground 

breaking, but very little has been done in Bengali. Because of presence of similar pronunciation 

techniques for different alphabets, lip- reading in Bengali is particularly challenging and thus 

avoided by most. The most recent approach has been proposed by the paper “A Viseme 

Recognition System using Lip Curvature and Neural Networks to Detect Bangla Vowels” where 

the author has used combination of the curvature of inner and outer lips and Neural Networks. 

Inspired by the paper, our thesis is all about increasing the efficiency of the existing techniques 

and proposing a more effective algorithm. 

 

1.1 Objectives 

1. It has been observed that it is possible for trained people to recognize or understand speech by 

simply looking at the shape of the mouth while speaking. Thus, it should be possible to create an 

algorithm that uses the power of machine learning to read lips with some amount of effectiveness. 

W 



 
 

2 | P a g e  
 

Moreover, as human beings observe the shape of the mouth for reading lips, it was decided to use 

information on how much the mouth curves while speaking to be used in the machine learning 

process. 

 2. It was found that a lot of research has already been done on lip-reading English words and some 

amount on few other languages like Chinese, Arabic, Hindi and Tibetan. However, no information 

could be found by the author on lip reading in Bangla. Therefore, development of a system to lip-

read Bangla visemes was desirable. 

 3. Most algorithms found on lip segmentation or contour extraction were iterative, which means 

using them in tracking videos would lead to a lot of time lag, so it was important to develop an 

algorithm with a good amount of accuracy that would read lips without the need of any iterative 

function to allow for quick lip reading. 

Research on Lip-reading suggests that the field of Lip-reading is still in its infancy. A completely 

accurate and efficient lip-reading algorithm is yet to be developed. The objective of this research 

is to provide its contribution to this developing field with an algorithm that saves time and provides 

at least an above average accuracy. Contributions of this thesis are in three areas of lip reading. 

These are Lip Segmentation, Feature Extraction and Viseme Recognition.  

1.2 Challenges 

1. Since, the basic technique of lip reading includes the recognizing a sequence of shapes made by 

mouth and matching it specific word, vowel or sequence of words or vowels, it is pretty 

challenging to begin with. Explicitly speaking, the mouth forms between 10-14 diverse shapes 

known as visemes. On the other hand, speech contains around 50 individual sounds known as 

phonemes. As such, more than phoneme can be represented by a single visemes. Thus initiating 

an commotion, associating an array of visemes with a unique word or sequence of Bengali words 

is next to impossible. The challenge is choosing the one that the speaker has used. 

2. Secondly, in most cases the speaker’s lips are obscured or not totally visible. In those cases, the 

result is not correct or a precise detection is not possible. 

3.  A more difficult challenge is in recognizing, extracting and categorizing the geometric features 

of the lips during speech. 
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4.  One is that beards and mustaches can significantly confuse visual speech recognition systems. 

Consequently, they are more successful with female than male speakers. 

Unlike human interpreters, computers cannot grasp or analyze a lot of additional information 

essential for a perfect reading like context of the conversation, the speaker’s body movements and 

a good knowledge of grammar, idioms and common speech. As such a barrier remains there. 

 

1.3 Applications of Lip Reading 

Lip-reading is a way of understanding speech by visually interpreting the movements of another’s 

lips, tongue, and face. Body language, pace of speech, and the monitoring of syllables also play an 

important task, as well as context. 

Lip-reading requires great concentration, and can be difficult if the person you are lip-reading talks 

fast or covers their mouth. Not all words are easy to lip-read, and it takes time to become proficient. 

In noisy environments when it is hard to hear but necessary to listen, lip reading software is very 

important. Again, in case when situation demands long distance hearing, for instance, to interpret 

a criminal conservation, the software can play a vital part. Last but not the least, in the lives of 

people with hearing problems, a lip reading application can benefit all greatly.  

 

1.4 Thesis Contribution 

Many algorithms and models have been proposed by researchers for detecting objects and 

segmenting them. We have done a brief literature review illustrating some of these methods and 

provided a unique mixture of Active Contour Model and butterfly method which is supposed to 

outperform all the mentioned algorithms of literature review in many performance measuring 

parameters. 
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________________________Chapter 2 

 

LITERATURE REVIEW 
 

2.1 Visual Speech Recognition 

 
Consisting of two domains namely Audio Speech Recognition and Visual Speech Recognition, 

Automatic speech recognition is a segment of Artificial Intelligence and Neural Networks. 

 

2.1.1 Image Acquisition 

A webcam or a camera is utilized to get the video of a man talking such that from his articulates 

each syllable must be recognized, however video should maintain continuity, with no sound. This 

articulation of words ought to be taken a couple of times, to choose the perfect radiance, to such 

an extent that it is simpler to play out the resulting steps. This video is then spared in avi or mpgeav 

arrange [7]. The procured video is then separated into outlines or a picture arrangement, with the 

end goal that every video outline is presently a different picture record. This method is finished by 

utilizing MATLAB’s image processing toolbox. 

 

2.1.2 Lip Detection 

The time has come to find the lips region in the face, after identifying the face. This should be 

possible by the Adaboost calculation utilizing Haar highlights. [68], is a machine learning 

algorithm, which was defined by Freund and Schapire [69]. Since lip area is localized at bottom 

half of face. So, to diminish the computational flaws and enhance the productivity, the upper 

portion of confront picture is expelled. 
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2.2 Visual speech recognition by recurrent neural networks  
 

Pointing out a major flaw of acoustically based speech recognizers, Gihad and Si [31] stated that, 

with noise the performance of these recognizers depreciate significantly. As such they attempted 

to develop a program that recognizes speech with visual information of the speaker. In their 

research they wanted to extract visual speech through image processing in controlled environment. 

Considering the dynamic nature of speech patterns with respect to time as well as spatial variations 

in the individual patterns the researchers suggested recurrent neural networks architecture. Trained 

with no more than feed forward complexity, the recurrent network’s desired behavior is based on 

characterizing a given word by well-defined segments. Implicitly speaking, this technique 

completes the implementation in two steps. Starting with sequences that are segmented 

individually, a generalized version of dynamic time warping is used to align the segments of all 

sequences afterwards. With each traversal, the weights of the distance functions used in the two 

steps are updated in a way that minimizes a segmentation error. Precisely speaking, the system has 

been successful in distinguishing between words with common segments tolerates to a great extent 

variable-duration words of the same class. Although the system has been tested on a few words 

and received satisfactory results, it is yet to be implemented on Bengali verses. 

 

2.3 Visual Speech Recognition: Lip Segmentation and Mapping 

Visual Speech Recognition: Lip Segmentation and Mapping [32] presents an advanced account of 

exploration performed in the areas of lip segmentation, visual speech recognition, and speaker 

identification and verification. A useful reference for researchers working in this field, this book 

contains the latest research results from renowned experts with in-depth discussion on topics such 

as visual speaker authentication, lip modeling, and systematic evaluation of lip features. This 

research talks about Discriminative lip motion features, Gesture coding, Lip analysis systems, lip 

contour extraction from video sequences, lip feature extraction along with lip modeling and 

segmentation. 
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2.4 Machine learning technique boosts lip-reading accuracy 

A very recent research in East Angelia , UK has been found to be able to interpret mouthed words 

in a better accuracy that human lip readers[33]. This algorithm is designed in such a way that it 

doesn’t need to know the context. Although it is still in research stage, there are scores of potential 

applications for technology that could automatically transform visual cues into accurate speech. 

While looking solely at visual inputs one of the team members, Dr Helen Bear says, “We’re 

looking at… visual cues and saying how do they vary? We know they vary for different people. 

How are they using them? What’s the difference? And can we actually use that knowledge in this 

particular training method for our model? And we can,” 

 “The idea behind a machine that can lip read is that the machine itself has got no emotions, it 

doesn’t mind if it gets it right or wrong — it’s just trying to learn. So in the paper… I’ve been 

showing how we can use those visual confusions to make better phoneme classifiers. So it’s a new 

training method,” she adds. 

 

2.5 Lipnet  
 

Recent Discoveries: “A team from the University of Oxford’s Department of Computer Science 

has developed a new artificial-intelligence system called LipNet [34]. As Quartz reported, its 

system was built on a data set known as GRID, which is made up of well-lit, face-forward clips of 

people reading three-second sentences. Each sentence is based on a string of words that follow the 

same pattern. 

The team used that data set to train a neural network, similar to the kind often used to perform 

speech recognition. In this case, though, the neural network identifies variations in mouth shape 

over time, learning to link that information to an explanation of what’s being said. The AI doesn’t 

analyze the footage in snatches but considers the whole thing, enabling it to gain an understanding 

of context from the sentence being analyzed. That’s important, because there are fewer mouth 

shapes than there are sounds produced by the human voice. 

When tested, the system was able to identify 93.4 percent of words correctly. Human lip-reading 

http://qz.com/829041/oxford-lip-reading-artificial-intelligence/
http://www.oxml.co.uk/publications/2016-Assael_Shillingford_LipNet.pdf
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volunteers asked to perform the same tasks identified just 52.3 percent of words correctly.” 

 

2.6 Performance Analysis of Automatic Lip Reading Based on 
Inter-Frame Filtering 
 

In noisy environments, Automatic lip reading is considered as a complementary method of 

automated speech recognition. Among the automated lip reading algorithms, the image transform 

based lip-reading (ITLR) is one of the most competitive. However the performance of this 

algorithm varies greatly with the variation of lighting. Mr. Kim [35] has proposed a very interesting 

inter frame filtering method known as RASTA. Being intended to be used for rejecting Stationary 

and white noise in speech signal processing, RASTA approach is used in the paper. Adding it in 

ITLR and analyzing the performance has been the min ambition. This algorithm proposes 2 

merging techniques of integration and in the pre-integration process, inter frame filtering is done 

after the image transform process. Moreover, the effectiveness of high pass filtering and band-pass 

filtering has been evaluated as well. 
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________________________Chapter 3 

WORKING PROPOSAL 
 

e shall begin to explain in this chapter the method we came up with for the viseme 

recognition system. 

 

 3.1 Active Contour 
 

3.1.1  Workflow: 

 

 

 

 

 

 

 

 

 

 

 

First of all, the picture is divided into various parts so that specific features can be easily made 

distinguishable and thus the software can work with that data to single out those features to make 

a contour around them. This image segmentation is used to divide specific data so that it easier to 

make an outline around the lips. Active contour is a method to find closed contour around objects 

and uses energy minimization for the image segmentation. Edge-based active contour shown in 

“Edge- Based Active Contour With Level-Set Implementation” [70] searches for the edges of 

W 

Star

t 
Get lip image 

Segmentation of outer lip 

Segmentation of whole lip from skin 

using edge based detection 

Viseme Recognition by ANN 

 

Extraction of outer lip contours using 

butterfly method 

End 
Output 
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objects in the image. Stronger edges induce higher gradients, therefore energy functional can be 

said to be the inverse of the image gradient. 

Φ =
1

1 + λ‖∇I‖
… … … (1) 

If the gradient is small, the energy functional Φ is one, and if the gradient is large, the energy 

functional is small, and thus the gradient indicates where the edge is. 

 

   

  (a)    (b)           (c) 

Figure 3.1 Image (a) is the converted grayscale version of the input image. Image (b) is the 

energy functional λ=1. Image (c) is the energy functional λ=0.1 

Then the total energy along the curve is defined as: 

𝐸(𝐶) =  ∫ 𝛷
𝐶

𝑑𝑠 =  ∫ 𝛷
𝐿

0

𝑑𝑠 … … … (2) 

where C is the region along the curve, s is the arc length, and L is the length of the curve. 

𝐶𝑡 =  𝛷𝐾𝑁 − (𝛻𝛷. 𝑁) +  𝛼𝛷𝑁 … … … (3) 

 
 
3.2 Level-Set Implementation 
 

This approach evolves the surface ψ instead of the curve C. 
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    (A)     (B) 

Figure 3.2 Image (A) is the initial level set function ψ. The green and black line outlines the 

zero-level set. Image (B) displays the zero-level set as the curve on the input image. 

The change in the surface lets new regions to appear and disappear. The equation which is used in 

“Edge- Based Active Contour With Level-Set Implementation” [70] for the curve evolution is: 

𝛹𝑡 = (𝛷̂𝐾 + ∇𝛷̂. 𝑁 −  𝛼𝛷̂) ‖∇Ψ‖ … … … (4) 

𝐾 =  ∇ . (
𝛻𝛹

‖𝛻𝛹‖
) … … … (5) 

 𝑁 =  − 
𝛻𝛹

‖𝛻𝛹‖
… … … . (6) 

𝛹𝑡 =  𝛷̂‖𝛻𝛹‖∇ . (
𝛻𝛹

‖𝛻𝛹‖
) +  ∇Φ̂. ∇Ψ −  αϕ̂‖𝛻𝛹‖ … … … (7) 

 

3.3 Algorithm in pseudo Code 

Shown in “Edge- Based Active Contour With Level-Set Implementation” [70] is the pseudo code 
for energy evolution for lip detection. 
Set ψ = ψ0  

for k = 1 : #iterations  

Compute current K using central difference  
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Compute current ψ , ψ𝑦 using upwind difference  

Compute current ‖∇ψ‖ using upwind entropy  

Set idx as indices for the zero-level set (narrow band where ψ ≈ 0)  

Set ψ(idx) using implicit level set method  

Set Δ𝑡 = 0.5 / max(ψ𝑡)  

Evolve ψ near zero-level set by ψ(t + Δ𝑡) = ψ(t) + Δ𝑡 ∗ 𝜓𝑡  

Reinitialize ψ to the signed distance function to its zero level set. 

End 

3.4 Butterfly Method 
The mask of the segmented image of the lip is taken which is then reduced using canny edge 

detection. Then the left and right most pixel points of the mask are found. Then the midpoint of 

the two points is used to find the boundary region which is 20% of the distance from the midpoint. 

Afterwards the lowest pixel is selected from within the boundary region, which is called the 

dipping point. 

 
Fig.3.3 Detection of dipping point  

Then 8 points are taken from each side of the dipping point and another 16 points are taken from 

the lower lip. These 32 points are then used to train the built-in Artificial Neural Network in 

MATLAB so that it can recognize which letter the input image matches with the most. 

Upper right lip: 

𝑎1𝑥2 +  𝑏1𝑥 +  𝐶1 = 0 … … … (8) 
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Upper Left lip: 

𝑎2𝑥2 +  𝑏2𝑥 +  𝐶2 = 0 … … … (9) 

Lower Lip: 

𝑎3𝑥2 +  𝑏3𝑥 + 𝐶3 = 0 … … … (10) 

As a result, the training image coefficients are compared to the coefficients of the input images to 

find out what letter is being said in the image. 

Phoneme Example Viseme 

অ অজগর অ 

আ আম আ 

ই ইঁদুর ই 

ঈ ঈদ ই 

উ উত্তর উ 

ঊ ঊষা উ 

এ এক এ 

ঐ ঐক্য 

  

ঐ 

ও ওল ও 

ঔ ঔষধ ঔ 

Table 4.0: Phoneme -Viseme chart 

 

https://en.wikipedia.org/wiki/অ
https://en.wikipedia.org/wiki/অ
https://en.wikipedia.org/wiki/আ
https://en.wikipedia.org/wiki/আ
https://en.wikipedia.org/wiki/ই
https://en.wikipedia.org/wiki/ই
https://en.wikipedia.org/wiki/ঈ
https://en.wikipedia.org/wiki/ই
https://en.wikipedia.org/wiki/উ
https://en.wikipedia.org/wiki/উ
https://en.wikipedia.org/wiki/ঊ
http://www.english-bangla.com/bntobn/index/ঊষা
https://en.wikipedia.org/wiki/উ
https://en.wikipedia.org/wiki/এ
http://www.english-bangla.com/bntobn/index/এক
https://en.wikipedia.org/wiki/এ
https://en.wikipedia.org/wiki/ঐ
http://www.english-bangla.com/bntobn/index/ঐক্য
https://en.wikipedia.org/wiki/ঐ
https://en.wikipedia.org/wiki/ও
http://www.english-bangla.com/bntobn/index/ওল
https://en.wikipedia.org/wiki/ও
https://en.wikipedia.org/wiki/ঔ
http://www.english-bangla.com/bntobn/index/ঔষধ
https://en.wikipedia.org/wiki/ঔ
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3.5 Advantages over other methods 
 

There are many advantages of this proposed technique. First and foremost, it improves upon some 

of the drawbacks of the existing methods of contour extraction. Adding robustness and accuracy 

to image-based algorithms, it it extracts the curvature of the lips and so, the results are independent 

of the size or quality of the picture, illumination or mouth rotation. 

As for model-based methods like ACM, ASM and AAM, the proposed method does away with 

the need to initially add manual landmarks to the image as well as the need to train the contour-

extractor. This saves a lot of processing time, memory resources and the possibility of wrong 

initialization by the user. This makes the proposed method ideal to be used on low performance 

machines and simple smartphones. Moreover, the results show 12-20% less error and more 

accuracy compared to the result obtained by [1] in the research. 
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________________________Chapter 4 

 

RESULTS AND ANALYSIS 

 

n this chapter, the results of our proposed method will be explained thoroughly and these 

results will be compared with others. 

Our experiment had three parts –Lip Segmentation, contour extraction and viseme 

recognition 

4.1 Lip Segmentation    

Edges produce higher gradient which show below how the boundaries have darker pixels than the 

rest. 

The gradient (Fig 4.2) of the original image (Fig 4.1) was calculated using the formula below. A 

constant of 1 is added in the denominator to avoid division by 0. 

𝛷 =  
1

1 +  𝜆‖𝛻𝐼‖
… … … (11) 

Λ is added to the gradient function to control the effect of the energy function.  

    

Fig 4.1 Original Image              Fig 4.2 Image Gradient  

I 
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Active contour explores the use of energy minimization as a framework to perform image 

segmentation. There are two popular variants in active contour: edge-based and region-based. In 

our project, we have chosen to use edge-based one.  

 

 

Energy Function: 

𝐸(𝐶) =  ∫ 𝛷
𝐶

𝑑𝑠 =  ∫ 𝛷
𝐿

0

𝑑𝑠 … … … (2) 

 

For the curve evolution, the energy function is minimized using derivation: 

𝑑𝐸

𝑑𝑡
=  

𝑑

𝑑𝑡
∫ 𝛷𝑑𝑠 … … … (12)

𝐿

0

 

𝐶𝑡 =  𝛷𝐾𝑁 − (∇𝛷 . 𝑁)𝑁 +  𝛼𝛷𝑁 … … … (13) 

where N is the inward normal and K is the curvature. 

 

If the initial curve lies inside the edge, in order to make the curve evolve outward, an inflationary 

term α needs to be added. 

𝐶𝑡 =  𝛷𝐾𝑁 − (∇𝛷 . 𝑁)𝑁 +  𝛼𝛷𝑁 … … … (13) 

 

 

0 iteration              50 iteration    150 iteration   500 iteration  

Fig 4.3: Sequence of the curve shrinking and converging on the edge of the lip. 
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4.2  Energy Curve 
 

 

Fig 4.4: Energy Curve 

One simple technique to evaluate the accuracy of the implementation is to plot the total energy on 

the curve over iteration. Since the objective is to minimize that energy through gradient descent, 

the energy should be decreasing until the curve reaches the boundary. From the figure, it is 

observed that the energy quickly decreased in the first 150 iterations; then the energy gradually 

approaches the energy limit. 

4.3 Contour Length 
 

 

Fig 4.5: Contour Length 
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The contour length keeps decreasing as it shrinks to the boundary. Again, it can be seen that the 

contour length becomes quite stable as it approached 150 iterations where it almost reached the 

boundary position. 

 

4.4 Butterfly Method in work 
 

The dip separates the upper left and right lip. The left and right most pixel points are found. The 

midpoint of these two pixels is calculated and 20% boundary region from this midpoint is saved. 

The lowest pixel in this region is the dip of the lip. As the shapes can be considered to be a two 

degree parametric equations, we can simply use ‘polyval’ in matlab to find the coefficients of these 

equations by giving several coordinates of each shape.  

Upper right lip:    a1x2 + b1x + c1… … …(8) 

Upper Left lip:    a2x2 + b2x + c2… … …(9) 

Lower Lip:                     a3x2 + b3x + c3… … …(10) 

For pattern recognition, various machine learning tools are available, like Support Vector 

machines, KNN classifier and WEKA. For our experiments, we have used the Artificial Neural 

Networks tool available with the MATLAB package. 

 

4.5 Observing Error Rate 
 

𝜆 
 

1 0.7 0.5 0.3 0.2 0.1 0.05 0.01 

Error 
Rate(%) 

1.0156 1.0312 0.9219 0.5625 0.5313 0.5469 0.5625 1.1875 

Contour 
Length 

185 187 187 185 184 184 185 181 

Energy 
Limit 

0.0226 0.0316 0.0428 0.06 0.0866 0.158 0.2713 0.6466 

Iterations 
  

365 296 326 499 395 327 304 189 

Table 4.5a: Error Rate vs λ (α=0) 



 
 

18 | P a g e  
 

𝛼 
 

0 0.005 0.01 0.015 0.02 

Error 
Rate(%) 

0.5313 0.5313 0.5313 0.7969 0.8594 

Contour 
Length 

184 184 185 185 185 

Energy  
Limit 

0.0866 0.0866 0.0866 0.096 0.0969 

Iterations 
 

395 428 473 371 316 

Table 4.5b: Error Rate vs α (λ=0.2) 
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________________________Chapter 5 

 

CONCLUSION AND FUTURE WORK 

 

5.1 Conclusion 

 
Proposing neural network as a multiclass pattern classifier, this thesis has attempted to identify 

visemes of Bangla vowels being spoken. Focusing on the video feature only, the success of the 

viseme classification appears to depend upon factors like choice of lip-localization and contour-

finding algorithm, the choice of features extracted and the pattern recognition system used. 

 

We have used a technique involving combination of conversion to different color spaces like HSV, 

CIELAB and CIELUV to localize the lip’s inner and outer curves. This technique is apparently 

faster and more memory-efficient than using Active Shape Models and Active Appearance 

Models. 

 

5.2 Future Work 

This research has a lot of potential for future work. Among various segments, we have conducted 

a droplet amidst sea. Huge research is yet to be conducted with audio and video, with Bengali 

consonants as well as Bengali words.  
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________________________Chapter 6 
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