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ABSTRACT 

The upsurge of fake news in social media calls attention to the erosion of 

long-standing institutional defense against misinformation in this Digital 

Age. In the wake of the 2016 Presidential Election in US, where social 

media played a crucial role in swinging votes, fake news has been a subject 

of increased discussion and debate. Social media used for news consumption 

has both its perks and disadvantages. In one hand it is relatively inexpensive 

and can be easily accessed but at the same time the likelihood of falling prey 

to fake news cannot also be disregarded. In this paper, we initially examine 

some of the existing technologies and frameworks that have been adopted to 

augment humans to make better decisions when it comes to recognizing 

news deception. We perform veracity assessment; conduct a comprehensive 

linguistic analysis on tweets to extract bag-of-words to perform 

Classification, specially structured around a specific target, in an attempt to 

find noticeable pattern in reliable and untrustworthy news. We discuss 

several surveys that have been undertaken in the past to help us present a 

comprehensive review of detecting fake news on social media. We later turn 

to the discussion of interconnected research domains and future research 

directions for constructing an ideal model for fake news detection system 

around social media. Although designing a fake news detector is not a 

straightforward problem, we propose a head-down operational guideline for 

a feasible fake news detecting system from a linguistic perspective. 

Keywords - Deception, detection, social media, news verification, Bag of 

Words, linguistic analysis, semantic analysis, recognition, pattern, graph. 
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CHAPTER 1 

Introduction 

In general humans are fairly ineffective at recognizing deception at least we 

have to take that as consideration [1]. Initially, most people are biased 

towards truth [2]; they tend to believe that the information they perceive is a 

fact and reliable. After that exhibition of general gullibility is also present 

among some people [3] and are strikingly acceptant to the concept those are 

not trivially perceivable. Advancement of technology made fake news from 

a minor internet sideshow to major electoral threat in a far greater speed than 

wildfire. Numerous approaches have been performed throughout the decade 

in search of obtaining a way to ensure news legitimacy. Immoral news 

presentation causes an immense of confusion in society. Even some of the 

fake news even triggered unpleasant incidents and cause losses of a huge 

amount of resources in terms of time and money. News represents a vital 

source of information along with knowledge for people. Eventually, in an 

era of world shaped by social media, the escalation of fake or hoax based 

news certainly has put traditional journalism sources and media system to a 

challenge. Initially, one of the challenges people face in detecting 

misinformation is that there does not yet exist a definite definition to explain 

fake news and the characteristics needed to determine articles legitimacy [4]. 

The task of detecting news to be faked is interpreted as the forecasting of the 

possibilities of being deceptive on purpose for a particular news article 

(news report, editorial, expose, etc.) [5]. Fake news is in a sense also entitled 

as fictional stories with a motive to deceive. By extension, fake news 

detection is the task of calculating the chances of an article being deceiving 
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or at least find the quantum of fake information represented [6]. Moreover 

posted articles or piece of information occurred in social media and political 

discourse consist a considerable power in forming people beliefs and 

opinions in distinct ways. As a result, their transparency with news is often 

compromised to amplify impact on society [7]. The culture of accepting 

news from social media is discernible. As an example, almost 62% of U.S. 

adults rely for news upon various social media based platform in 2016, while 

during 2012; only 49% of the adult populations affirm perceiving news from 

social media. Another report says that social media at this point of time out 

sell the very television itself as the considerable news source [5]. Results 

suggest in detecting lies in a text than chance there is a 4% margin of 

betterment, which was based on more than 200 experiments after complete 

meta-analysis [8]. In terms of helping to reduce the negative effects caused 

by fake news and also to welfare the public along with the news ecosystem - 

It’s crucial that we should develop systems to detect fake news on social 

media or other online news portal automatically. In the latest time, 

diminishing trust in the mainstream media has been a pattern among people 

[1]. According to Gallup polls, only 40% population of adult Americans still 

have trust on their mass media sources to report the news fully, accurately 

and fairly [9]. 

1.1 Motivation 

Fake news is defined as deliberately false information spread via print, 

broadcast, or online social media. Aside from reporting errors, in general, 

fake news does not come from established news sources. It is written with 

the intent to mislead in order to gain financially or politically. It is factually 
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incorrect and usually has sensational with headlines designed to grab 

attention. The shocking headlines and emotion-invoking text are deliberately 

composed to generate broad popular appeal and to encourage widespread 

sharing. One of the problems with discussing fake news is that it appears in 

multiple forms. It is authored for a variety of motives by an assortment of 

diverse individuals. To further complicate the definition, the term fake news 

has been usurped and is sometimes improperly used by individuals to 

disagree with or choose not to recognize the facts of a news story. So our 

motivation for this research is to understand the pattern of fake news and 

study it’s characteristics by linguistic approach. 

1.2 Thesis contribution 

The objective of this research is to analyze the fake news, as the existing 

systems are mostly dependent on stance detection regarding this issue. Our 

research incorporated ‘Bag of Words’ to find out unique words and 

occurrence of those words in an article, which is well renowned technique 

for this type linguistic based analysis. Then we applied KNN algorithm over 

it for further analysis. In this research our approach was successful in order 

to differentiate legitimate tweets on ‘Hillary Clinton’ during US presidential 

election. 

1.3 Thesis Outline 

In the Chapter 1 we basically discussed about our thesis motivation, 

methodology and introduction about our thesis topic. 

In the Chapter 2 we emphasized upon literature review and philosophical 

value of news. We also discussed about linguistics in this chapter. 
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In the Chapter 3 our whole pattern analysis methods and findings are 

stitched together. This is the chapter which also gives us a whole 

understanding of our analysis method. 

Lastly, in the Chapter 4 our report concludes and we have also stated our 

future work plan here.  

1.4 Methodology 

In this portion we acknowledge stance detection though we did not 

incorporated it in our thesis and we discussed about KNN algorithm and Bag 

of Words.  

1.4.1 Stance Detection 

Stance detection comprises the estimation of the relative perspectives of two 

different text pieces on the same topic as described by [10]. Specifically, the 

task is to estimate the stance of a news headline, relative to the contents of a 

news article which can but does not have to address the same topic. Thus, 

the relative stance of each headline-article pair has to be classified as either 

unrelated, discuss, agree or disagree [11].  

1.4.2 KNN Algorithm 

KNN calculation is one of the least complex arrangement calculations and it 

is a standout amongst the most utilized learning calculations. KNN is a non-

parametric, linguistic learning calculation. Its motivation is to utilize a 

database in which the information focuses are isolated into a few classes to 

anticipate the order of another example point. KNN has no model other than 

putting away the whole dataset, so there is no learning required. Efficient 

usage can store the information utilizing complex information structures like 
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k-d trees to influence hope to up and coordinating of new examples amid 

expectation productive. 

1.4.3 Bag of Words 

The Bag of Words is a rearranging portrayal utilized as a part of normal 

dialect preparing and data recovery (IR). Otherwise called the vector spaces 

demonstrate. In this model, content, (for example, a sentence or a record) is 

spoken to as the sack (multi set) of its words, slighting language structure 

and even word arrange yet keeping variety. The Bag of Words has been 

additionally utilized for linguistic analysis of different kinds. Bag of Words 

has pretty much helpful functionality for extracting any common pattern 

over words within a sentence.  



                                                                                           
                                                                                                                                                                                    
 

 

CHAPTER 2 

Literature Review 

2.1 Philosophical Position 

A spectacular form of understanding effective arguments is to the 

Aristotelian concepts of Ethos, Pathos, and Logos [12]. This demands a 

standard working rhetoric sense. The vitality of persuasive and legitimate 

writing is the capability to dissect and validate, or debunk the verbal aspects 

of other arguments. 

 

Figure. 2.1. Aristotle divided the aspects of persuasion into three categories: ethos 

(credibility), pathos (emotion) and logos (logic). 

 As credibility refers to people believing who they trust, emotion and logic 

indicate a person’s emotional connection and means of reasoning to 

convince one of a particular argument and/or speech. 
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As shown in Figure. 2.1,”Ethos” points to the writer’s ”ethics,” which 

represents a writers control or character to entente with a topic. Ethos is 

basically stands for the credibility measure of the deliverer. For the love of 

engaging audience to a certain topic, the character presenting the 

information must be established thus considered to be trusted, also an 

experienced one also. This is basically ethical quantifier. Pathos points to the 

arguments emotional plea or the writings ability to establish an ingrained 

relation with the receiver. Although it does not have that much effect to shift 

the readers emotional spectrum. It is more about moving their mind. This 

creates an idea of emotion being constructed by ethos with motion. Several 

times this appeal is how a writer will make an argument important to a 

reader. Logos associated with arguments logical standing. An effective 

argument will acknowledge objectivity and other supporting details to prove 

authors claims or standing. A testimony from superiors with cautiousness of 

the writer to choose better evidence in order to back up personal claim is a 

vital part of it. In most cases a valid writing is prone to be well organized 

and written with sheer skill. 

 

2.2 Linguistics 

Languages represent sets of signs. Signs fuse an exponent (a sequence of 

letters or sounds) with a deep meaning [13]. Grammars are system to 

generate signs from more basic signs. Signs combine a form and a meaning, 

and they are identical with neither their exponent nor with their meaning. 

Language is a means to connect with people, it is a semiotic system. By that 

we basically mean that it is a set of signs. Its A sign is a pair consisting—in 
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the words of Ferdinand de Saussure—of a signifier and a signified. We like 

to call the signifier the exponent and the signified the meaning. In 

linguistics, language signs are constituted of four different levels, not just 

two: phonology, morphology, syntax and semantics. Semantics deals with 

the meanings (what is signified), while the other three are all concerned with 

the exponent. At the lowest level we find that all is composed from a small 

set of sounds, or—when we write—of letters. The minimal parts of speech 

that bear meaning are called ‘morphemes’. Often, it is tacitly assumed that a 

morpheme is a part of a word; bigger portions are called idioms. Word has 

meaning, its sound structure, its morphological structure and its syntactic 

structure. The levels of manifestation are also called strata [14]. There are 

levels of linguistic analysis which are; 

1. Phonetics: Phonetics is the study of production, transmission and 

perception of speech sound. It is concerned with the sounds of 

languages, how these sounds are articulated and how the hearer 

perceives them. 

2. Morphology: It is study of word formation and structure. It studies 

how words are put together from their smaller parts and the rules 

governing this process. 

3. Lexicology: It is study of words. We study word-formation and world 

classes. Lexeme is the smallest unit of Lexis. 

4. Syntax: It is the study of sentence structure. It attempts to describe 

what grammatical rules is in particular language. 

5. Semantics:  It is the study of meaning in language. It is concerned with 

describing how we represent the meaning of word in our mind how 
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we use this representation in constructing sentence. It is based largely 

on the study logic in philosophy [15]. 

It also associates insights into the nature of language variation (i.e. dialects), 

language shifting over period, how language has been processed and saved 

in the brain, and in which way it is acquired by early age population. All of 

these data were studied and analyzed for over a decade by the University of 

Arizona's Department of Linguistics. Although linguistics is still vaguely 

unfamiliar to the educated portion of the population, it is an expanding and 

enthusiastic field with a swelling major impact on other fields as diverse as 

psychology, philosophy, education, language teaching, sociology, 

anthropology, computer science, and artificial intelligence. A researcher 

with an interest in linguistics can select among a diverse range of study 

paths. Some of these are renowned for various important research 

modification purposes. A point to be noted is, different study paths will be 

fruitful from different course concentrations, so it's a generous idea to 

explore these zones of linguistics which can assist to learn about the patterns 

those fake news follow and identify them before they can cause any negative 

impact on the whole society and the social media by which it is stitched in 

the modern civilization. Linguistics based approach were introduced a long 

ago in the sector of machine learning and it is thriving since that time. 

  

 



                                                                                           
                                                                                                                                                                                    
 

 

CHAPTER 3 

Fake News Pattern Analysis & Result 

3.1 Veracity Assessment  

This portion is about trust ratio and list of credible sources we derived from 

our study.  

3.1.1 Most to Least Trusted News Outlets in USA   
 

We primarily examined two comprehensive surveys in order to establish the 

credibility of US News sources. The first study was initiated by pew, a well 

established Research Center in 2014. Pew surveyed a representative sample 

of randomly selected Americans, polling nearly 3,000 people in 2014. The 

second study was an online survey in 2017, initiated by 28 different news 

providers in US. It attracted almost 9,000 respondents, who were asked to 

name three news sources they trusted and three they did not [16]. These two 

major surveys have been widely acknowledged by several independent 

professional journalist societies.              
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Figure. 3.1.1(a) To generate these graphs, we used matplotlib and xlrd Python 

libraries to create a system that can fetch data from a dynamic excel file and display 

bar charts respectively. The Economist had the highest trust rating overall, while 

Occupy Democrats had the least. 
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With the aid of these surveys, we constructed our own trust-ratio scale of the 

most and least credible news outlet in America. Graphs representing our 

trust-ratio scale are shown in Figure. 3.1.1(a) and (b). 

                                                             

 

Figure. 3.1.1(b) News sources vs Trust Ratio graph, generated from the table in 

Table 3.1.1. 

A room for other news sources to be incorporated in the trust ratio is always 

open and appreciated in the system. Some of the well recognized ones are 

pre loaded as starter for the system due to comprehensive standings of 

reliable news sources is different for several studies. So eventually we 

construct an average scale of reliable sources stated in all studies we were 

provided with.   
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Table  3.1.1. News sources with their respective Trust Ratio Score. 

Initial finding of this research was to filter top 20 ‘United States of America’ 

credible sources prepared by studying survey and research report done by 

transparent criticism. Later integration of survey results assist to structure a 

trust ratio scale, which is illustrated in figure 3.1.1(b).  

 

3.1.2 Determining Alexa Rank Score via domain parsing 

Alexa Rank, designed by Amazon, is a metric that ranks website in order of 

popularity in terms of web traffic. It takes into account an estimation of the 

average daily unique visitors and the underlying algorithm redresses for 
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various possible biases. For this, we designed a module using urllib parser to 

extract the domain name from the link of an article and return its respective 

Alexa rank. An example of what this module accomplishes is shown in 

Figure. 3.1.2. The Alexa rank is demographically depended and gives 

different values from region to region. Due to this credibility of this score is 

minor weighted and treated as optional.   

 

Figure. 3.1.2.  Output for a single source of this module. 

 

3.1.3 Extraction of Hash tags 

Hash tags have become a popular way of tagging content on Social Media, 

and attaching hash tags to a piece of content can dramatically increase its 

visibility on social media. One of our modules returns all the hash tags 

associated with a particular article from analyzing the entire webpage and 

creates a word-cloud. An example of what this module accomplishes is 

shown in Figure. 3.1.3. Hash tags can be used as a key element to fetch 

important information about any particular topics. Though hash tags can be 

some time confusing and may not be efficient for information search but 

apart from that hash tags are ingenious way to extract co related key words 

from a piece of text. These key words can act as summary and notable nouns 

or actions present in the news.   



                                                                                           
                                                                                                                                                                                    
 

 

Figure. 3.1.3.  Hash tag word cloud generation by world of hash tags. 

 

Key points from a post are accumulated in the word cloud which is derived 

from hash tags. This technique indeed assists the perceiver to learn about the 

acting characters, related places, performed actions and other trigger words 

mentioned within a post or article. 

 

3.2 Headline Analysis 

In this portion we discussed about headline analysis and other methods 

related to that.  

3.2.1 POS Tagging Using NLTK  

The NLTK framework is used for processing natural languages and 

providing comprehensive support for various NLP related tasks [14]. We 
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used NLTK to tag parts-of-speech to each token in an attempt to recognize 

words of importance. The output generated by module is passed down to the 

next modules. An example of what this module accomplishes is shown in 

Figure. 3.2.1. These extraction is necessary to pass them in the event registry 

module and later it can be also be analyzed with association of dandelion 

API which is mainly used for text similarity analysis. So undeniably NLTK 

provides the skeleton of our system to drive forward. NLTK pluck out parts 

of speech and assists to structure the skeleton of the whole system. All  of 

the words extracted as parts of speech is analyzed with Bag of Words which 

provides another point of view to the analyzing method and some words 

such as preposition, articles, punctuations are also filtered out along the 

process . 

 

 

Figure. 3.2.1. Our module performs POS tag on every token.



                                                                                           
                                                                                                                                                                                    
 

 

3.2.2 Named Entity Recognition Using NLTK 

 

This is the first step after POS tagging towards information extraction from 

unstructured data. Named Entity Recognition is part of the information 

extraction. It is known as entity identification and entity extraction [5]. 

Named Entity Recognition can be used to automatically populate a legal 

ontology from legal texts following ontology learning [17]. [18] Shows how 

web resources such as Wikipedia and Wiktionary can be used in 

combination with a domain corpus, a general purpose named entity tagger 

and a seed or base ontology to derive domain ontology. We used NLTK to 

construct a NER tree. An example of what this module accomplishes is 

shown in Figure. 3.2.2. 

 

 

Figure. 3.2.2. This module extracted real-world entity from the headline (Person, 

Organization, etc) 

 

3.2.3 Searching Global News Using EventRegistry 

Event Registry is a system that can analyze news articles dropped in to it and 

search for world news events mentioned in them. The system is capable to 

identify a bulk of articles that has coherence with the same event. It is able 
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to identify groups of articles in different languages that describe the same 

event and represent them as a unique event. From articles in each event it 

can then extract events significant information, such as event related place, 

time and date, personalities who are related and what is it talking about. 

Extracted information is kept in a database. A dedicated interface for the 

users is available that allows users to search for events using advanced 

search options, to visualize and aggregate the search results, to analyze 

individual events and to identify correlated events [19]. By using Named 

Entity Recognition to collect searchable and meaningful token from the 

headline of the article and parallelly performed queries in Event Registry 

based on those extracted tokens to fetch news published by various news 

outlets or portals around the globe on that particular topic. An example of 

what this module accomplishes is shown in Figure. 3.2.3. 

 

 

 

Figure. 3.2.3 Based on the named entity recognitions we extracted in our previous 

module, we used the noun-phrases as query. A query of “Hillary” and “Russia” as 

such, for example, returned all the related news covering the topic from around the 

world. 
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3.2.4 Comparing Text Similarity 

 

The Dandelion API consists of a domain offering endpoints, for distinct text 

analysis tasks. In specific, this API offers semantic analysis features for: 

Entity Extraction, Text Similarity, Text Classification, Language Detection, 

and Sentiment Analysis [20]. Dandelion offers an extent of knowledge graph 

of locations, events, organizations, persons and other information. 

 

 

Figure. 3.2.4. Entity extraction using Dandelion. 
 

In common data extracted from various different data origins are sewed 

altogether in a single substantial knowledge graph by Dandelion, and it also 

provides a set of APIs over it [21]. Dandelion API is a structure crafted to 

direct this programmability provocation for data-parallel applications. 

Dandelion gives an insight to a unified programming model for 
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heterogeneous systems that extent a divergent array of execution contexts 

including CPUs, GPUs, FPGAs, and the cloud. According to L.Ross et. al. 

Dandelion implements a single machine abstraction: the programmer 

composes continuous code in a high-level programming language [22]. We 

used Dandelion to compare the Syntax and Semantic similarity between two 

excerpts. 

This actually shows the inter connectivity of news to determine the 

legitimacy of it. In most cases Dandelion takes a piece of text and compares 

its structure with another. This phenomenon also works well for news 

comparison if key characters of the news can be passed in this particular 

API. 

 

 

Figure. 3.2.4(a). This module can compare the syntax and semantic similarity 

between two tweets. The level of accuracy is not necessary consistent, but this is a 

marker that needs to be kept track of. 

 

3.2.5 Performing Image Search 

This module collects all the noun phrases extracted from the headline of the 

article by TextBlob, which is a Python library for processing textual data, 

and we parse and concatenate to build an URL to display all the Google 

Images based on the query. An example of what this module accomplishes is 
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shown in Figure. 3.2.5. This will also act as a visual aid to what sort of 

content the user is consuming. 

 

                     

Figure. 3.2.5. Based on the headline, this module is able to fetch relevant images 

from Google. 

 

3.3 Linguistic Approach 

According to Roxana et. al. [23] Languages represent varieties domains of 

signs. Signs include an exponent (a continuous sequence of letters) with an 

implication. Grammars open up ways to craft signs from more general signs. 

Signs fuse a form and a content, and they are identical with neither their 

exponent nor with their definition. Most of false claims show usage of 

language in such a strategic way that might help to avoid being unmasked as 

fake. In addition to the action to control their speech, language leakage 

occurs with particular verbal aspects that are tougher to watch over such as 

frequencies and patterns of pronoun, conjunction, and use of negative 
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emotional texts [24]. Dramatization of a news story may vaguely depend on 

usage of Subjective words [15]. Again, in the domain deception detection 

research satire is famous for being an attractive subject: it is represents a 

twisted type of deception that is in a way more intentional and incorporates 

cues revealing its deceptiveness of its own [8]. 

 

3.3.1 Data Representation 

Natural language processing (NLP) systems attain strings of words 

(sentences) as their input and generate a structured representations pull out 

the meaning of those strings as their outcome. The goal of linguistic 

approach is to look for language leakage or so called Predictive deception 

cues found in the content of a message [25].Perhaps the simplest method of 

representing texts is the bag of words approach, which regards each word as 

a single, even significant unit. In the bag of words approach, individual 

words on n-grams (multi word) frequencies are aggregated and analyzed to 

reveal cues of deception [26]. Respective lexical cues are tagged to words as 

a function of the whole process e.g. parts of speech [27], affective 

dimensions [28] or location-based words [29] are recognized as ways to 

reveal linguistic indication of deception by supplying subsets of frequency. 

3.3.2 Deep Syntax 

The task of news analyzing is not always well enough in forecasting 

deceptive information. For purpose of speculating norms of deception 

deeper language structures (syntax) have been closely examined [30]. 

Outside assessment tools e.g. the Stanford Parser, [10; 31], AutoSlog-TS 

syntax analyzer [15] and others aid in the process constructing automatic 
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deep syntax analysis. Solely, syntax analysis might not have adequate ability 

of recognizing deception, and researches generally merge this viewpoint 

along with other linguistic or network resulation methods [32]. 

3.3.3 Ambiguity in Language 

Deception Detection Psycholinguistic work in interpersonal deception theory 

[33] has hypothesized that a particular pattern of writing can suggest the 

signs of a writer willing to purposefully obscure the fact, as shown in 

Figure.11. 

 

Figure. 3.3.3. Based on the headline, this module is able to fetch relevant images 

from Google. 

 

Hedge words and other vague qualiers [34; 23], e.g. this may increase 

indirectness to a position in the writing that bemuse its meaning. Again 

satirical statements may trigger more generalized traits that reveal its 

deprivation from the truth because the objectivity of sarcasm itself is to be 

amusing and understandable at the same time towards at least a few set of 

readers to recognize the humor of it [24]. Again articles derived from The 

Onion and other satirical news sources are often restated in other news 
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outlets or shared on online platforms as if the stories were factual [7]. 

Traditionally, satire has been distributed into two styles: Juvenalian, the 

more tending to hostility between two and Horatian, the more lively [24]. 

Juvenalian type of satire is specified by repulsion and sarcasm where 

Horatian satire by contrast on nature tends towards teasing and mockery 

[33]. 

 

3.4 Tweet Analysis 

This portion is about tweet analysis and our operations on a tweet. 

3.4.1 Stance Detection for Twitter 

Stance detection for tweets involves detecting if the tweet is in FAVOR or 

AGAINST a particular target which can be a person, a trending topic, etc 

[1]. The idea is to collect two sets of dataset on a particular target: One 

should be labeled as “Legitimate” and the other as “Fake”. For our research, 

we decided on our target as “Hillary Clinton”, since it was one of those 

topics that have been intensely spoken about in the last year. We collected 

80 tweets on “Hillary Clinton” tweeted by the five most credible news 

sources listed in our aforementioned report. These sources are most likely to 

hold credibility in terms of representing news as it is without any kind of 

biasness. Later from those collected tweets we can also run sentiment 

analysis module to extract polarity from given tweets and subjectivity of 

those tweets also. A sample of the dataset is shown in Table 3.4.1. 
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Table  3.4.1. Sample of tweets collected from news sources with high trust ratio – 

Labeled ”Legitimate”. 

3.4.2 Sentiment Analysis 

We then performed Sentiment analysis on all the 80 tweets, measuring 

Polarity (-1 to 1) and Subjectivity (0.0 to 1.0, where 0.0 is very objective and 

1.0 is very subjective.). 

 

Table  3.4.2. ”Hillary” tweets with its polarity and subjectivity. 
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In Table 3.4.2, we can observe that the ”Legitimate” tweets on ”Hillary” are 

mostly Neutral in terms of Polarity. We can therefore hold it as one our 

markers for constructing predictive model. The pie chart in Figure 3.4.2(a) 

tells us that the ”Legitimate” tweets on ”Hillary” are mostly Neutral in terms 

of Polarity. We can therefore hold it as one our markers for constructing 

predictive model. 

 

 

Figure.  3.4.2(a). Sentiment analysis of Legitimate ”Hillary” tweets at a glance. 

President Donald Trump is infamous for his highly polarized tweets 

worldwide. Most of Trump’s tweets exhibit a lot of linguistic characteristics 
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usually observed in otherwise deceptive news. His tweets are ambiguous in 

nature, abusive and mostly subjective. We collected 50 tweets of Donald 

Trump on ”Hillary” from the same time period of when we collected the 

”Legitimate” tweets. We performed the above sentiment analysis on all of 

these tweets as well and noted them down accordingly. The characteristics of 

Trump’s tweets can be reflected in the pie chart in 3.4.2(b), generated by 

analyzing his tweets. Donald Trump’s hoax based tweets seem to provide 

negative polarity more than the legitimate Hillary tweet dataset.  

 

Figure.  3.4.2(b). Sentiment analysis of Donald Trump’s polarized ”Hillary” tweets. 
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3.4.3 Result & Findings 

Perhaps the simplest method of representing texts is the bag of words 

approach, which regards each word as a single, but significant unit. We 

created a BoW model for the two datasets that we prepared in an attempt to 

find which word frequencies in each categorized tweets. We filtered through 

the 50”Hillary” tweets made by Donald Trump and appended only the noun-

phrases in our corpus. We then created the BoW model based on the corpus. 

Our results are shown in figures. 

 

                                                                

Figure.  3.4.3 (a). Every index represents an unique word from the entire corpus of 

tweets. 0 means there are no occurrence of the word, 1 means the word occurred 

once, and so on. 

Above figure is the illustration of BoW model matrix which stands for 

words occurrence in a certain tweet. Though frequency is not measure in this 

particular part but unique word occurrence is the main finding here. 

Triggered words can be shown to be present in a tweet by this array (first 

unique word index is generated) then their unique occurrence in every tweet 

for total dataset can also be derived by this. This is mandatory for pattern 

analysis in the further parts.  
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Figure. 3.4.3 (b). Vocabulary corpus for the 50 Trump’s ”Hillary” tweets. It 

represents all the unique noun-phrases present in these tweets with their associated 

unique id number. 

                                                       

 

Figure.  3.4.3 (c). This tells us the occurrence of each word in all of the 50 tweets. 

Throughout the above diagrams the process of collecting each unique 

(Noun) words occurrence are visualized. By studying unique words 
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recursive occurrence in both fake and legitimate news a pattern can be 

analyzed. This linguistic approach give an insight to a generalize framework 

followed by deceiving or fake news and construct a differentiation between 

real to fake. Through calculating word frequency it can be perceived that the 

usage of a certain type word occurrence in a text. For example a deceiving 

word like ‘big’, ‘huge’, ‘crooked’, ‘bad’ etc. is used to hide quantum of any 

quality. Most times any article or informative text containing these type 

words are meant to create deception and hide factual information. If frequent 

used words in hoax or fake news can be identified then this appearance 

count can assist the hoax detection. More appearance of course means more 

likelihood to be fake news. We performed above modules on a particular 

topic which was about “Hillary Clinton” and “Donald Trump” tweets. Other 

diverse topics can also be analyzed using the same systems; here “Hillary” 

tweets are considered to be legitimate and labeled real, where “Trump” is 

considered as biased and labeled fake. Labeled dataset is also a key factor 

here because it saves an enormous time to screen out distortions in the data 

sets and provides a kick start to machine learning process. Though for huge 

datasets it is not that much feasible and is time consuming. We were also 

able to find out deceptive words and their interpretation in the sentence 

which is role player in sentiment analysis along with subjectivity. Larger 

dataset analysis would help to accomplish a dictionary of deceptive words 

which’s presence can help to find out credibility of a news.  

Our findings from this analysis is that Trump’s polarized tweets were very 

subjective in nature. He often used superlative words and the word ”big” 

frequented in his tweets which is not specific in nature, to describe a 
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situation and ”phony” and ”crooked”, which is abusive in nature, to describe 

Hillary Clinton. We performed the same comprehensive analysis on the 80 

Legitimate”Hillary” tweets. Our results are shown in the figure below. Based 

on our findings, we can assert that legitimate tweets in general are more 

specific and more objective in nature. They are rather critical than abusive. 

They refrain from using strong words if not absolutely necessary and would 

only do to quote somebody. 

 

Figure. 3.4.3(d) Vocabulary corpus for the 80 Legitimate”Hillary” tweets. It 

represents all the unique noun-phrases present in these tweets with their associated 

unique id number. 

K-nearest neighbors (KNN) is a classification technique used for both 

classification and regression predictive problems. At its most basic level, it 

is essentially classification by finding the most similar data points in the 
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training data, and making an educated guess based on their classifications. 

The steps of KNN algorithm are: 

1. Computing a distance value between the item to be classified and 

every item in the training data-set. 

2. Calculate the k closest data points (the items with the k lowest 

distances). 

3. Conducting a “majority vote” among those data points — the 

dominating classification in that is the final classification. 

There are many different ways to compute distance, as it is a fairly 

ambiguous notion, and the proper metric to use is always going to be 

determined by the data-set and the classification task. Two popular ones, 

however, are Euclidean distance and Cosine similarity. We went for 

Euclidean distance. 

                 
 

   

                       

 

Euclidean distance is essentially the magnitude of the vector obtained by 

subtracting the training data point from the point to be classified. In the 

figure below we plotted fake and legitimate tweets and show the standing of 

the test tweet. As it was labeled fake and machine was not trained for test 

tweet sets.   
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Figure 3.4.3(e): Polarity vs. Tweets. ‘Red’ plots represent Trump’s tweets and 

‘Blue’ plots represent ‘Legitimate’ tweets. The single green plot represents our test 

data. 

The polarity of our randomly selected tweet on “Hillary” was -0.3. The 

application of KNN algorithm required us to first find the k nearest 

neighbors of our test data. We decided on k=3, i.e. the three nearest 

neighbors. By applying the Euclidian equation, we calculated the distances 

and located its three nearest neighbors. For this particular sample, out of the 

3 nearest neighbors, 2 were labeled fake and 1 was labeled legitimate. The 

test sample tweet was ‘Fake’. Our system gave a result for particular tweet 

where for known labeled tweet was not unveiled to machine but still it were 

able to find out that given news article pattern was most liked to be fake and 

voted 2/3 likelihood of being fake. The accuracy can be fine-tuned by 

increasing the number of tweets in our dataset.  
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Chapter 4 

Conclusion 

In this paper, we discussed the computational linguistics implementations 

we have used to perform linguistic analysis on tweets to observe patterns 

exhibited by legitimate and fake or ambiguous news. We have designed 

separate independent modules that are aimed to assist humans in making 

better decisions of detecting deception in news. We deconstructed the 

grammar of the tweets for in-depth analysis and constructed a 

comprehensive BoW model based on the categorized labeled tweets. We 

have compared how polarity and subjectivity varies between legitimate and 

polarized tweets, considering the topic of the tweets to be same. Our future 

research on this is going to be about performing in-depth stance detection 

analysis on top of the BoW models that we constructed in this research. Our 

framework can be used on other specified topic to create more learning 

assisted atmosphere for machine itself and also other diverse patterns can be 

learn by it and implemented for more efficient prediction in upcoming future 

days. Introduction of satire based linguistic to machine will be a big 

challenge to our future expansion of this model but still it can make our 

framework capable of analyzing topics of far  more versatility and 

information. 
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