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Abstract 

Sign language is a medium of communication between individuals who have hearing and 

speaking deficiency. Generally they are called Deaf and Mute. To have a better, effective and 

simpler communication between the vocal and non-vocal society, it is very important to 

understand their language without difficulty. Previous research works have shown us different 

types of efficient methods of interaction between these two sets of people. On the down side, 

however, they tend to focus on one sided conversation only. Our paper focuses on two very 

important things; one is converting the American Sign Language (ASL) to text word-by-word 

and the other is audio to gesture & text conversion. We used the microphone of Microsoft 

Kinect Sensor device; a camera; along with common recognition algorithm to detect, recognize 

sign language and interpret the interactive hand shape to American Sign Language text. We 

decided to build efficient system that can be used as an interpreter among the hearing impaired 

and the normal people. Besides helping as an interpreter, this research may also open doors to 

numerous other applications like sign language tutorials in the future. 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Chapter 1 

Introduction 
1.1 Motivation 

Our world has an immense cultural and lingual diversity. According to World Federation of 

the Deaf (WFD), there are approximately 70 million Deaf and Mute (D&M) people among us. 

Each language is unique with distinct culture and is expressed by visible hand gestures. “Just 

as spoken languages have evolved throughout the world, various signed languages have also 

emerged in different parts of the world. The languages may differ from region to region and 

country to country”. [23] 

This D&M part of society is always isolated from the people because the only method of 

communication is Sign Language (SL) whereas interpreters are not always available. Thus they 

are continuously dependent on another individual to convey what they need to say to people 

who do not understand SL. “Too often, lack of accessibility bars deaf people from sharing and 

learning information with others” [1]. 

 

1.2 Thesis goal 

To assist them, in overcoming these feelings of helplessness and reliant, we are developing a 

complete computer based system. Our system would focus on two main methods of interaction; 

i) Speech to Gesture and Text conversion (SGT) and ii) Gesture to Image and Text conversion 

(GIT) word-by-word. In order to achieve this we would use a device called the Microsoft 

Kinect Sensor (MKS). 

 

1.3 Thesis Outline 

In this thesis, we will discuss about – 

 Chapter 02 – In this part, we discuss about the machineries, the software 

environment or tools we have used to do the thesis is described and also about the 

papers which we read through to complete this thesis. 



 

 

 Chapter 03 – This section discusses about how we designed our system with the 

appropriate models. 

 Chapter 04 – Here we talk about how the design, we mentioned in the earlier 

chapter, helps us. 

 Chapter 05 – How the program works, the results and performance is described in 

this portion, after the system implementation. 

And lastly, 

 Chapter 06 – Conclusion and Future Work are presented in this phase. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Chapter 2 

Background Study 
2.1 System Description 

2.1.1 Introduction to the MKS (Microsoft Kinect Sensor) 

Kinect is a motion sensing input device developed by Microsoft in early 2010 [10]. Kinect is 

mainly used in Xbox 360 console and for Windows PCs [10]. For Windows, a Kinect sensor 

consists of an RGB camera which can store up to three channel data of resolution 1280×960. 

It has an IR (infrared) emitter, which emits lights beams, and an IR depth sensor, that reads the 

reflected beams and processes the information to measure the distance between the object and 

the sensor. It also has a multi-array microphone that can capture sound and detect the location 

of the source and direction of the audio wave. It has a practical ranging limit of 40cm – 3.5m 

for Windows and the frame rate is 30 FPS (Frames per Second) [11]. Figure 1 depicts the 

picture of a Kinect. 

 

Figure 1: Kinect components [14] 

2.1.2 Kinect SDK 

Kinect SDK enables developers to create applications in languages like, C++, C# or Visual 

Basic by using Microsoft Visual Studio (MVS) [12]. It is capable of capturing front body 2D 

motion, gesture, facial and voice recognition [11], skeletal tracking and advanced audio 



 

 

capabilities [13]. To track gesture, we need Kinect sensor to record skeletal and depth data and 

capture the RGB video stream. 

Core of the Kinect for the set of Windows API, supports fundamental image and device 

management features like, access to the Kinect sensors that are connected to the computer; 

access to image and depth data streams from the Kinect image sensors and delivery of a 

processed version of image and depth data to support skeletal tracking. Figure 2 shows 

interaction method of sensor Hardware with software of an application. 

 

Figure 2: Hardware and software interaction with an application [3] 

In addition, the software has the capability to recognize and track human body. The software 

runtime converts depth data into about 20 skeleton joint points of human body to track up to 

two persons in front of the camera [14]. 

 

2.1.3 Kinect Hardware 

Including the Kinect sensor and the USB hub, through which the sensor is connected to the 

computer [15]. 

 

2.1.4 Kinect Drivers 

Microsoft provides Windows (7, 8, 8.1, or 10) drivers for the Kinect sensor [15]. 



 

 

2.1.5 Microsoft Visual Studio (IDE) 

Microsoft visual studio (MVS) is an integrated development environment (IDE) from 

Microsoft. It is an integrated solution which enables the users to develop console and graphical 

user interface (GUI) applications along with Windows Forms Applications (WFP), web sites, 

web applications, web services and so on[16]. 

MVS supports almost all kinds of programming languages including built-in languages such 

as C, C++ [16] (via Visual C++), VB.NET (via Visual Basic .NET), C# (via Visual C#), and 

F# (as of Visual Studio 2010) [17]. All of these languages are built on top of the .NET Runtime 

(known as Common Language Runtime or CLR) and produce the same intermediate output in 

Microsoft Intermediate Language (MSIL) [19]. Like any other IDE, it includes a code editor 

that supports syntax highlighting and code completion, using IntelliSense for variables, 

functions, methods, loops and LINQ queries [20]. 

IntelliSense is supported for the included languages, as well as for XML and for Cascading 

Style Sheets and JavaScript when developing websites and web applications [21, 22]. Auto-

complete suggestions appear in a modeless list box over the code editor window, in proximity 

of the editing cursor. In Visual Studio 2008 onwards, it can be made temporarily semi-

transparent to see the code obstructed by it [21]. The code editor is used for all supported 

languages. 

 

2.1.6 Camera 

We have to take gestures as individual images for input in the Gesture to Image and Text (GIT) 

part. Sign gestures can be captured by different types of cameras, like smart phone camera, 

webcam etc. 

 

2.1.7 Display/Screen 

To give the user a mirrored image impression there is a screen or display in front of the user. 

Data processing has to be accurate and mirroring the real time video essential in order to give 

the user an impression of mirror. 



 

 

2.2 Related Research 

Many research works, related to sign language, have been done. People, who are not deaf, 

usually do not try to learn the sign language for interacting with those who have hearing 

difficulties. Finding an experienced and qualified interpreter every time is a very difficult task 

and not always affordable. This becomes a cause of isolation for the deaf people. However, if 

a computer can be programmed in such a way that it can translate sign language to text format 

and vice versa, the gap between the normal people and the deaf community can be minimized. 

“A gesture in a sign language is a particular movement of the hands with a specific shape made 

out of them” [25]. 

Sign language can provide gesture for letters to perform words that do not have corresponding 

sign in that language. Though there are papers to recognize such letters, using gesture from the 

MKS, and forming words combining those letters. A sign language usually provides sign for 

whole words and papers relating signs to specific words are limited. 

Kakde et al. worked on signs recognition and convert to text and speech using web camera for 

taking inputs, then performing the YCbCr color transformation and Principle Component 

Analysis (PCA) algorithm for feature extraction [2]. In [3], Ghorpade et al. have a new 

technique called artificial speaking mouth for dumb people. They have used hand gloves to 

perform hand gesture, acoustic pre-processing for voice input, Mel Frequency Cepstral 

Coefficients (MFCC) for feature extraction and Hidden Markov models (HMMs) for speech 

recognition. 

Ear hear is an android application for deaf people to communicate with normal people, which 

has been worked on by Subhaashini et al. [4]. The Speech-to-Sign and Sign-to-Speech 

technology are implemented using VRS (Video Relay Service). Similarly, Krishna also 

designed an android application, which will detect the ISL via mobile camera and convert it 

into corresponding text or voice output [6]. He has used gesture recognition using video and 

image processing using histogram method to keep track of the pixels using RGB 

(red/green/blue) and HSV (hue/saturation/value) for skin color dictation. 

Matiwade et al. have developed a hand glove with flex sensor that can interpret English letters, 

numbers and some Indian sign language (ISL) for the project they have used Gesture, Flex 



 

 

Sensor, ARM7TDMI, Text-To-Speech Conversion algorithms [5]. While Ahire et al., [7], have 

explained in their paper how they extracted gesture from real time video and mapped it in 

human understandable speech. In the second section they have converted natural language into 

animated sign gesture. They have used frame fragmentation Google Text-To-Speech (TTS) 

API and Google Speech-To-Text (STT) API in their project. 

Archana and Gajanan have proposed two algorithms; (a) Rule based and (b) Dynamic Time 

Warping (DTW) for ISL word recognition where they have deduced that DTW is better than 

rule based approach and for sentence creation, they used inverted indexing concept [8]. 

Shreyashi [9] captured the signs of all 26 alphabets by webcam; pre-processed for feature 

extraction using HSV color model and compared the obtained features by using the PCA 

algorithm. For Image segmentation, they used Otsu algorithm and for feature extraction, they 

used Centroid, skin color and principal component as main feature. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Chapter 3 

Design and Implementation 
3.1 Proposed Model 

Figure 3: Proposed Model 

Left (i. Speech to Gesture and Text) Right (ii. Gesture to Image and Text) 

3.2 Model Description 

3.2.1 Speech to Gesture and Text 

The method, shown in Fig. 3(i), aims to make a normal person able to communicate 

successfully with a deaf and mute person. A normal human being is capable of giving natural 

language as input from his side. So, in order to process this natural language, the first step is to 

generate text data out of audio speech data. 

It is easy to process to text data as compared to audio speech signals. There are several 

platforms those provide us with all the required functionalities and provisions to translate audio 

speech to corresponding text for further processing. 

All the extracted characters from the converted text are then matched with the gesture images 

that are already stored in data set. Finally, the user will get a sequence of gesture images for 

the corresponding text, including a subtitle. 



 

 

We have already tried SGT in C sharp language where we have given the input from a normal 

microphone. We have used XML for making the UI of the system, speech reorganization 

engine library for recognizing the speech. Here a sentence can take a maximum of six words 

and show the gesture along with the subtitle. 

However, there are some difficulties we are facing while taking the audio input, because of the 

background noise sometimes the excepted gesture are not showing. To minimize the problem 

we have decided to use the in-built Kinect microphone. Moreover, one of the challenges that 

we are willing to take in future work is making a perfect sentence with correct grammar rule. 

Our current output shows a sentence as “father mother go home” but we will change the 

structure of the sentence as “Father and mother are going home”. So, basically we will use the 

to-be verbs, i.e. am, is, was, were etc. in the sentence. 

Pseudo code: 

Initialize KinectSensor, ImageArray, Choices 
load kinect 
 check connectivity 
  initialize images, labels 
  recEng_speech_method() 
  if click->speak 
   print sequence of images with labels 
 clear_AllClick_Method() 
                            else click->stop 

Figure 4: Pseudo code SGT 

3.2.2 Gesture to Image and Text (Fig. 3(ii)) 

3.2.2.1 CNN (Convolutional Neural Network) 

“A CNN consists of an input and an output layer, as well as multiple hidden layers. The hidden 

layers are either convolutional, pooling or fully connected” [27]. 

Neural networks are able to make predictions by learning the relationship between features of 

the data and some observed response. 

In Convolutional (filtering and encoding by transformation) Neural Networks (CNN), every 

network layer acts as a detection filter for the presence of specific features or patterns present 

in the original data. The first layers in a CNN detect large features that can be recognized and 



 

 

interpreted relatively easy. Later layers detect increasingly smaller features that are more 

abstract and are usually present in many of the larger features detected by earlier layers. The 

last layer of the CNN is able to make an ultra-specific classification by combining all the 

specific features detected by the previous layers in the input data. 

 

3.2.2.2 Image matching using CNN (Convolutional Neural Network) 

 

Figure 5: How CNN Works 

3.2.2.3 Data Augmentation 

Due to the small amount of data, data augmentation is used to augment the dataset. Rotation, 

horizontal flip, width shift range, height shift range, zoom, channel shift have been used for 

this process. 

 

3.2.2.4 Fine-Tune PretrainedConvNets 

In [28], “For image classification pretrained convolutional neural network is used”. 

TensorFlow and Keras are used to train our model. We have used Inception V3 model 

pretrained with ImageNet dataset. To train our model, we exclude the last fully connected layer 

from Inception V3 and include a new fully connected layer which size is the number of our 

class.  

All of the layers of the model were “freezed”, except the last fully connected layer, and then 

trained for 5 epochs. Then we unfreeze the layers that we froze previously and again train the 



 

 

model for 24 epochs. The training accuracy of the image matching model is 94.38% and testing 

accuracy is 95.65%. 

3.2.2.5 Final Prediction 

“In final result our program gives an output showing which class each test image belongs to 

and shows the probability of falling into that category” [29]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Chapter 4 

Result and Analysis 

4.1 Dataset 

We have collected lots of sign gestures and use those gestures in our database. These sign 

gestures are stored in the database. 

4.1.1 SGT Dataset 

 
Figure 6: Family – Sign Gesture 

 



 

 

 
Figure 7: Question – Sign Gesture 

 
Figure 8: Adjective – Sign Gesture 

 

 



 

 

4.1.2 GIT Dataset 

On the other half of our project, we have collected some data of various gestures from different 

people. In our dataset, these people are performing different sign gestures. We have collected 

the input data with the help of a smart phone camera. Here some people are performing sign 

gestures in front of the camera, which we take as the dataset for the second part of our project. 

Figure 9: Gesture Dataset 

Top Left to Right (i. father, ii. home, iii. food, iv. Home) 

Bottom Left to Right (v. important, vi. home, vii. mother, viii. Thirsty) 

 

 

 

 



 

 

4.2 Result 

4.2.1 Analysis of SGT 

Figure 10: Gesture and Text (i) 

Figure 11:Gesture and Text (ii) 

 



 

 

 

Figure 12: Stop (taking input) 

 

Figure 13: Clear Window 

Figure 13: Clear Window 

Before starting the procedure of converting Sign to Gesture and Text (SGT), we should go 

through the following two tests; 

 Check background noise: Kinect monitors the ambient noise level in the activity area. 

If the level is too high, the sensor displays a message asking the user to check for noises 



 

 

in the room and then to restart the calibration after the user has muted any background 

noise. 

 Check speaker volume: User plays a series of tones for Kinect to hear to calibrate the 

audio playback level. If the audio tones are too low, a message asks the user to turn up 

the volume of the speakers. If the sound levels are loud enough, a comment informing 

that the audio check was successful will be seen. 

If the tests are successful, the Kinect sensor's microphone self-calibrates. This is automatic, so 

the users do not have to do anything during the process. It should take only a few seconds for 

the self-calibration to complete. 

To convert Speech to Gesture and Text (SGT), we access a window as shown in Figure 10. 

 Speak 

When we click the “Speak” button, our voice is taken as input through the Microsoft 

Kinect Microphone. The words in our voice input are compared with the gesture images 

preloaded in the database. The matched words are displayed as subtitle along with their 

respective gesture images above it. Figure 10 and 11 show an example. 

 Stop 

As we press the “Stop” button, the system discontinues taking any further voice input 

but does not remove the output from the screen as we can see from Figure 12. 

 Clear 

From Figure 13, we can see that as we give the “Clear” command, the screen removes 

all the previous outputs.  We can reuse the technique by clicking the “Start” button 

again. 

 

 

 



 

 

4.2.2 GIT Analysis 

 
Figure 14: GIT – Home 

 
Figure 15: GIT – Food 

4.2.2.1 Trained Images 

We have trained our algorithm using the model TensorFlow and Keras sensor. In [30], 

“TensorFlow is an open-source software library for machine learning across a range of tasks, 

and developed by Google to meet their needs for systems capable of building and training 



 

 

neural networks to detect and decipher patterns and correlations, analogous to the learning and 

reasoning which humans use”. TensorFlow is the best way to build deep learning models. 

Keras is an open source library neural network written in Python. Designed to enable fast 

experimentation with deep neural networks, it focuses on being minimal, modular and 

extensible. 

In this segment of our project, we have very carefully trained all the images of same gesture, 

as shown in Fig. 13, but with different person so that it can remember that how the image is 

actually defined. 

 

4.2.2.2 Test validation  

Convolutional Neural Network (CNN) tests an input image by breaking it into overlapping 

image tiles; feed each image tile into a small neural network and save the result from each tile 

into a new array down sampling. In this research, the computer compares the input with the 

trained gestures, Fig. 13; identifies it with the help of the trained ones and calculates out how 

accurate the result is. Here in this portion, we have got a satisfying output after the training. 

 

 

 

 

 

 

 

 

 

 

 

https://en.wikipedia.org/wiki/Deep_learning


 

 

Chapter 5 

Conclusion and Future Work 

5.1 Conclusion 

Our research aims to provide a Two-Way Communicator between People with Hearing-

Speaking disabilities and ourselves and also to bridge the interaction gap between these two 

sections of the society. In Speech to Gesture and Text (SGT), we have used the Kinect 

microphone and the obtained result is better than that from a normal microphone. On the other 

hand, in Gesture to Image and Text (GIT), we have used Convolutional Neural Network (CNN) 

algorithm and the framework TensorFlow and Keras to train images and get the desired output. 

 

5.2 Future Work 

We would focus on developing a system on gesture recognition that interprets and converts 

hand signals to text, i.e. GIT using the Microsoft Kinect System (MKS). Our aim would be to 

develop such a system, which would take sequence of images that contains SL as input and 

gives us sentences as output. 

Plus, a part of our system is Kinect hardware based and so it might not be affordable or 

accessible for everybody. Thus, we aim to build a compact system, in the future, so that people 

can freely access and use it in their smart phone. 
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