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Abstract 

 

As more and more data is being processed and generated every day, it has become a tremendous 

challenge to process and analyze. Big data analysis is a process of collecting, organizing and 

analyzing large sets of data to discover patterns and other useful information. It can help 

understand the information contained within data using specialized tools and applications for 

predictive analysis, data mining, text mining, forecasting and data optimization. We will be 

working with data from the most popular microblogging platform, Twitter, to study the social 

issues concerning various forms of harassment. Twitter users categorize status messages 

(Tweets) using hashtags, which are also used for searching specific topics or events. We can 

determine trends in Twitter-documented bullying among different demographics by analyzing 

the hashtags which represent different forms of social attacks, incidents of oppression, 

discrimination and cultural persecution. Out of the several tools used worldwide to interpret 

datasets, we will be using an advanced data mining tool called STATISTICA. 
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Chapter 1 
Introduction 

 

The internet has undergone a massive surge in social networks with enormous amounts of data 

being created and distributed every minute. Twitter is one of the most popular social media 

websites in the world. Twitter’s speed and ease of publication have made it an important 

communication medium for people from all walks of life. The notion of community in this social 

networking world has also caught lots of attention. Studying Twitter is useful for understanding 

how people use new communication technologies to form social connections, maintain existing 

ones, spread useful information and bring about social change. Since its inception in March 2006, 

Twitter has reached over 310 million monthly active users and on an average over 500 million 

tweets are sent per day. “Tweets” are short messages with a maximum length of 140 characters. 

Twitter is useful because it is real time and information can reach a large number of users in little 

time. This makes is a substantially significant source of information for data mining. 

  

Twitter enables users to create accounts with just their email addresses. Names (accurate ones), 

dates of birth, etc. are not required to become a member of the community. Unfortunately, this 

creates an anonymous environment where people feel like they can say anything they want without 

any repercussions. This includes attacking people for their race, gender, political affiliation and 

religion. Even if those tweets are reported and the accounts are terminated, a person can easily 

make another account almost immediately and repeat the same rude behavior. Twitter itself has 

taken measures to counter the high levels of abuse on the website. It has aimed to seize the creation 

of accounts of repeat offenders, show safer search results and prevent abusive tweets from being 

shown. More recently it has started putting online bullies in “time-out” when its algorithms identify 

tweets that appeared to be harassing – like ones which use abusive language. 

  

It is also working to more efficiently penalize and expel accounts which violate its official “Twitter 

Rules.” These policies bar users from directly or indirectly threatening, and abusing other users. 

Our study aims to illustrate how big of a problem online bullying has become in this age of online 

anonymity, by showcasing how many of the total tweets posted on Twitter throughout a day can 
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be construed as abusive or hateful. Another objective is to ascertain which hashtag used to bully 

people online has been used or posted about the most (e.g. sexism against racism). Users whose 

accounts were geo-tagged and whose tweets contained certain hashtags (like ‘#racism’) were also 

extracted and processed. In terms of geography, we also focused on countries like USA and India 

to determine where cyberbullying, which has become a big issue in recent years, was being written 

about the most. We will represent all the obtained data graphically by the use of graphs, pie charts, 

etc. 

 

As Twitter provides an official API, it has been used by many to run studies on social media trends. 

However, Twitter does not require its users to provide information like age, gender and location 

which makes it difficult for researchers to accurately categorize users. Pennacchiotti and Popescu 

(2011) had to infer all this user information based on the “Bio” fields, where users could optionally 

provide a short (160-character length) personal descriptions. Most users did not write much of 

anything pertinent in that field so their study was not wholly accurate. They used GBDT (Gradient 

Based Decision Tree) to classify users and interpret their genders but that only worked on 8 out of 

10 of users and the accuracy was very low. Studies like Go, Bhayani and Huang (2009) Pak and 

Paroubek (2010) sought to ascertain positive, negative and neutral tweets based on emoticons. Pak 

and Paroubek (2010) also searched for particular words to determine the mood of tweets, although 

they used a different method of doing so. 

 

In this paper we have also referenced papers which directly address bullying trends on Twitter. 

Cortis (2015) identifies the most popular hashtags used on a fixed number of tweets. Zhu, Xu and 

Bellmore (2012) also provided people with a sentiment analysis report done on Twitter data. From 

these papers we deduced that if the sample size of the study is not large, it becomes less reliable. 

Also, despite growing numbers of Twitter data mining papers being published, a vastly accurate 

method of interpreting tweets have still missing and so is an accurate means of predicting trends 

on social media. 

 

Data mining has become a very popular phenomenon in recent years. It is a process used by 

companies to turn raw data into useful information. It has greatly aided businesses by enabling 

them to predict customer behavior and patterns so that they can suitably produce and market their 
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products to get the greatest profits. Data mining depends on effective data collection and 

warehousing as well as computer processing.         

            

Companies these days have to process very large amounts of data (in petabytes) and to do that 

efficiently, they use advanced analytics tools like SAS (Statistical Analysis System), R and 

STATISTICA. 

  

Social media is now a reflection of our society: it lets people voice their thought and opinions at 

the click of a button and Twitter is one of the most popular ones out there. Twitter is social media 

website where people can post messages about anything within a 140 character limit. Users can 

also post photos, videos and links. These posts are known as “tweets”. Twitter users can gain 

followers (subscribers) and follow other accounts. They can also like,” retweet” and reply to 

tweets. A “retweet” is the act of sharing another user’s tweet. 

  

In order to obtain information from Twitter, we used Twitter’s Search API, which is part of its 

REST API. The Search API is a REST service which enables developers to search for specific 

tweets in terms of the many parameters the API supports, like language, search term and location. 

We also used ‘Tweepy’, an open-sourced API, to determine how often terms like ‘cyberbullying’ 

and ‘harassment’ were talked about in particular countries, like United States of America, India, 

Canada, etc. We used Python programming language to write the scripts in both APIs, in order to 

extract the tweets. 

  

We extracted a total of about 150,000 tweets and kept the data in CSV files, formatting them  by 

using features like ’Autofilter’ and ‘Text to Columns’. The platform we chose to process the data 

is STATISTICA, which is an analytic tool originally created by StatSoft. It offers many data mining 

features like Text Mining, Clustering and Partitioning. We divided the data by date and hashtag 

and imported them into STATISTICA, after which we generated graphs showing the frequency of 

tweets containing different hashtags in periods of a day and a few consecutive days. We also mined 

the tweets which contained the location of those tweets and derived trees and graphs through the 

use of text mining and SVD (Singular Value Decomposition). Additionally, we sorted tweets into 
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categories of ‘Retweets’ and ‘Other Tweets’ to determine how much of the content was original 

and how much it was not (retweets). 
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Previous Works and Motivation 

1.1 Literature Review 

Social networking services or sites (also known as Web 2.0 applications) such as Twitter, 

Facebook, Flicker and YouTube have revolutionized the way information is produced, shared and 

stored: anyone can provide information, access and comment on the information, as cited in the 

paper [22]. As Twitter does not record any information on user gender, age or location, 

Pennacchiotti and Popescu[3] stipulated these by looking at the 'Bio' fields of Twitter users. By 

streaming and documenting the tweets, ranking and classification can be done that is performing 

term search to group data by specific hashtags or words or phrases. GBDT (Gradient Based 

Decision Tree) was used for user classification and found the genders of about 80% users with 

very low accuracy. Go, Bhayani and Huang [2] used distant supervision to classify user sentiments 

from the tweets of the users by analyzing the emoticons used. In sentiment analysis, the happy 

emoticons were classifies and positive sentiments, sad emoticons as negative sentiments and others 

as neutral. Pak and Paroubek [3] did linguistic analysis on a collected set of texts and categorized 

positive, negative and neutral emotions using both emoticons and certain words or adjectives. They 

detected superlative adjectives for happy sentiments and past adjectives and verbs such as ‘lost', 

'gone', 'missed', etc. for sad ones. To categorize the opinions and feelings of Twitter users about 

specific brands, Jansen, Zhang, Sobel & Chowdury [4] did data mining by classifying tweets into 

six groups: 'no sentiment', 'wretched', 'bad', 'so-so', 'swell' and 'great'. 

1.2 Inferences Drawn out of the Literature Review 

 

It has been observed that the accuracy of term search extraction of data is not too high and still 

there have been a lot of study going to improve the pattern or trend analysis as the data spread over 

twitter is not always informative enough to predict the trends immediately. For increasing accuracy 

in sentiment analysis, they eliminated the sentiments that were vague in representing sentiments. 

By increasing the sample size, system performance is improved although when the dataset is too 

large, only increasing the size of training set of data is may not be enough. The eWOM (electronic 

Word Of Mouth) analysis for specific brands by Jansen, Zhang, Sobel & Chowdhury[4] shows that 

customer brand perceptions and purchasing decisions appear increasingly influenced by Web 

communications and social networking services, as consumers increasingly use these 
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communication technologies for trusted sources of information, insights, and opinions. Apache 

Hadoop (an open source Java framework for processing and querying vast amounts of data on 

large clusters of commodity hardware) is used for storing and processing huge amount of data. 

Hadoop also deals with structured and semi-structured data, XML/JSON files, for example. 

 

1.3  Related Works 

 

A lot of studies have been conducted that can be considered to be related to the discovery of trends 

in bullying on Twitter. In the paper [1], the authors present the results of machine learning 

algorithms for classifying the sentiment of Twitter messages. They classify tweets either as positive 

or negative with respect to specific emoticons found in the Twitter messages. 

 

In paper [4], the authors study how microblogging can be used for sentiment analysis purposes. 

They show how to use Twitter as a corpus for sentiment analysis and opinion mining. They use a 

dataset formed of collected messages from Twitter. 

 

Collected tweets were carefully analyzed to identify the most popular hashtags and named entities 

used within cyberbullying tweets in  paper [7]. 

 

There has been a paper published on sentiment analysis on bullying and they have identified seven 

most common emotion expressed in bullying traces; Anger, Embarrassment, Empathy, Fear, Pride, 

Relief and Sadness by Zhu, Xu and Bellmore [6].   

 

In [24], the authors illustrate a sentiment analysis approach to extract sentiments associated with 

negative or positive polarity of specific subjects in a document, instead of classifying the whole 

document as positive or negative. The essential issues in sentiment analysis are to identify how 

sentiments are expressed in texts and whether the expressions indicate positive (favorable) or 

negative (unfavorable) opinions toward the subject. 

 

It has been observed that the accuracy of term search extraction of data is not too high and still 

there have been a lot of study going to improve the pattern or trend analysis as the data spread 
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over twitter is not always informative enough to predict the trends immediately. In the study 

conducted in [25] the authors sought to identify the hashtags that are associated with posts about 

bullying and to determine whether there are commonalities among the different ways in which 

hashtags are be used. They combined social science and machine learning methods to public 

mentions of bullying that contain hashtags on Twitter between January 1, 2012 and December 31, 

2012. This approach allows for a large-scale, real-time, multi perspective account of how bullying 

is represented within social media. Their primary goal was to identify the hashtags most frequently 

associated with Twitter posts that use bullying keywords in 2012. The second goal was to 

categorize the different types of bullying hashtags that are used by evaluating their different intents. 

In doing so, we would learn whether hashtags are used differently despite focusing on the shared 

topic of bullying. 

 

1.4  Motivation 

 

As technology advances, it increasingly allows people to stay connected as one from all over the 

world, and that too at real time. People have become more vocal over the Internet, sharing their 

views on social media. Both positive and negative occurrences and viewpoints come to surface. 

Anyone on the internet can get to know anything that is happening on any part of the world within 

seconds. A single upload of a picture or a single ‘status’ update has the ability to create immense 

ripples all over. This has given birth to a ‘ínternet community’ that is bigger than any physical 

community there is, and what this implies is even bigger. Where previously only community 

members could be expected to look out for each other, now we all can be there for one another. 

This idea is what has helped us to come up with our project. 

 

Social events, occurrences or movements can get ‘viewed’, ‘shared’ and ‘followed’ by millions 

within hours, spreading from one person to others like wildfire due to the various social media. 

We have discovered various social events and social movements through Twitter that became 

popularized by the use of viral hashtags. Hashtagging a topic means that whatever is being said by 

whosoever can be viewed just by following that hashtag. The more people that use a particular 

hashtag, the likelier it becomes for that topic to become one of the top trending topics shown in 

Twitter, thus making it reachable to even more people. This can be particularly helpful when trying 
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to bring about positive changes, such as, standing up for what is right, supporting others when in 

need, at least virtually, even when it is not possible physically, or calling out on what is wrong. 

There have been instances where even people on the verge of committing suicide, posting what 

they intended to be their good-bye message, have been talked out of it by people from different 

parts of the world replying with inspiring and encouraging words to go on living. This profound 

influence that social media allows is the driving force behind our idea. Our intention is to analyze 

geo-tagged tweets in Twitter that contain hashtags pertaining to different forms of bullying and 

harassment so that proper action can be taken against such harmful activities that are poisoning 

our society. Knowing where these forms of bullying and harassment are taking place ensures that 

the authorities and helping organizations know exactly where the help is needed, and they can set 

up required institutions to help the victims. This will give victims the confidence that they are not 

in this alone, and offenders will also be cautious from fearing widespread recognition. Also, 

awareness campaigns and social movements catering to the people of each particular region would 

help diminish the mindsets of the corrupt or at least raise enough awareness so that people are alert 

and supportive of each other in their communities. 

 

1.4 Alternative approach to using STATISTICA 

STATISTICA has several alternatives and one of them is SAS. SAS offers products such as data 
mining, forecasting, text analytics, statistical analysis, among others. However, it is also known 
for being a heavy and difficult to install, which makes it more suitable for large companies than 
start-ups. Like most advanced analytics tools, it is difficult for beginners to understand their way 
around the software. 
 
One other alternative is IBM’s SPSS. It is a tool for predictive and statistical analysis that is 
designed for small and medium size businesses. Its limitations are when it comes to advanced 
modelling and development of statistical approaches, such as shutting down when the data is big. 
Some knowledge of language specific to SPSS is also required to work effectively. 
 
STATISTICA itself has its own problems, one of which we faced when we were building trees 
from a train set. The program would not accept more than 50 rows. However, it is easy to use, 
gives great cost value and has an accessible graphical user interface that is superior compared to 
almost all others. In addition, it allows connection with SQL Server and even Hadoop for 
manipulating large datasets. 
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Chapter 2 
 

Preliminaries 

In this chapter, we define some basic terminology of Twitter data and data mining that we will use 

throughout the rest of this thesis. Definitions which are not included in this chapter will be 

introduced as they are needed. We review, in Section 2.1, some definitions of standard twitter and 

big data terms. In Section 2.2, we discuss about some special definitions like STATISTICA, text 

mining and SVD, which are important for the ideas and concepts used in the later parts of this 

thesis. 

 

2.1 Basic Terminologies 

We will be providing the definitions of some common terms in this section. 

 

2.1.1 Tweets and Retweets 

 A “tweet” is a string of characters or simply a message on twitter restricted to 140 characters. A 

person needs to open up an account in twitter where he/she can send or recieve tweets and also be 

connected with friends. The idea of tweets began when twitter was developed in 2006, it’s co-

founder Jack Dorsey had imagined it to be an SMS-based communications platform. Friends could 

keep posting status updates known as tweets to keep tab of each other. The 140 character restriction 

on tweets is because it was originally designed as an SMS mobile phone based platform. Even 

though twitter kept growing and is still growing the tweets are confined to 140 characters, one can 

think of it as a creative constraint. In twitter, connecting with friends mean having to follow people 

and have followers who can view the posts shared on the timeline and send or receive tweets, 

retweet a message and so on. 

 

People express their thoughts, opinions and emotions through tweets where one can not only write 

in plain text but also include URLs and pictures. Twitter users can share news and events and 

retweet to one another’s post. Retweet is a reposting of a tweet, retweets can be found in one’s 

timeline, profile and other profile pages on Twitter. The retweet feature quickly helps share a tweet 
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with users’ followers and one can retweet his/her own tweet or someone else’s tweet. Retweets 

look like normal Tweets with the author's name and username next to it, but are distinguished by 

the Retweet icon and the name of the user who Retweeted the Tweet. Some users can block 

the option of retweeting their posts so that others cannot retweet. One can see who have retweeted 

their tweets from the notification tab. There is no limit to the number of times a tweet can be 

retweeted but only top and most recent 100 people's’ tweets will be shown on the Home timeline 

who retweeted public posts. Currently the limit per day for each account is 1000 direct messages 

sent, 2400 tweets where retweets are counted as tweets. When hitting a limit, twitter sends an error 

message that limit has been reached to try messaging or sending tweets after the limit period has 

elapsed. 

 

2.1.2 Hashtags 

Anyone using twitter is familiar with the term “hashtag” which is actually used to simply 

categorize a tweet’s topic. Hashtags make it easier for users to identify a message under some 

specific theme or content. Hashtags are not case-sensitive so if a user searches for a specific tag 

on the search box for example if the user searches for “#Dhaka”, all the recent tweets or posts 

related to Dhaka or containing the tag #Dhaka will appear as the results. The result page has 

different filtering options for the given list of results, the default is Top. One can choose live feed 

as well as feeds of tweets that include links to current news stories, photos and videos. There are 

filter options such as from everyone, from people you follow, near you, etc. One of the most 

amusing things about hashtags is that it allows to create communities of people who are interested 

in similar topic by making it easy to share related information. 

 

Any user can create and use the hashtag to his/her tweet in support of an event or to show interest 

in a specific field or to highlight some news. Hashtags recently are also used to promote brands, 

praise people, express a happy or sad or any kind of emotion and highlight breaking news. Some 

examples of hashtags related to bullying may include #racism, #stopbullying, 

#violenceagainstwomen, #xenophobia, #islamophobia and so on. American Express took the 

advantage of the hashtag trend and collaborated with twitter in February 2013 to allow users to 

pay for discounted goods online by tweeting a special hashtag. All the American Express 

cardholders can sync their card with Twitter and pay for offers by tweeting; American Express 
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tweets a response to the member that confirms the purchase. Hashtags are also used by users on 

Twitter to review products and criticize about big companies letting others know for example 

McDonald’s created #McDStories to share positive posts but within two hours the restaurant 

received negative tweets destroying the marketing efforts. A hashtag can easily become popular 

and get viral over a very short span of time and also the same way can lose its popularity depending 

on the lifespan of an ongoing event or hype.   

 

2.1.3 Big Data or Data Mining 

A very trending term “Big Data” has been heard over the past few years that define large volume 

of data. Everyday we are storing tons of data in our warehouses and the amount of data is 

increasing as each passing day so to analyze those we need Big Data Analysis. The importance of 

Big Data is not the volume of data but what is being done with that data is significant. Big data 

can be categorized by the following characteristics: 

 

● Volume- The amount of generated and stored data. The size of the data determines the 

value and potential insight- and whether it can actually be considered big data or not 

  

● Velocity- The speed at which data is gathered and processed to meet the demands and 

challenges that lie in the path of growth and development 

 

● Variability- The inconsistency of data can hamper the processes to handle and manage it 

 

● Veracity- The quality of captured data can vary greatly, affecting the accurate analysis 

 

● Variety- The type and nature of data, this helps people who analyse it to effectively use the 

resulting insight 

 

Big data analytics can help determine root causes of failures, issues and defects in near-real time, 

it can help detect any fraudulent activity before it affects one's’ organization. It is widely used for 

business organizations for market research, to analyze customer's preferences and products are 

modified or made accordingly. The degree of complexity within the datasets is also important, 
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valuable and complex datasets naturally tend to grow fast and so big that the data becomes massive. 

It helps employers to take a wiser business decisions depending on a greater predictive analysis 

such as optimizing operations, preventing threats and frauds, capitalizing on new sources of 

revenue in large companies. 

 
2.1.4 Tweepy 
Tweepy is one of the python libraries which is open-sourced, hosted on GitHub and enables python 
to communicate with twitter platform and give the access to use its API. Tweepy can access Twitter 
using newer authentication method, OAUTH. This authentication method has consumer key and 
access tokens that are provided from the app created at dev.twitter.com for better security. It is 
possible to get any object with Tweepy that the official twitter API offers. 
Streaming twitter data is one of the main usages of Tweepy and the key component is the 
StreamListener object which monitors the tweets in real time and catches them.   
 
 

2.2 Technical Terminologies 

In this section we will be defining specific terms related to the technical perspective of the project. 

 
2.2.1 STATISTICA 

 

STATISTICA is an analytic software used for data analysis, data mining, statistics, clustering, 

database management, and various other applications. It was first released by StatSoft in 1991, 

acquired by Dell in 2014 and now owned by TIBCO Software Inc. It is written in C++ 

programming language and is renowned for its ease of use among analysts. It offers a concise and 

user-friendly graphical interface to its extensive array of statistical and data mining tools. 

STATISTICA is also preferred by analysts because it lets them backtest(build models to test on 

older cases) and also to modify existing models, which enables them to refine those models. 

STATISTICA supports Python and R scripts, which are now at the forefront of the Big Data 

industry. 
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Fig: A look at the STATISTICA graphical interface 

 

Interacting with Statistica is essentially similar to working with any other program designed for 

Windows. However, there are some differences. Virtually any statistic that we wish to perform can 

be accomplished in combination with pointing and clicking on the menus and various interactive 

dialog boxes. Statistica, like many other packages, can be accessed by programming short scripts, 

instead of pointing and clicking. In this point and click environment one must often navigate 

through many layers of menu items before encountering the required option. It has a spreadsheet 

like interface. In Statistica, there are a number of menu options relating to statistics. There are also 

shortcut icons on the vertical and horizontal toolbar. These serve as quick access to often used 

options. Holding your mouse over one of these icons for a second or two will produce a short 

function description for that icon. Data can either be entered manually, or it can be read from an 

existing data file. The [Open Data] option will launch a dialog box that can be used to open existing 

data files in a native Statistica format. Like other application packages (e.g., WordPerfect, Excel, 

etc.) Statistica also has its own format for saving data. In this case, the accepted extension for any 

file saved using the proprietary format is "sta". So, one can have a datafile saved as "data1.sta". 
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The format is not readable with a text editor (e.g., Notepad), it is a binary format. The benefits are 

that all formatting changes are maintained and the file can be read faster, hence the [Open Data] 

option. It is specifically meant for files saved in the SPSS format. The second option, [Import 

Data], as the name suggests is to read files that are not in the statistica format. These include ASCII, 

or text, datafiles and various spreadsheet formats. By clicking on [Import Data => Quick] one can 

specify the format of the data file to be read. That is, a new dialog box will appear, and one can 

scroll through the list of available file types - explore this dialog box. The process is seamless, 

however, reading ASCII files requires the user to have adequate knowledge about the format of 

the datafile. Otherwise, one is likely to get stuck in the process of reading. There are a number of 

acceptable formats - comma separated, space separated, semicolon separated, tab separated, and 

even a user defined format. 

 

According to the electronic manual that comes with the software, the procedures used in product 

development generally involve two steps: 

 

1. predicting responses on the dependent, or Y variables, by fitting the observed characteristics of 

the product using a regression equation based on the levels of the independent, or X variables 

2. finding the levels of the X variables that simultaneously produce the most desirable predicted 

responses on the Y variables. 

Many of the statistics are provided in the form of eye-catching infographics that can be used in 

reports or presentations. Statistics can be exported and displayed in bar chart, line graph or table 

format – the user can decide which display they prefer, allowing to adapt individual statistics 

accordingly. 

 

 

 

2.2.2 Text Mining 

Text Mining enables users to process unstructured data in a way which brings the data up to shape 

and makes it suitable for the data mining algorithms that STATISTICA provides. It can turn text 

into numerical values which makes it accessible to features like predictive analytics. Text mining 

helps determine the relationships between different values or variables in a project. 
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Unstructured text is very common, and in fact may represent the majority of information available 

to a particular research or data mining project. Text mining is the process of deriving high-quality 

information from text. High-quality information is typically derived through the devising of 

patterns and trends through means such as statistical pattern learning. Text mining usually involves 

the process of structuring the input text (usually parsing, along with the addition of some derived 

linguistic features and the removal of others, and subsequent insertion into a database), deriving 

patterns within the structured data, and finally evaluation and interpretation of the output. 'High 

quality' in text mining usually refers to accuracy, completeness, consistency, uniqueness, and 

timeliness. Typical text mining tasks include text categorization, text clustering, concept/entity 

extraction, production of granular taxonomies, sentiment analysis, document summarization, and 

entity relation modeling (i.e., learning relations between named entities). 

Text analysis involves information retrieval, lexical analysis to study word frequency distributions, 

pattern recognition, tagging/annotation, information extraction, data mining techniques including 

link and association analysis, visualization, and predictive analytics. The overarching goal is, 

essentially, to turn text into data for analysis, via application of natural language processing (NLP) 

and analytical methods. A typical application is to scan a set of documents written in a natural 

language and either model the document set for predictive classification purposes or populate a 

database or search index with the information extracted. 

 

Traditional keyword search retrieves all the documents that contain the keywords specified. 

While that may be useful, the user still has to read all those documents to find out whether they 

actually contain any information that’s relevant to the search. Text mining software is very 

different, because it reads and analyzes the documents on behalf of the user. It can understand real 

meanings thanks to sophisticated Natural Language Processing (NLP) algorithms, which allow it 

to recognize similar concepts – even if they’ve been expressed in very different ways, or with 

different spellings. A search using text mining will identify facts, relationships and assertions that 

would otherwise remain buried in a mass of ‘big data’. 

 

The purpose of Text Mining is to process unstructured (textual) information, extract meaningful 

numeric indices from the text, and, thus, make the information contained in the text accessible to 
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the various data mining (statistical and machine learning) algorithms. Information can be extracted 

to derive summaries for the words contained in the documents or to compute summaries for the 

documents based on the words contained in them. Hence, one can analyze words, clusters of words 

used in documents, etc., or one could analyze documents and determine similarities between them 

or how they are related to other variables of interest in the data mining project. In the most general 

terms, text mining will "turn text into numbers" (meaningful indices), which can then be 

incorporated in other analyses such as predictive data mining projects, the application of 

unsupervised learning methods (clustering), etc. 

 

2.2.3 Typical Applications for Text Mining 

Analyzing open-ended survey responses: In survey research (e.g., marketing), it is not uncommon 

to include various open-ended questions pertaining to the topic under investigation. The idea is to 

permit respondents to express their "views" or opinions without constraining them to particular 

dimensions or a particular response format. This may yield insights into customers' views and 

opinions that might otherwise not be discovered when relying solely on structured questionnaires 

designed by "experts." For example, you may discover a certain set of words or terms that are 

commonly used by respondents to describe the pro's and con's of a product or service (under 

investigation), suggesting common misconceptions or confusion regarding the items in the study. 

Automatic processing of messages, emails, etc: Another common application for text mining is to 

aid in the automatic classification of texts. For example, it is possible to "filter" out automatically 

most undesirable "junk email" based on certain terms or words that are not likely to appear in 

legitimate messages, but instead identify undesirable electronic mail. In this manner, such 

messages can automatically be discarded. Such automatic systems for classifying electronic 

messages can also be useful in applications where messages need to be routed (automatically) to 

the most appropriate department or agency; e.g., email messages with complaints or petitions to a 

municipal authority are automatically routed to the appropriate departments; at the same time, the 

emails are screened for inappropriate or obscene messages, which are automatically returned to 

the sender with a request to remove the offending words or content. 

Analyzing warranty or insurance claims, diagnostic interviews, etc. In some business domains, the 

majority of information is collected in open-ended, textual form. For example, warranty claims or 

initial medical (patient) interviews can be summarized in brief narratives, or when you take your 
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automobile to a service station for repairs, typically, the attendant will write some notes about the 

problems that you report and what you believe needs to be fixed. Increasingly, those notes are 

collected electronically, so those types of narratives are readily available for input into text mining 

algorithms. This information can then be usefully exploited to, for example, identify common 

clusters of problems and complaints on certain automobiles, etc. Likewise, in the medical field, 

open-ended descriptions by patients of their own symptoms might yield useful clues for the actual 

medical diagnosis. 

Investigating competitors by crawling their web sites. Another type of potentially very useful 

application is to automatically process the contents of Web pages in a particular domain. For 

example, you could go to a Web page, and begin "crawling" the links you find there to process all 

Web pages that are referenced. In this manner, you could automatically derive a list of terms and 

documents available at that site, and hence quickly determine the most important terms and 

features that are described. It is easy to see how these capabilities could efficiently deliver valuable 

business intelligence about the activities of competitors. 

 

2.2.4 Approaches to Text Mining 

To reiterate, text mining can be summarized as a process of "numericizing" text. At the simplest 

level, all words found in the input documents will be indexed and counted in order to compute a 

table of documents and words, i.e., a matrix of frequencies that enumerates the number of times 

that each word occurs in each document. This basic process can be further refined to exclude 

certain common words such as "the" and "a" (stop word lists) and to combine different grammatical 

forms of the same words such as "traveling," "traveled," "travel," etc. This is known as ‘stemming’. 

However, once a table of (unique) words (terms) by documents has been derived, all standard 

statistical and data mining techniques can be applied to derive dimensions or clusters of words or 

documents, or to identify "important" words or terms that best predict another outcome variable 

of interest. 

Using well-tested methods and understanding the results of text mining. Once a data matrix has 

been computed from the input documents and words found in those documents, various well-

known analytic techniques can be used for further processing those data including methods for 

clustering, factoring, or predictive data mining. "Black-box" approaches to text mining and 

extraction of concepts. There are text mining applications which offer "black-box" methods to 
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extract "deep meaning" from documents with little human effort (to first read and understand those 

documents). These text mining applications rely on proprietary algorithms for presumably 

extracting "concepts" from text, and may even claim to be able to summarize large numbers of text 

documents automatically, retaining the core and most important meaning of those documents. 

While there are numerous algorithmic approaches to extracting "meaning from documents," this 

type of technology is very much still in its infancy, and the aspiration to provide meaningful 

automated summaries of large numbers of documents may forever remain elusive. We urge 

skepticism when using such algorithms because 1) if it is not clear to the user how those algorithms 

work, it cannot possibly be clear how to interpret the results of those algorithms, and 2) the 

methods used in those programs are not open to scrutiny, for example by the academic community 

and peer review and, hence, we simply don't know how well they might perform in different 

domains. For example, one can try the various automated translation services available via the 

Web that can translate entire paragraphs of text from one language into another. And then translate 

some text, even simple text, from their native language to some other language and back, and 

review the results. Almost every time, the attempt to translate even short sentences to other 

languages and back while retaining the original meaning of the sentence produces humorous rather 

than accurate results. This illustrates how difficult it is to automatically interpret the meaning of 

text. 

 

Text mining as document search: There is another type of application that is often described and 

referred to as "text mining" - the automatic search of large numbers of documents based on 

keywords or key phrases. This is the domain of, for example, the popular internet search engines 

that have been developed over the last decade to provide efficient access to Web pages with certain 

content. While this is obviously an important type of application with many uses in any 

organization that needs to search very large document repositories based on varying criteria, it is 

very different from what we have worked with. 

 

2.2.5 Issues and Considerations for "Numericizing" Text 

Large numbers of small documents vs. small numbers of large documents: If one’s intent is to 

extract "concepts" from only a few documents that are very large (e.g., two lengthy books), then 
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statistical analyses are generally less powerful because the "number of cases" (documents) in this 

case is very small while the "number of variables" (extracted words) is very large. 

 

Excluding certain characters, short words, numbers, etc: Excluding numbers, certain characters, or 

sequences of characters, or words that are shorter or longer than a certain number of letters can be 

done before the indexing of the input documents starts. One may also want to exclude "rare words," 

defined as those that only occur in a small percentage of the processed documents. 

 

Include lists, exclude lists (stop-words): Specific list of words to be indexed can be defined; this 

is useful when you want to search explicitly for particular words, and classify the input documents 

based on the frequencies with which those words occur. Also, "stop-words," i.e., terms that are to 

be excluded from the indexing can be defined. Typically, a default list of English stop words 

includes "the", "a", "of", "since," etc., i.e., words that are used in the respective language very 

frequently, but communicate very little unique information about the contents of the document. 

Synonyms and phrases. Synonyms, such as "sick" or "ill", or words that are used in particular 

phrases where they denote unique meaning can be combined for indexing. For example, 

"Microsoft Windows" might be such a phrase, which is a specific reference to the computer 

operating system, but has nothing to do with the common use of the term "Windows" as it might, 

for example, be used in descriptions of home improvement projects. 

 

Stemming algorithms: An important pre-processing step before indexing of input documents 

begins is the stemming of words. The term "stemming" refers to the reduction of words to their 

roots so that, for example, different grammatical forms or declinations of verbs are identified and 

indexed (counted) as the same word. For example, stemming will ensure that both "traveling" and 

"traveled" will be recognized by the text mining program as the same word. 

 

Support for different languages: Stemming, synonyms, the letters that are permitted in words, etc. 

are highly language dependent operations. Therefore, support for different languages is important. 
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2.2.6 Transforming Word Frequencies 

Once the input documents have been indexed and the initial word frequencies (by document) 

computed, a number of additional transformations can be performed to summarize and aggregate 

the information that was extracted. 

 

Log-frequencies: First, various transformations of the frequency counts can be performed. The raw 

word or term frequencies generally reflect on how salient or important a word is in each document. 

Specifically, words that occur with greater frequency in a document are better descriptors of the 

contents of that document. However, it is not reasonable to assume that the word counts themselves 

are proportional to their importance as descriptors of the documents. For example, if a word occurs 

1 time in document A, but 3 times in document B, then it is not necessarily reasonable to conclude 

that this word is 3 times as important a descriptor of document B as compared to document A. 

Thus, a common transformation of the raw word frequency counts (wf) is to compute: 

f(wf) = 1+ log(wf), for wf > 0 

This transformation will "dampen" the raw frequencies and how they will affect the results of 

subsequent computations. 

 

Binary frequencies: Likewise, an even simpler transformation can be used that enumerates whether 

a term is used in a document; i.e.: 

f(wf) = 1, for wf > 0 

The resulting documents-by-words matrix will contain only 1s and 0s to indicate the presence or 

absence of the respective words. Again, this transformation will dampen the effect of the raw 

frequency counts on subsequent computations and analyses. 

 

Inverse document frequencies: Another issue that one may want to consider more carefully and 

reflect in the indices used in further analyses are the relative document frequencies (df) of different 

words. For example, a term such as "guess" may occur frequently in all documents, while another 

term such as "software" may only occur in a few. The reason is that we might make "guesses" in 

various contexts, regardless of the specific topic, while "software" is a more semantically focused 

term that is only likely to occur in documents that deal with computer software. A common and 

very useful transformation that reflects both the specificity of words (document frequencies) as 
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well as the overall frequencies of their occurrences (word frequencies) is the so-called inverse 

document frequency (for the i'th word and j'th document): 

 

In this formula, N is the total number of documents, and dfi is the document frequency for the i'th 

word (the number of documents that include this word). Hence, it can be seen that this formula 

includes both the dampening of the simple word frequencies via the log function (described above), 

and also includes a weighting factor that evaluates to 0 if the word occurs in all documents 

(log(N/N=1)=0), and to the maximum value when a word only occurs in a single document 

(log(N/1)=log(N)). It can easily be seen how this transformation will create indices that both reflect 

the relative frequencies of occurrences of words, as well as their semantic specificities over the 

documents included in the analysis. 

2.2.7 Latent Semantic Indexing via Singular Value Decomposition 

As described above, the most basic result of the initial indexing of words found in the input 

documents is a frequency table with simple counts, i.e., the number of times that different words 

occur in each input document. Usually, we would transform those raw counts to indices that better 

reflect the (relative) "importance" of words and/or their semantic specificity in the context of the 

set of input documents. 

 

A common analytic tool for interpreting the "meaning" or "semantic space" described by the words 

that were extracted, and hence by the documents that were analyzed, is to create a mapping of the 

word and documents into a common space, computed from the word frequencies or transformed 

word frequencies (e.g., inverse document frequencies). In general, here is how it works: 

Suppose we indexed a collection of customer reviews of their new automobiles (e.g., for different 

makes and models). One may find that every time a review includes the word "gas-mileage," it 

also includes the term "economy." Further, when reports include the word "reliability" they also 

include the term "defects" (e.g., make reference to "no defects"). However, there is no consistent 

pattern regarding the use of the terms "economy" and "reliability," i.e., some documents include 

either one or both. In other words, these four words "gas-mileage" and "economy," and "reliability" 

and "defects," describe two independent dimensions - the first having to do with the overall 
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operating cost of the vehicle, the other with the quality and workmanship. The idea of latent 

semantic indexing is to identify such underlying dimensions (of "meaning"), into which the words 

and documents can be mapped. As a result, we may identify the underlying (latent) themes 

described or discussed in the input documents, and also identify the documents that mostly deal 

with economy, reliability, or both. Hence, we want to map the extracted words or terms and input 

documents into a common latent semantic space. 

 

Singular value decomposition (SVD): The use of singular value decomposition in order to extract 

a common space for the variables and cases (observations) is used in various statistical techniques, 

most notably in Correspondence Analysis. The technique is also closely related to Principal 

Components Analysis and Factor Analysis. In general, the purpose of this technique is to reduce 

the overall dimensionality of the input matrix (number of input documents by number of extracted 

words) to a lower-dimensional space, where each consecutive dimension represents the largest 

degree of variability (between words and documents) possible. Ideally, you might identify the two 

or three most salient dimensions, accounting for most of the variability (differences) between the 

words and documents and, hence, identify the latent semantic space that organizes the words and 

documents in the analysis. In some way, once such dimensions can be identified, you have 

extracted the underlying "meaning" of what is contained (discussed, described) in the documents. 

 

2.2.8 Incorporating Text Mining Results in Data Mining Projects 

After significant (e.g., frequent) words have been extracted from a set of input documents, and/or 

after singular value decomposition has been applied to extract salient semantic dimensions, 

typically the next and most important step is to use the extracted information in a data mining 

project. 

Graphics (visual data mining methods). Depending on the purpose of the analyses, in some 

instances the extraction of semantic dimensions alone can be a useful outcome if it clarifies the 

underlying structure of what is contained in the input documents. For example, a study of new car 

owners' comments about their vehicles may uncover the salient dimensions in the minds of those 

drivers when they think about or consider their automobile (or how they "feel" about it). For 

marketing research purposes, that in itself can be a useful and significant result. You can use the 
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graphics (e.g., 2D scatter plots or 3D scatter plots) to help you visualize and identify the semantic 

space extracted from the input documents. 

Clustering and factoring. You can use cluster analysis methods to identify groups of documents 

(e.g., vehicle owners who described their new cars), to identify groups of similar input texts. This 

type of analysis also could be extremely useful in the context of market research studies, for 

example of new car owners. You can also use Factor Analysis and Principal Components and 

Classification Analysis (to factor analyze words or documents). 

Predictive data mining. Another possibility is to use the raw or transformed word counts as 

predictor variables in predictive data mining projects. 

 

 

 
 
 
 

Chapter 3 
Design and Implementation 

 

 

In this chapter we will be describing the full approach and method of implementation for our thesis 
project. We have provided screenshots of the methods used and described the procedures of how 
they have been used. Each section describes about specific tasks that were carried out for 
completing the project. 
 

3.1 Implementation methodology 

 

We chose to work with the high level programming language Python for this study, the first step 

in which was extracting tweets from Twitter, which consisted of particular hashtags. Hashtags are 

words or phrases in users' tweets which have the hashtag symbol (#) preceding them; they are used 

to categorize those tweets so that they can be searched for more easily. 
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After downloading Python, the first step in the implementation process was to create an application 

from Twitter's official developer page. We were then provided with a few unique credentials: an 

access token, a secret access token, a consumer access key and a secret consumer access key, which 

we later used in the code to extract tweets from Twitter. We endeavored to pick a suitable API for 

our project by testing a few known ones out, namely ‘Twython’, 'Tweepy' and Twitter's own 

Python-based API, 'REST API' specifically. The REST API and Tweepy enabled us to stream 

tweets according to specific terms, geo locations, etc. hence, we decided to use that. 

 

 Fig: How Twitter API operates 

 

3.2 Data extraction 

 

The data were derived from the public Twitter streaming API, streaming periodically for a certain 

number of days and at different times to see the changes in the posts. Using the public streams 

available through the API (see https://dev.twitter.com/docs/streaming-apis) and connecting it to 

python, tweets were extracted. To meet our aims, relevant features of the data present within the 

140 characters in discrete Twitter posts were coded and analyzed. 

 

 

https://dev.twitter.com/docs/streaming-apis


 

25 

 

Fig. Twitter REST API Python code for extracting tweets by hashtag 

 

A difficulty we faced while writing the code for data extraction was changes in syntax. Most of 

the content available online was comprised of terms used in previous versions of the API which 

were not operational anymore. However, after understanding the documentation properly, we were 

successfully able to overcome this hurdle and write a working code for extraction. We ran multiple 

searches on different hashtags (for example, #racism, #sexism, etc.). A constraint we adhered to in 

the code was that we only extracted tweets which were written in English to increase the reliability 

of the study. All the date and time information we obtained through the APIs were in Greenwich 

Mean Time (GMT). 

 

We also could use the latitude, longitude to search for tweets confined between specific latitude 

and longitude by using Tweepy. A comma-separated list of longitude, latitude pairs specifying a 

set of bounding boxes to filter Tweets by, only the geolocated tweets falling in the specified pair 

will be extracted, user’s location field is not used to filter tweets. The code that was used to extract 
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tweets for specified latitude and longitude is given below, Tweepy follows the format 

[SWLongitude, SWLatitude, NWLongitude, NWLatitude]. 

 

 

Fig. Tweepy code for extracting tweets by location 

 

We needed to format all the files using Microsoft Excel and WPS Spreadsheets. We needed to 

separate the screen names from the dates and times, bring each of the screen name, date and time, 

and tweets to single row and delete two characters which were appearing as a prefix of each tweet 

(“b’”). By using tools like ‘Autofilter’ and ‘Text to Columns’, we fixed all those errors. 
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Examples of the extracted tweets in csv format using twitter API are as follows: 

How the csv filed looked before formatting: 
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After formatting the data for moving to hive table easily, the look of the csv file: 

 

 

 

3.3 STATISTICA Installations 

We downloaded STATISTICA 12.5, which we then had to extract to install in our computers. In 
order to install the software, there was a requirement to provide personal details such as name, 
email address and country for their records. 
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3.4 Importing data in STATISTICA 

In the next step, the data has been imported in STATISTICA. STATISTICA properly interprets 
formatted cells (such as 4/17/1999 or $10) and text values, including extensive in-cell formatting 
(e.g., RVS tower 120.3MHz). Data files from a wide variety of Windows and non-Windows 
applications can also be accessed and translated into the STATISTICA format (.sta) using the file 
import facilities. A wide variety of files are available in the Files of type box. Along with the 
numerous types of STATISTICA documents, Excel, dBASE, SPSS Portable, Lotus/Quatro 
Worksheets, Text [formatted and free format text (ASCII)], HTML, and Rich Text Files are 
available. This ability to specify the exact way in which a file is to be imported is a distinct 
advantage of using the file import facilities instead of the Clipboard. In addition, the user can 
access types of data that are not (or not easily) accessible to Clipboard operations. In addition to 
the file import facilities described above, STATISTICA provides access to virtually all databases 
(including many large system databases such as Oracle, Sybase, etc.) via STATISTICA Query. 
Additional import options can be accessed on the Import tab of the Options dialog box. You can 
specify the manner in which Excel, Text, and HTML files will be imported as well as the maximum 
rows of data that is retrieved by STATISTICA Query. Note that STATISTICA Query is capable of 
retrieving data larger than the value you specify here. Once you have reached the maximum row, 
you will be prompted to continue or stop retrieving data. 
Accessing data files larger than the local storage. Note that enterprise versions of STATISTICA 
offer options to query and access large remote data files in-place (i.e., without having to import 
the data and create a local copy). 
 
3.5 Frequency 

There are various statistical summaries that can be computed for each word (within each 
document). These are mostly simple transformations of the original word frequencies, in order to 
achieve more meaningful indices with values and distributions (e.g., of the words across the 
documents) that are more suitable for subsequent analyses using other statistical or data mining 
techniques. 
Use the options in this group box to choose one of these common transformations (or to use raw 
word frequencies). When you request the Frequency matrix, or perform singular value 
decomposition (via the Concept extraction tab), the respective computations and summaries are 
computed and reported for the chosen transformation only (e.g., singular value decomposition can 
be performed for the raw Frequency counts, Inverse document frequency statistics, and so on). 
 
Inverse document frequency: This option is selected to analyze and report inverse document 
frequencies. One issue to consider are the relative document frequencies (df) of different words. 
For example, a term such as "guess" may occur frequently in all documents, while another term 
such as "software" may only occur in a few. The reason is that one might make "guesses" in various 
contexts, regardless of the specific topic, while "software" is a more semantically focused term 
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that is only likely to occur in documents that deal with computer software. A common and very 
useful transformation that reflects both the specificity of words (document frequencies) as well as 
the overall frequency of their occurrences (word frequencies) is the so-called inverse document 
frequency (for the i'th word and j'th document): 

 
In this formula (see also formula 15.5 in Manning and Schütze, 2002), N is the total number of 
documents, and dfi is the document frequency for the i'th word (the number of documents that 
include this word). Hence, it can be seen that this formula includes both the dampening of the 
simple word frequencies via the log function, and also includes a weighting factor that evaluates 
to 0 if the word occurs in all documents (log(N/N=1)=0), and to the maximum value when a word 
only occurs in a single document (log(N/1)=log(N)). It can easily be seen how this transformation 
will create indices that both reflect the relative frequencies-of-occurrences of words, as well as 
their semantic specificities over the documents included in the analysis. 
 
Raw:This is the default selection that enables the user to operate on raw word frequencies collected 
in the term-document index. 
 
Binary: This option is to analyze and report binary indicators instead of word frequencies. 
Specifically, this option will simply enumerate whether a term is used in a document; i.e.: 
f(wf) = 1, for wf>0 
Where wf stands for word frequency within each document. The resulting documents-by-words 
matrix will contain only 1s and 0s, to indicate the presence or absence of the respective word. As 
the other transformations of simple word frequencies, this transformation will dampen the effect 
of the raw frequency counts on subsequent computations and analyses. 
Logarithmic. Select this option button to analyze and report logs of the raw word frequencies. A 
common transformation of the raw word frequency counts (wf) is to compute: 
 f(wf) = 1+log(wf), for wf>0 
This transformation will dampen the raw frequencies and how they will affect the results of 
subsequent computations. 
List of selected words. This list displays the words that were extracted from the documents and 
their frequencies (the overall word frequencies as well as document frequencies, i.e., number of 
documents in which they were found). You can sort by each column in the list of extracted and 
selected words by clicking on the respective column header. For example, to sort by the word itself, 
click on the Stem/Phrase column header. Click on the Count header to sort by the total word 
frequencies (click once to sort in ascending order, click again to sort in descending order). 
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The Stem/Phrase column lists the terms as they were indexed (stored in the internal database, see 
also the Introductory Overview), i.e., after stemming. This column will also list phrases (user-
defined word combinations that should be treated as a whole), if present. 
The entries in the Example column show the shortest original words that were reduced to the 
respective stem, unless such a word is the stem itself, in which case the entry is empty. 
The list’s check box controls near each term enable you to select/deselect some of the words in the 
index. It is important to distinguish between selected and unselected words vs. indexed and non-
indexed words. Words or terms can be indexed in the (internal) database but not selected into the 
word list from which final results are computed (e.g., singular value decomposition). If the Keep 
unselected words in database for browsing option on the Advanced tab of the Text Mining dialog 
box is selected, the list will display all words contained in the term-document index, even the ones 
that did not pass automatic selection conditions; in this case, you can perform word selection 
manually. The Count column displays the total word frequencies. 
The Files column displays the document frequencies of listed words. 
3.6 Obtaining Graphical Representation of Tweets and Retweets 

The tweets that were extracted according to specific hashtags from the twitter API were then 
modified. Each file was organized to hold the three columns of name, datetime and tweets, and 
divided according to dates into separate files and imported into STATISTICA. These files, which 
were now of specific hashtags tweeted about on specific dates, were plotted in a histogram, with 
the y-axis being the time of day and the x-axis being the frequency of the tweets or the number of 
observations during fixed periods of time. We chose to use histograms to represent our records as 
we only had one variable to work with: ‘Datetime’. The graphs that were generated were saved in 
png format. Then, by aggregating all the files with data on a single hashtag but different dates, we 
produced graphs illustrating the trends of those hashtags for consecutive days. The data was sorted 
terms of dates, in ascending order. 

 

Fig: Workbook containing tweets with hashtag ‘#antibullying’ on 13-08-2017 
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Fig: Workbook containing tweets from few of the chosen dates 
 
In the ‘Tweets’ columns of the original files extracted, retweets were the values starting with the 
phrase “RT @”. We determined the count of the tweets starting with “RT @” and all the other 
tweets in each date for each hashtag. Then the data was categorized into ‘retweets’ and ‘other 
tweets’ to determine how many of the data containing those hashtags were original and to ascertain 
which hashtags had most and least retweets. We divided the data into three different columns: 
‘Date’, ‘Retweets’ and ‘Other Tweets’. 

 

Fig: Workbook classifying different kinds of tweets 
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Chapter 4 
Results and Visual Representations 
 
4.1 Extracted Tweets 
4.1.1 Tweets with different hashtags related to bullying 
Using the twitter API and search filtering we filtered specific terms or hashtags that are related to 
bullying. We mainly used the tags #cyberbullying, #racism, #sexism, #stopbullying, #antibullying, 
#harrassment, #bullied, #xenophobia. We used the hashtag #cyberbullying to analyze five 
countries, like to see the frequency of cyberbullying in countries such as Brazil, France, Thailand, 
India, Canada and USA using their latitude and longitude.   
 
 
4.1.2 Tweets containing location or time zone 
We have used tweepy to stream and save the tweets that had geotagging enabled, not each and 
every extracted tweet had the feature enabled. There were quite a lot tweets where the user’s 
geotagging feature was enabled and we could obtain the data. We used two ways to obtain the 
location data, firstly we used the latitude and longitude parameters during the api.search and then 
we used the status.user.time_zone method to extract time zones. We used the latitude and longitude 
of some of the countries from the map and used it for filtering the search terms. 
 
The following screenshots show the example of tweets extracted with time zones for specific term 
searches: 
 

 
Fig: Tweets extracted without location filter, displaying the time zone 
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Fig: Tweets filtered by specified latitude/longitude: America’s coordinates used. 
4.2  Frequency of different hashtags 
 

 

Fig :Frequency of tweets containing #antibullying hashtag on 13-08-2017 
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Fig: Frequency of tweets containing #antibullying hashtag on 14-08-2017 
 
 

 

Fig: Frequency of tweets containing #stopbullying hashtag on 13-08-2017 
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Fig: Frequency of tweets containing #stopbullying hashtag on 14-08-2017 
 
 

 

Fig: Frequency of tweets containing #harassment hashtag on 13-08-2017 
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Fig: Frequency of tweets containing #harassment hashtag on 14-08-2017 

  
Fig: Frequency of tweets containing #cyberbullying hashtag on 05-08-2017 
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Fig: Frequency of tweets containing #cyberbullying hashtag on 07-08-2017 
 
 

 

Fig: Frequency of tweets containing #xenophobia hashtag on 06-08-2017 
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Fig: Frequency of tweets containing #xenophobia hashtag on 07-08-2017 
 
 

 
Fig: Frequency of tweets containing #racism hashtag on 05-08-2017 
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Fig: Frequency of tweets containing #racism hashtag on 07-08-2017 
4.2.7 Frequency of #sexism throughout the day 

 

Fig: Frequency of tweets containing #sexism hashtag on 05-08-2017 
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Fig: Frequency of tweets containing #sexism hashtag on 07-08-2017 
 
 
4.3 Frequency of hashtags for consecutive days 

 

Fig: Frequency of tweets containing the hashtag ’#harassment’ from 13-08-2017 till 17-8-2017 
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Fig: Frequency of tweets containing the hashtag ’#antibullying’ from 13-08-2017 till 17-8-2017 

 
4.4 Comparison on retweets and other tweets 
We compared the number of retweets with the number of other tweets, which include original 
tweets and replies, containing different hashtags. We had different data sets for different tweets 
and derived graphs from each of them. One observation here was that tweets containing the hashtag 
‘#stopbullying’ were overall retweeted the most, in comparison to other hashtags. One explanation 
here could be that users were retweeting stories and accounts of other people being bullied and 
reposting them with the hashtag ‘#stopbullying’ as personal comments or opinions on those tweets. 
Additionally, among the extracted tweets consisting of ‘#harassment’, with the exception of one 
day (14-08-2017), the number of retweets were overlapped by the number of original tweets or 
replies. 
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Fig: Comparison of ‘#stopbullying’ tweets 
 

 

 
Fig: Comparison of ‘#harassment’ tweets 
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Fig: Comparison of ‘#antibullying’ tweets 
 

 
Fig: Comparison of ‘#cyberbullying’ tweets 
 
 
 
4.5 Generation of graphs to show different use of hashtags in different locations 
 
We have worked with 8 particular hashtags, and these are: #antibullying, #bullied, #cyberbullying, 
#harassment #racism, #sexism, #stopbullying and #xenophobia. For some countries, the location 
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shows city wise, not country wise (e.g. in US the location would show for particular cities such as 
Denver, LA). The text mining tool allows central time/pacific time indexing and auto time zone 
categorization during the text mining algorithm. The content has been used to generate graphs 
using the mined data to find specific hashtags in the specified locations. The next section has the 
screenshots of the 8 graphs and count data set is attached with it. 
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Fig: Frequency of #antibullying across different locations 
 

 

Fig: Frequency of #iambullied across different locations 
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Fig: Frequency of #cyberbullying across different locations 
 

 
 
Fig: Frequency of #harrassment across different locations 
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Fig: Frequency of #racism across different locations 
 

 
 
 
Fig: Frequency of #sexism across different locations 
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Fig: Frequency of #stopbullying across different locations 
 

 
 
Fig: Frequency of #xenophobia across different locations 
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Fig: Frequency of all the hashtags with respect to all locations 
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Fig: In this graph, the accuracy percentage of the location analysis for each hashtag. We can also 
see the total accuracy rate of the location analysis for all the hashtags, which is 34%. 
 
If we observe the above 8 graphs, we can notice a similarity. For every hashtag related to bullying 
and various forms of harassment, the highest peaks are either Canada or US. This means that 
bullying, racism, sexism, xenophobia etc. issues exist the most in Canada and the United States 
out of the locations compared. 
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Chapter 5 
 
Conclusion 

5.1 Conclusion 

 

Harassment and bullying have reached fever pitch in the age of social media but in turn there has 

also been an increase in victims coming forward and getting their voices heard. The social media 

provide a platform for this. Arguably the most frequently used platform for doing that is Twitter, 

the website boasting over 310 million users. We hoped to find a way to source this huge data 

resource in a way that will help to reduce bullying, create awareness and provide support groups 

where necessary. The aim of our study is to go through large sets of data (‘tweets’) and determine 

how frequently different kinds of harassment are reported on social media throughout the day. We 

started the practical implementation of our investigation by extracting tweets from Twitter using 

Twitter API. The tweets obtained contained specific hashtags reporting different kinds of bullying 

taking place in society (e.g. #sexism). These tweets were then formatted and mined using Statistica 

to generate graphs in terms of location, frequency and retweets. The graphs highlighted the number 

of tweets on specific topics at different location, the number of tweets on the said topic at different 

times of the day and how many of these were retweets. Based on the assumption that the number 

of tweets and their location mostly reflect on the situation in that place, corrective measures and 

help according to that can be provided. 

 

5.2 Limitations 

This study had a certain limitations at different stages. In the extraction stage, there were many 

hashtags to choose from which relate to bullying. The data sets would become too large if we 

included tweets mentioning all the terms and hashtags related to bullying so we chose had to 

choose only a few of them. Another drawback here is that Twitter’s REST API sometimes extracts 

all the tweets from certain days and one or two tweets from some others, due to which we had to 

discard the values of those dates. People do not always post serious tweets, some of them are 

posted in jest or for other reasons. This meant that not all the tweets extracted were addressing 
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serious incidents or opinions related to bullying. One of the main limitations we encountered was 

during the stage of mining data according to different locations. Comparisons could not be drawn 

directly between countries, rather, the information from those countries were divided into their 

regions. For example, in the US, the locations were divided into states, instead of the whole country 

overall. 

 

5.3 Future Work 

One of the main components of this study was tracking different hashtags according to locations 

around the world. In the future, this could be expanded to user age and gender, which would give 

us an even clearer picture of the extent of bullying in society and how it is shared and reported. As 

of now, Twitter APIs do not work on these parameters, however, in the long run, algorithms could 

be derived from users’ tweets, photos and “Bio” fields. Data could also be aggregated for years to 

see when the frequency of tweets related to bullying were being posted and to check if any spikes 

in data corresponded to public events, like a terror attack. 
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