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ABSTRACT 

Although cancer in children is rare, it is the leading cause of death past infancy amongst 
children. According to Afshar, Abdolrahmani, Tanha, Seif, Taheri(2010), Leukemia or blood 
cancer is one of the most common cancers in children, comprising of more than a third of all 
childhood cancers. Despite the advances of technology and research and overall decrease in 
mortality, nearly 2000 children die of cancer each year in the United States according to 
www.cancer.gov(2017). The website also tells us that if Leukemia cases are identified late or 
proper treatment isn’t applied, then it can be mortal. For this reason, we have decided to use deep 
learning for the rapid identification of leukemia in the absence of doctors, which can be done in 
clinics by present nurses and lab workers. We are going to use ID3 and C4.5 (extension of ID3) 
classifiers, Naïve Bayes and Multi-layer Perceptron (MLP) Neural network on the data I have 
gathered of the 78 cases and check which one gives the most accurate result. 
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ABBREVIATIONS 

ALL - Acute Lymphocytic Leukemia  

AML - Acute Myelogenous Leukemia  

CML - Chronic Myelogenous Leukemia  

CLL - Chronic Lymphocytic Leukemia  

CNS - Central Nervous System  

FAB - French-American-British group 

CSV - Comma Separated Values 

MLP - Multi-layer Perceptron   
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INTRODUCTION 

 

Childhood should be the happiest and most carefree phase in every human’s life. Every child is 

precious and deserves a normal and healthy childhood in order to have proper mental and 

physical growth, to grow up into a proper human being. However, there are a lot of unfortunate 

little souls who end up missing the essence of childhood completely. When a child should be 

running around in playgrounds, they have to run from hospitals to hospitals. Instead of being 

energetic and enthusiastic like a child should be, they feel malaise and suffer a lot in an age so 

tender. These unfortunate children are the victims of malignant diseases. One such malignant 

disease that drains out all the life from a child is Childhood Leukemia. 

 

According to Canadian Cancer Society (2017), Leukemia is a cancer that starts in blood stem 

cells, which are basic cells that develop into different types of cells that have different jobs. In 

leukemia, there is an overproduction of blast cells as the stem cells of the blood become blast 

cells when they develop. Blast cells are immature blood cells which overtime, crowd out normal 

blood cells and as a result they can’t do their jobs. Their presence alone is strong enough 

evidence to diagnose leukemia. 

 

Generally there are 4 types of Childhood Leukemia according to Dr. Molla(April,2009). 

Amongst those I am going to work with Acute Lymphocytic or Lymphoblastic Leukemia (ALL). 

 

In this research, we will be collecting real data of patients at first and then will be running some 

deep learning algorithms like ID3, C4.5, Naïve Bayes and Multi-layer Perceptron (MLP) Neural 

network on those data and figure out the accuracy of each algorithm. According to LeCun, 

Bengio and Hinton (2015), Deep learning allows computational models that are composed of 

multiple processing layers to learn representations of data with multiple levels of abstraction. 
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LITERATURE REVIEW 

According to the study from www.cancer.org(2017),Childhood leukemia is a type of leukemia, 

usually Acute Lymphocytic Leukemia (ALL), and a type of childhood cancer. It is the most 

common cancer in children and teens, accounting for almost 1 out of 3 cancers. Leukemia is a 

cancer that starts in early blood forming cells found in the bone marrow, the soft inner parts of 

certain bones. Most often, leukemia is a cancer of the white blood cells, but some leukemia start 

in other blood cell types. It is either acute (fast growing) or chronic (slow growing). Almost all 

childhood leukemia is acute.  

 

As we have mentioned previously that generally there are 4 types of Childhood Leukemia 

according to Dr. Molla(April,2009). Two of them are acute and the other two are chronic.  

 

The main types of acute leukemia are: 

Acute Lymphocytic (Lymphoblastic) Leukemia (ALL):  about 3 out of 4 childhood leukemia are 

ALL. This leukemia starts from early forms of lymphocytes in the bone marrow. 

 

Acute Myelogenous Leukemia (AML): This type of leukemia, also called Acute Myeloid 

Leukemia, Acute Myelocytic Leukemia or Acute non-lymphocytic Leukemia, accounts for most 

of the remaining cases. AML starts from the myeloid cells that form white blood cells (other than 

lymphocytes), red blood cells or platelets. 

 

Hybrid or Mixed Lineage Leukemia: In these rare leukemia, the cells have both features of ALL 

and AML. In children, they are generally treated like ALL and usually respond to treatment like 

ALL. 
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Chronic leukemia is much more common in adults than in children. They tend to grow more 

slowly than acute leukemia. They can be divided into two types: 

 

Chronic Myelogenous Leukemia (CML): This rarely occurs in children. Treatment is similar to 

that used for adults. 

 

Chronic Lymphocytic Leukemia (CLL): This leukemia is extremely rare in children. 

 

There’s another type of childhood leukemia which is, Juvenile Myelomonocytic Leukemia 

(JMML). This rare type of leukemia is neither chronic, nor acute. It begins from myeloid cells, 

but it usually doesn’t grow as fast as AML or as slow as CML. It occurs most often in young 

children (under age 4). Symptoms can include pale skin, fever, cough, easy bruising or bleeding, 

trouble breathing (from too many white blood cells in the lungs) and an enlarged spleen or lymph 

nodes. 

 

From this we can figure out that, there’s a vast variety of symptoms for all the types of leukemia 

mentioned above and each one of them can be identified and therefore, treated differently. 

However, in this research we will only be focusing on Acute Lymphocytic (Lymphoblastic) 

Leukemia (ALL) as the patients data we have collected are all ALL patients. 

 

Deep learning is a fascinating field. According to DeepLearning.TV in the video “What is a 

Neural Network - Ep. 2 (Deep Learning SIMPLIFIED)” (2015), Deep learning is about neural 

networks. Artificial neural networks have been around for a long time, but something special has 

happened in recent years. The mixture of new faster hardware, new techniques and highly 

optimized open source libraries allow very large networks to be created with frightening ease 
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Jason Brownlee in his book ‘Deep Learning With Python’ said, “I have used many of the top 

deep learning platforms and libraries and I chose what I think is the best-of-breed platform for 

getting started and very quickly developing powerful and even state of the art deep learning 

models in the Keras deep learning library for Python”. 

 

From DeepLearning.TV’s video(2015) we also get to know that, The structure of the neural 

network is like any other kind of network. There’s an interconnected group of nodes which is 

called neurons and there are edges to join them together. A neural network’s main function is to 

receive a set of inputs, perform progressively complex calculations and then use the output to 

solve a problem. 

 

A neural network is highly structured and comes in layers. The first layer is the input layer, the 

final layer is the output layer and all the layers in between are referred to as hidden layers. 

Forward propagation is neural network’s way of classifying. It is shown with pictures below. 

 

First, nodes take input. 

                           

                          Fig 1: Input Layer 
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Then the result is passed on to the next layer. 

                            

                           Fig 2: Hidden Layer 1 

Then that result is passed on to another following layer. 

                            

                           Fig 3: Hidden Layer 2 
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This goes on until we reach the output layer. 

                           

                          Fig 4: Output Layer 

 

 

According to scikit-learn.org (2017), ID3 (Iterative Dichotomiser 3) was developed in 1986 by 

Ross Quinlan. The algorithm creates a multi way tree, finding for each node (i.e. in a greedy 

manner) the categorical feature that will yield the largest information gain for categorical targets. 

Trees are grown to their maximum size and then a pruning step is usually applied to improve 

the ability of the tree to generalize to unseen data. 

C4.5 is the successor to ID3 and removed the restriction that features must be categorical by 

dynamically defining a discrete attribute (based on numerical variables) that partitions the 

continuous attribute value into a discrete set of intervals. C4.5 converts the trained trees (i.e. the 

output of the ID3 algorithm) into sets of if-then rules. These accuracy of each rule is then 

evaluated to determine the order in which they should be applied. Pruning is done by removing 

a rule’s precondition if the accuracy of the rule improves without it. 
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METHODOLOGY & RESULT 

 

At first we had to collect data for my research. For that reason we needed permission from 

National Institute of Cancer Research and Hospital. However, as we all know that trying to get 

our hands on the datasets of any government institution is very hard and requires some 

formalities, we also had to go through all of them.  

At first we needed our University authority to verify our identities to the Cancer Institute. For 

that we needed an application written directly to the Director of National Institute of Cancer 

Research and Hospital by our University Registrar which we eventually got after writing a few 

applications which included my supervisor, Mr. Moin Mostakim’s signature. 
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           Fig 5: Application for permission to collect data                                
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After that we had to go to the hospital for many days to make them approve of my request to 

collect data. It took us around two months to finally get the permission. 

 

Fig 6: Application with approved signature from the hospital 
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Then we finally got the form, showing which we could collect data from the hospital. 

 

Fig 7: The permission form 
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However, despite having completed the formalities, they still could not provide us with any data 

yet as they had prospective data only, not retrospective. That too of only 6 to 7 patients! 

As our deadline was approaching and as it would take time to collect the desired amount of data 

from them, we decided to use online dataset of childhood leukemia patients till we get the actual 

data from the hospital. Here’s a picture of our Ethical Certificate which actually certifies that we 

tried collecting data from them and we still can take it from them in near future to further 

implement the algorithms.  
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Fig 8: Certificate of Ethical Approval 
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We took a dataset of 36 patients, all of whom had ALL. We made another 36 patients data with 

anomalies as we needed data of people who do not have ALL in order to train my algorithm with 

both Leukemia and non-Leukemia symptoms. Below is the table from which we used 36 patients 

data, ignoring the ones which has unknown parameters.

 

               Fig 9: Dataset from the journal Clinical Characteristics and Treatment Outcome of                     

Childhood Acute Lymphoblastic Leukemia With the t(4;ll) (q21;q23): A Collaborative Study of   

40 Cases  (1991) 
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We only took the Leukocyte count, Hemoglobin Count, Platelet Count and If the patient has 

CNS leukemia or not. CNS leukemia is central nervous system leukemia according to Molla 

(April, 2009). A patient with ALL can be with or without CNS. FAB is the outcome. L1 and L2 

are types of ALL. L1 has better prognosis while L2 has more aggressive disease course.  

  

In all the three algorithms we have used, we used Leukocyte count, Hemoglobin count, Platelet 

count and CNS leukemia as input data and FAB as output data. FAB is classification of ALL by 

the French-American-British group according to Molla (April, 2009). 

 

We made a CSV file, which is Comma Separated Data, with the 72 dataset we had. We used half 

of it for training the classification model and the other half for testing the model. 

                           

                           Fig 10: CSV file  



Page 22 of 28 
 

 

                          

                         Fig 11: CSV file(Continued) 
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                         Fig 12: CSV file(Continued) 

 

 

First we used the ID3 with C4.5 extension as we not only have discreet data but continuous as 

well. Then we used Naïve Bayes and afterwards recurrent neural network on the dataset. 

 We learned about the algorithm and how to implement it on our data from the existing examples 

of scikit.org. We used Spyder to make the model, Spyder is an IDE which integrates NumPy, 

SciPy, Matplotlib and IPython, as well as other open source software. For doing Python code in 

Windows we need NumPy, SciPy and these open source software. First we tried doing this in the 

command prompt by installing ony NumPy and SciPy but it required installing other software 
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too. Afterwards we found the IDE Spyder, which included all of it so we had no further 

problems. 

 

By running ID3 and C4.5 on the CSV file we got an accuracy of 88.8889% 

 

Fig 13: ID3 & C4.5 algorithm result 
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By running Naïve Bayes algorithm on the CSV file we got and accuracy of 77.7778% 

 

Fig 14: Naïve Bayes algorithm result 
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By running Recurrent Neural Network on the CSV file we got an accuracy of 86.1112% 

 

Fig 15: Recurrent Neural Network algorithm result 
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CONCLUSION 

In many underdeveloped areas of our countries where there are no proper hospitals, and clinics 

are the only option for primary treatment, this model we have created will come in handy. In 

many rural clinics, doctors visit once weekly. As ALL is an acute disease, the earlier it is 

identified the better chances the patient has for getting better.   The nurses and lab workers of a 

clinic can hence identify using this model after blood filming and other tests whether the person 

has ALL or not using this model. Based on the result they can send the patient away to a hospital 

for getting diagnosed and treated under a doctor. 

 

We worked with only ALL so far and with very little data. In the future, the goal is to cover all 

types of leukemia and gather data from multiple hospitals throughout the country. If that works 

well, we can even use this model to identify other malignancies as well! 

 

If this research work is able to save at least one child’s life, it will be worthwhile. 
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