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ABSTRACT

We study a time series approach to financial data, specifically the ARIMA models, and
build a web based platform for stock market enthusiasts to analyze time series of stock
market returns data and to fit ARIMA models to the series to forecast future returns.
This system also acts as an informative tool by providing helpful instructions to the users
regarding the analysis and model-fitting procedure. It uses R to perform the statistical
computations.
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Chapter 1

Introduction

The analysis of financial data for the prediction of future stock returns has always been
an important field of research. According to [17], stock prices may not only signal future
changes in the economy of a country but also have direct effects on the economic activities
of the country. Although not always effective, stock price movements are considered as
useful indicators of the business cycle and they also affect the household consumptions and
corporate investments in a country to some extent. Hence, being able to make successful
predictions of the future stock prices not only allows investors to make significant amount
of profits by preventing loss but also helps the government to take appropriate measures
to prepare for possible economic downturns in the future. For that reason, numerous
theories and methods are being devised to make accurate predictions of the stock market
by the analysis of financial data. In our project, we focused on creating a platform for the
prediction of stock returns of companies using time series approach. We built a web-based
system where users will be able to analyze stock returns data of forty companies listed in
NASDAQ and NYSE and then use that analysis information to fit ARIMA models to those
data. All the analysis and model-fitting tasks were done by using the R software. This is
just the initiative step towards building a more comprehensive and sophisticated system
where users will be able to build their own models based on any time series approach and
make predictions of future stock returns in order to take appropriate measures.

1.1 Time Series Approach

In the Time Series Approach of stock price analysis and forecasting, it is considered that
the stock price incorporates all important and available information of the stock. By
figuring out the underlying structure and function that produced the past observations of
the price, time series analysis of stock prices aims to forecast the future prices or trends.

1.2 Motivation

Not all investors are capable of analyzing stock market data on their own for making
their trading decisions. They have to depend on the analysis of others instead. Even
if they wish to do it by themselves, they face the different problems of collecting the
data, acquiring analysis tools, leaning to use those tools etc. Moreover, those who are
involved in research in this field, might not be able to access a computer with statistical
tools installed all the time. In such cases, having access to an online statistical system to



perform instant analysis on authentic data would be preferable.

We plan to create such a platform for any stock market enthusiast, which will

Allow them to perform various methods of time series analysis on stock returns data
Provide authentic data

Be usable

Not require any installation

Be accessible anywhere

Allow them to save the outputs of their analysis for future references

Provide helpful information regarding all the tests we allow them to perform and
how to interpret those tests

With that final goal in mind, we have initiated this project. Currently, we have created a
platform, where users can perform analysis on the time series of daily stock returns data
of companies, fit ARIMA models of any order to that data and make forecasts for the
next 10 days. This will eventually be evolved and perfected to achieve our final goal.

1.3 Thesis Outline

The outline of this paper is as follows:

Chapter 2 gives a basic introduction to the different methods that are used for
stock market prediction and it also discusses some papers that have dealt with
stock market prediction using time series analysis.

Chapter 3 introduces and explains the concepts of ARIMA modeling which is the
approach of time series that we have focused on in our work.

Chapter 4 describes our implementation work which is a website for stock market
prediction using time series approach.

Chapter 5 explains the limitations of our project and also provides directions for
further research.

Chapter 6 summarizes the whole paper and gives conclusive remarks regarding the
project.



Chapter 2

Stock Market Prediction Methods

Despite many negative views regarding stock market prediction, people still try to come
up with different ways to forecast future price movements in the stock market. Thus, we
have now numerous methods of stock market prediction, starting from simple fundamental
analysis to more complicated statistical analysis methods. With the advent of computers
into the stock market prediction scene, analysis and development of prediction methods
have become much easier. This chapter discusses about different such methods of analysis,
which can be used singularly or in combination to predict stock price movements.

2.1 Efficient Market Hypothesis

The Efficient Market Hypothesis or EMH, as developed by [11], suggests that it is
impossible to beat the stock market as it is an efficient market, where the stock prices
reflect all the available and related information. Whenever new information comes up,
it gets immediately spread by the news and the stock price gets adjusted to it in no
time. Therefore, stocks are always traded at their fair value and it is not possible to
make predictions of trends in the market or to identify undervalued stocks. So, the only
possible way of making profit in the share business is to buy risky investments. However,
this theory has one big flaw. It assumes that the stock market is efficient. However, for
the stock market to be efficient, the following criteria have to be met [13]:

e All investors should be able to access high-speed and advanced systems of stock
price analysis.

e There should be a stock price analysis method which is universally accepted as
correct.

e All the investors in the market should be rational decision makers. Their decisions
should not be influenced by their emotions.

e The investors would not wish to make any higher profit than the other investors
because that would not be possible.

None of the above mentioned conditions can be met by the present stock market. Hence,
we cannot call it efficient. The stock market often shows trends in the price movements
and so it is possible to make predictions of future trends based on the past prices, if
modeled correctly.
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2.2 Random Walk Hypothesis

[14] stated that stock prices cannot be predicted accurately by using price history. He
termed stock price movements as a statistical process, called the random walk. According
to his theory, the deviation from the mean of each observation is purely random and
therefore, unpredictable.

However, several economists and professors of finance have conducted a number of tests
and studies which reportedly claim that some sort of trend does exist in the stock market
and hence stock market can be predicted to some degree.

2.3 Typical Stock Prediction Methods

The prediction methods of stock market can be divided into two main categories depending
on how the share prices are evaluated. These complementary methods are often used by
themselves or in combination. They are as follows:

1. Fundamental Analysis

Fundamental analysis is based on the assumption that stock prices in the stock
market do not represent the actual real value of the stock. Fundamental analysis
asserts that the correct value of the stock can be found out by analyzing the
fundamentals of the company. The fundamentals include anything that is related to
the economy of the company. It is claimed by the fundamentalists that by buying
the undervalued stocks and holding on to them until the market realizes its mistake
and changes the prices of the stocks to their actual prices, an investor can make
profit.

The different fundamental factors can be divided into two groups and the analysis
methods of these two groups are termed as:

i) Quantitative Analysis
The quantitative factors are all the factors that can be expressed in numerical
terms. This type of analysis involves delving into the financial statements to
learn about the companys revenues, assets, liabilities, expenses and all other
financial aspects.

ii) Qualitative Analysis
Qualitative factors are the intangible, non-measurable aspects of the company,
such as, the companys business model, competitive advantage, management,
competition, customer, market share, government regulations etc. In other
words, it involves the analysis of the company itself, the industry in which the
company specializes in as well as the economic condition of the country in which
the company operates.

The intrinsic value of the stock is determined by performing these two analysis
methods. If the measured intrinsic value turns out to be greater than the actual
market value, then the stock is bought. If it is the same as the market price, then
it is held. And if it is lower than the market price, then it is sold.

2. Technical Analysis Technical analysis is based on the following three principles:

4
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e Market Discounts Everything
The price of a stock reflects all the relevant and available information in the
market. Technical analysts believe that all the factors that could affect the
company, such as, the company’s fundamental factors, the economic factors
as well as the market psychology, are all accounted for in the price of that
company’s stock and hence, there is no need to analyze them separately.

e Price Moves in Trends
The price movements follow a trend and when such trend has been established,
the likelihood of the future stock prices to be in that same direction increases.

e History Tends to Repeat Itself
The pattern of price movements in the past tends to repeat itself in the present
as market participants have a tendency to react in a consistent manner to
similar stimuli all the time.

Technical analysis (or charting) only focuses on the price movements in the market.
It involves identifying patterns of price and volume movement in the market by
using charts and other tools and using those patterns to predict future activities in
the market. It does not care about the undervalued stocks and it does not try to
find the intrinsic values of any stock.

There are two types of tools for technical analysis:

a) Charts
Charts are just graphical representations of stock prices over a set time frame.
They could vary in time scale or price scale. Depending on the information to be
retrieved, the charts that are mostly used are line chart, bar chart, candlestick
chart and points and figures chart.

b) Indicators & Oscillators

Indicators use price and volume information to measure flow of money,
momentum and trends in the stock market. Indicators are used to either form
buy or sell signals, or to confirm price movement. They are also of two types
leading and lagging. Leading indicators help predict future price by preceding
price movements. Lagging indicators follow price movements and work as a tool
of confirmation. Some indicators are constructed in such a way that they fall
within a bound range. These are called oscillators. Crossovers and divergence
in the indicators are used to form buy or sell decisions. Some popular indicators
are Accumulation/Distribution Line, Average Directional Index (ADX), Aroon,
Aroon Oscillator, Moving Average Convergence Divergence (MACD), Relative
Strength Index (RSI), On Balance Volume (OBV) and Stochastic Oscillator.

Time Series Analysis

Time Series Analysis may be considered as a mathematical version of technical analysis
which uses statistical tools to extract meaningful information from a given stock market
price series and makes predictions on the basis of those information. However, getting
absolutely accurate forecasts of stock prices using time series analysis only is not an easy
route.
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Machine Learning

Various machine learning algorithms are being applied for stock market prediction.
Notable among them are Support Vector Machines, Linear regression, Online Learning,
Expert Weighting and Prediction using Decision Stumps. These machine learning
algorithms are applied basing on the same assumption as that of technical analysis. It
is assumed that all the prices of the stocks have all the relevant information embedded
in them [18]. Using machine learning techniques alone, however, will not be able to give
accurate results and so a hybrid of several algorithms or a hybrid of algorithms and some
other analysis technique can be used. Moreover, the same technique or algorithm might
not work for every company’s stock price prediction.

2.4 Literature Review

In order to complete this project, a good understanding of Time Series Analysis was
required. To understand the basic concepts of time series analysis, the books of [9] and
[8] were very helpful. The different topics of time series analysis were explained in great
detail with easy to understand examples in these books. Moreover, the lecture note by
[20] and the online learning materials provided by PennState Eberly College of Science
on [2] were also very useful in our endeavor to understand time series. In order to learn
R programming, the online resources of [4] and [5] were of great help.

We went through several papers that dealt with stock market prediction using time series
models so that we could understand the method better. One of the papers was written
by [7]. They used the closing price data of Nokia Stock Index and Zenith Bank Stock
Index to build separate ARIMA models for the two companies. The ARIMA models with
smaller BIC and S.E. of regression, higher adjusted R? were chosen as the best models.
Another criterion for choice was that the residuals of the models would be white noise.
They found that their built models were satisfactorily providing short-term predictions.

[12] used Box-Jenkins method to fit ARIMA models to the stock closing prices of AAPL,
MSFT, COKE, KR, WINN, ASML, AATI and PEP. They chose to use the closing prices
of the past ten years of the companies or since the year the companies went public. The
data was collected from Yahoo Finance. After analysis, almost all their models were
AR(1) models either in differenced or undifferenced form. They had used the stock price
data of eight companies specializing in four different industries to find if there were any
similarities between the industries. It was found that the stocks of the same industry did
not behave in a similar manner.

A study on the effectiveness of ARIMA models to predict future prices of fifty-six stocks
from seven sectors of India was conducted by [15]. For their work, they used the past
twenty-three months data. To choose the best model, they used the value of AICc. All
their built models were able to predict stock prices with above 85% accuracy.

Another paper attempted to combine traditional time series analysis techniques with
information from the Google trend website and the Yahoo finance website to predict
weekly changes in stock prices [21]. They collected important news related to a particular
stock over a five year span and they used the Google trend index values of this stock to
measure the magnitude of these events. They found significant correlation between the
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values of the important news/events and the weekly stock prices. They collected weekly
stock prices of AAPL from Yahoo Finance website and extracted important news related
to AAPL stock by using the Key Developments feature under the Events tab in the Yahoo
Finance website. Each piece of news was then analyzed to give a positive or negative value
depending on their influence. The weekly search index of the term AAPL were extracted
from Google trend. The starting point of the news data and the Google trend data were
set to one month before the stock price data in order to find the relation between the
news of one time to the prices of stock at a later time. To analyze the historical stock
prices, they performed ARIMA time series analysis after first degree differencing of the
square root of the raw data. It was found by plotting the autocorrelation function and

partial autocorrelation function that the transformed stock prices essentially followed an
ARIMA(0,1,0) process.

[16] proposed a hybrid Support Vector Machine and ARIMA model for stock price
forecasting. They used daily closing prices of the fifty days (from October 21, 2002
to December 31, 2002) of ten stocks for their research. They used the closing prices in the
month of January 2003 as the validation set. The closing prices of February 2003 were
used as testing dataset. They tried making one step ahead forecasts of the hybrid model
as well as SVM and ARIMA models separately. It turned out that the hybrid model had
outperformed the other two models.

[19] collected 50 randomly selected stocks from Yahoo Finance website and applied time
series decomposition (TSD), Holts exponential smoothing (HES), Winters exponential
smoothing (WES), Box-Jenkins (B/J) methodology, and neural networks (NN) on the
dataset to analyze them and predict future prices. To use in the NN model, they divided
the dataset into three groups training set, validation set and testing set. Instead of using
the data directly, they used normalized data, which reduced the errors. They used back
propagation algorithm for training their system. Their models had fit the data with R?
almost equal to 0.995.

[10] created a system to forecast movements in the stock market in a given day by using
time series analysis on the S&P 500 values. They also performed market sentiment
analysis on data collected from Twitter to find out whether the addition of it increased
the accuracy of the prediction. They collected the S&P 500 values from Yahoo Finance
and the Twitter data from Twitter Census: Stock Tweets dataset from Infochimps. The
latter included around 2.3 million stock tweets. This dataset was then modified for the
purpose of their work. They had three labels for the S&P index movement up, down, and
same. To predict the S&P movements, they used five different attributes. To analyze the
sentiments in the tweet dataset, they used Naive Bayes Classifier. The sentiments were
labeled as up, down or same. After incorporating the sentiment analysis results with the
time series analysis results, they found that the accuracy had improved.

From the above discussion, it is clear that although time series analysis alone is a good
candidate for stock price forecasting, to get a more accurate result, other factors and
techniques should also be incorporated.



Chapter 3

Summary of Theory

In this chapter, we discuss about the time series analysis approach that we have used in
our project. We try to summarize what we have learned from the books, lecture notes and
other online materials mentioned in Section 2.4 of this paper. With a view to explaining
the topics, we have used the dataset on the annual diameter of the hem of womens skirts
from 1866 to 1911 provided by [1]. We used the R software as our tool to perform the
different analysis on the dataset. We shall discuss about R in detail in Chapter 4.

3.1 Time Series Analysis

Time series is a collection of observations made sequentially over a time interval. Time
series data are being generated every day in different fields of application, such as,

e In Finance: daily closing prices of stock, daily exchange rates, etc.

e In Economics: monthly total exports, monthly data on unemployment, etc.
e In Physical Sciences: daily rainfall, monthly average air temperature, etc.
e In Marketing: annual or monthly average sales figures, etc.

e In Demographic Studies: monthly or annual population of a city, etc.

e In Medicine: Brain wave activity during ECG, etc.

e In Process Control: Color property of batches of product, etc.

A time series can either be continuous or discrete. It is said to be continuous if it consists
of observations taken continuously in time. If the observations are taken in specific,
equal time intervals, then it is said to be discrete. In this paper, we will be working with
discrete time series.

In the time series, the distance between any two consecutive time points must be the
same and each time point must have at most one observation. That is, if the series is an
observation of monthly data, then it must have the observations of every month; and for
each month, only one observation should be taken.

The following is an example of a time series plot of the annual diameter of the hem of
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womens skirts:

Annual Diameter of the Hem of Women's Skirts

400 1000
|

Diameter of Hem
aoo

GO0
|

I I I I I
1870 1880 1890 1900 1910

Mumber of Years

Figure 3.1: Time Series Plot of Annual Diameter of the Hem of Women’s Skirts

A stochastic process is a sequence of random variables, represented as follows:
{Y;:t=0,£1,42,}

Stochastic processes are used to model observed time series.

Time Series Analysis consists of various techniques of analyzing the time series data
with the aim of extracting significant statistics and other important features of data,
usually in order to make forecasts of future values based on the past observations.
Therefore, during time series analysis, the order of the observations must be maintained.
Otherwise, the very meaning of the data would change.

3.2 Some Basic Concepts

3.2.1 Mean Function

F{Y; :t =0,£1,+2,........... } is a time series, then its mean function is the expected
value of the observation at time t,

pw=FEY;) for t=0,+1,42 43 ... (3.1)
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3.2.2 Autocovariance Function

If t and s are two time points in the time series, then the covariance of the observations

of those two points is given by,
Coo(YiY)) = E[(Y;— u)(Y: — )]
= EYY| — peps
Then the autocovariance function, v, is the sequence,

Y.s = Cov(Yy, Yy) for t,s=0,£1,£2, 43, .......

3.2.3 Autocorrelation Function (ACF)
The correlation between two observations at two time points ¢ and s is given by,

Cov(Y;,Y5)

VVar(Y,)Var(Ys)
Vt,s

vV Vt,t’}/s,s

Corr(Yy,Ys) =

Then the autocorrelation function p; s is,

pr.s = Corr(Yy, Ys) for t,s =0,+1,£2, 43, .......

~—~
W W

(3.4)

(3.5)

(3.6)

(3.7)

The value of p; s is always between —1 and +1. When its value is close to 1, it means
that the two observations have strong linear dependence, whereas a value closer to 0
indicates a weak linear dependence. When p; ; = 0, the two observations are said to be

uncorrelated.

3.2.4 Random Walk

If eq,e9,....... e; is a sequence of independent and identically distributed random variables

with mean 0 and variance o2, then the observation at time ¢ = 1 will be,

Yi=e¢

At time, t=2,
Yo=e1+e

This will continue on, until t = ¢, where,

Thus the observation at time ¢ = t can be expressed as follows:
Yi=Y1+e
Now, the mean of Y; is given by,

He = E(Yt)

I
o
+
(@)
+
L
(@]

10

(3.8)
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And the variance is given by,

Var(Yy) = Var(er)+ Var(ez) + ........ + Var(e)

= to? (3.10)

s = Cov(Yy,Ys)
= Cov(e; + e+ ...... +e, e+ e+ +er+ et o + es)
(
(

= Cov(ey,er) + Cov(er,ea) + ........ + Cov(eg, e1) + ...... + Cov(eg, ) + ....... + Cov(ey, es)
= Var(e))+0+........ +0+ + Var(e) + ......... +0

= 0240+ +0+ e+ 07+ e 0

= tag

Hence, the autocovariance function for the process is,
Ves = to? for 1<t<s

The autocorrelation function of the process can then be expressed as,

'Yt,s

V Vt,t’}/s,s

t
= - for 1<t<s (3.12)
s

Pt,s =

From (3.12), it is clear that the more the lag k = s — ¢ increases, the more the value of
pts decreases, which indicates that with the increase in lag, the correlation between two
observations reduces.

3.2.5 Simple Moving Average (SMA)

The arithmetic moving average which is calculated by adding the observations of a time
series over a certain number of time points and then dividing the added result by that
number of time points is called simple moving average or SMA.The total number of time
points that are taken into account can be varied if needed.

Say, Y_(n—1), -enn. Y 3, Y 5, Y 1, Y, is atime series. If we wish to calculate its simple moving
average for n time points at t=0, then,

Y—(n—l) =+ ...... +Y |+ Yb

SMA = (3.13)

Simple moving average helps to smooth out the series by filtering out the noise and thus
helps to indicate trends in the series. Often, a weighted moving average is used instead of
simple moving average. The weights are given according to the requirement of the analysis.

If a simple moving average of order 12 is done on the time series of annual diameter of
hem of women’s skirts, we will get the output as shown in Figure 3.2.

11
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SMA on Annual Diameter of the Hem of Women's SKirts

a0o Goa 1000
| |

SMA of Diameter of Hem

GO0
|

I I I I I
1870 1880 1890 1900 1910

Mumber of Years

Figure 3.2: Time Series Plot of Simple Moving Average of order 12

It would not be an easy task to see trends visually in most time series data, such as the
data of daily stock prices, as there would be a lot more fluctuations in them. Hence,
smoothing out the time series data, using the simple moving average method, as we did
in Figure 3.2, will help us to see the trends clearly.

3.2.6 Stationarity
Say, {Y:} is a time series. If the joint probability distribution of Y;,,Y,....., Y}, is same

as the joint probability distribution of Y;, _x, Y, —k....., Ys, i for all sets of time points
t1,ty.....t, and lag k, then {Y;} is said to be a strictly stationary process. Shifting the
time origin by k£ does not affect the joint probability distribution. This implies that the

joint distribution is dependent on the intervals between %1, t.....1,,.

If n = 1, the univariate distribution of Y; will be the same for all t, and both the mean
function and the variance will remain constant,

He = [
Var(y,) = o°

If n = 2, the bivariate distribution of Y;, and Y;, will be the same as that of Y;, _; and
Y, k. Therefore,

Cov(Yy,,Yi,) = Cov(Yy,—, Yio—k)
’yt17t2 - COU(}/;l—k‘a }/;Q—k')

12
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Replacing k by t; and k by ts,

Ttr,ta = COU<YE)7 }/;2*t1)
= CO/U<Yt1—t27 )/U)
= COU(%7 }/It1—t2‘>

= P)/O,‘tlftﬂ

Hence, the covariance between Y;, and Y;, depends on the lag between them and not on
the actual time points t; and t,. Therefore, for stationary processes, we can write the
autocovariance functions and autocorrelation functions as follows:

Y = Cov(Yy, Y ) (3.14)
pr = Corr(Y:,Yi—x) (3.15)
Moreover,
szzﬁ (3.16)
Yo

{Y;} will be termed as a weakly stationary process or second order stationary
process if its mean function is constant over time and its covariance is independent of
actual time t.

In this paper, we will only discuss about univariate, weakly statitionary time series.

3.2.7 White Noise

White noise is a sequence of independent, identically distributed random variables {e;},
having mean zero and variance o2. It is a strictly stationary series, where,

Var(e;), for k=0
= 3.17
s {o, for k # 0 (8.17)
And,
)1, fork=0 (3.18)
Pk = 0, fork#0 '

3.3 Trend Estimation

In stationary time series, we assume that the mean function is constant. However, in
practicality, that is never the case and so we often need to consider the mean functions
to be simple functions of time or trends. These trends can either be stochastic or
deterministic. Stochastic trends are impossible to model because they tend to show
completely different characteristics with every simulation, e.g. the random walk model.
On the other hand, a deterministic trend can be modeled using deterministic functions to

13
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represent them. For example, a possible model of a time series with deterministic trend
could be,
Yi= e+ Xy

Here,

1y = a deterministic function

X; = unobserved deviations from p;, having zero mean

We might consider p; to be periodic. We could also assume it to be a linear or a quadratic
function of time. However, it must be kept in mind that whenever we are stating that
E(X;) =0, we are assuming that the trend pu; will last forever.

3.3.1 Estimating Constant Mean

Say,

The most common estimate of the constant mean for (3.19) is the sample mean, which is
calculated from the observed time series Y7, Y5......Y,,,

1<
Y:E;Yt

Therefore, E(Y') =

To determine the accuracy of Y as an estimate of p, we will have to make some guesses
regarding X; and test it. Say, {Y;}, or equivalently {X,}, is a stationary time series with
p = pr. Then,

— 1 "
Var(Y) = EVW[ E Y]
t=1

Now, putting t — s = k and t = j, we get,

{1<t<n,1<s<n} = {1<j<n1<j—k<n}
= {k+1<j<n+k1<j<n}
— {(k>0k+1<j<n}U{k<0,1<j<n+k}

14
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Therefore,
. 0 n+k
Var(Y) = ngZ ot Y S
k=1 j=k+1 k=—n+1 j=1
1 n—1 0
= E[Z(”—k)%ﬂL > (n+ k)l
k=1 k=—n+1
n—1
1 k
- 2y a-ly,
k=—n+1
T e LIy
0
k=—n+1

(3.20) is used to evaluate the estimation of . By assuming {X;} as different models, the
value of py is placed and the variance of the estimate is approximated. If the variance of
the estimate varies with the sample size n, then the estimate is rejected.

3.3.2 Estimating Non-Constant Mean

Regression analysis can be used to estimate the parameters of non-constant mean trend
models. For example, if the trend is a linear function of time, then the mean is represented
as,

pe = Bo + Bt (3.21)
Here,
By = intercept
[ = slope

Both the slope and the intercept need to be estimated in this case, which is done by
choosing those value of 3y and 3; that will minimize the following:

n

Q(Bo, B1) = Z[Yt — (Bo + But))?

t=1
One of the solutions of the above equation is shown below:
BI— Zt 1(Y;f )(t_t)
D (t—1)? (3.22)
Bo=Y — 51?5

Here, = 4
The least square estimate of the slope can be expressed as follows:

B = % (3.23)

Say, c¢1, Cs.....c,, are constants and ¢y, ts......t,, are time points. Then,

Var[zn: Yy, Zc Var(Y,) + QZn:chc]Cov (Y, Y3,) (3.24)
i=1

=2 j=1

15



CHAPTER 3. SUMMARY OF THEORY

Using (3.23) and (3.24), we find the variance,

2t —DY:
Zt 1(t_t)

1 , _

Var(Bl) = Var( )

= &2

n n s—1
144 . .
= e 1¢ [;(t — 1) Var(Y;) +2 2; ;(t —1)(s — D)Cou(Y,, Y,)]
144 (n —1) U
= 2 (t—1)(s — Dy
n2(n2 — 1) [ 70+ ;; (s —t)Vs—i]
n s—1
12 288
- o L S BRI
( _1) s=2 t=1
127 n s—1
0

Here, we replaced Y, (t —t)? by @
Using (3.25), the precision of the estimates of the linear trend model can be evaluated in

the same way as that of the constant mean model.

If the data is monthly seasonal, then it is assumed that there are twelve constants
B, Ba.....012, each of which are equal to the average monthly observations of the year.
So,

(B, fort=1,13,...

/827 fOI‘t:2,14,....

Lt (3.26)

(B12, fort=12,24, ...

(3.26) is also known as the seasonal means model. The estimate of any parameter of
the seasonal model, say ; is given by,

| N
~ Z Y12
=0

Here, N = number of years of monthly data
Since f3; is like Y and it only considers every 12th values, we can transform (3.20) as

follows:
N-1

k
Var(6;) = N 9142 Z (1= o] forj=1,2,..12 (3.27)

Using (3.27), the precision of the estimates of the seasonal model can be evaluated in the
same way as that of the constant mean model.

16
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Some seasonal trends can be modeled using cosine curves. This helps to maintain
smoothness in the curve during transitions from one time period to another. Such a

model is as follows:
we = Beos(2m ft + @) (3.28)

Here,

B = amplitude of the curve

f = frequency of the curve

® = phase of the curve

As the value of t changes, the curve fluctuates between the highest value of 8 and the
lowest value of —f.

A more convenient form of (3.28) is,

Beos(2m ft + @) = Prcos(2m ft) + Basin(27 ft) (3.29)
Here, 8
B=\/B+52 = atan(—ﬁ—j) (3.30)
Similarly,
p1 = Beos(P), Po = Bsin(P) (3.31)
Thus, the simplest model for the mean would be
we = Bo + Prcos(2m ft) + Pasin(2w ft) (3.32)

Say, frequency, f = ™. Here, m is an integer and 1 < m < 3. Then,

n

Br=2 3 feos(T
=t (3.33)

n

By =23 sin(ZZ2 )y

n n
t=1

Using (3.33) and (3.24), we get the variance of fi,

n

5 2 2mmt
Var(f) = var%Z[cos( )Y;))
t=1
n s—1
2mmt . 5 27rmt 2mms
= Z{cos )} Var(Y:) —1—22 cos( - )cos( . )Cou(Ys, Yy)]
t=1 s=2 t=1
n s—1
27rmt 2mms
= P)/O—i__z ( n )P)/sft
s=2 t=1
n s—1
27 87 27rmt 2mms
S TS S L
s=2 t=1
n -1
27 4 2mmt 2mms
= 1 s— 3.34
14233 cos (T eos(T o, ) (334)

s=2 t=1

Here, we replaced Y, {cos(#22)}? by 2.
Similarly, the variance of BQ can be calculated by replacing the cosines with sines in the
above derivation.

17
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3.3.3 Analyzing Estimated Outputs

After estimation of u;, we can estimate the stochastic component X, for each t, using the

following equation:
Xe=Yr—u

The standard deviation of {X;} can be calculated, if its variance is constant, by the
residual standard deviation, which is given by,

s= | S 2 (3.35)

n—=prPa

Here,

p = number of parameters estimated for

n-p = degrees of freedom for s

s is an absolute measure of the estimated trend’s goodness of fit. The less is its value, the
better is the fit.

Another measure of the estimated trend’s goodness of fit is the value of R?, which is also
known as the co-efficient of determination or multiple R-squared. It is unitless
and is defined as the square of the sample correlation co-efficient between the series of
observation and the approximated trend.

The adjusted R? approximates unbiased estimates depending on the number of
parameter estimated in the trend. Its value is basically just a small adjustment to the
value of R%. if there are several models with different number of parameters, then the
adjusted R? helps to compare them.

The standard deviations, also known as, Std. Error of the estimated co-efficients should
not be taken into consideration unless the stochastic component is found to be white noise.
When we divide each estimated regression coefficient by their respective standard errors,
we get t-values or the t-ratios. These values do not come to any use if the stochastic
component is not white noise.

3.4 Time Series Models

Integrated Autoregressive Moving Average models also known as the ARIMA models
are one of the several approaches to time series forecasting. They aim to utilize the
autocorrelations in the time series data to make future predictions. ARIMA models are
a broad class of parametric models that have gained a lot of popularity in time series
forecasting. The fundamental concepts of ARIMA models are discussed in this section.

3.4.1 General Linear Process

A general linear process is a process which is a weighted linear combination of the
present and past white noise terms. If {Y;} is an observed time series and {e;} is an
unobserved white noise series where e, es.....e; are independent, identically distributed
random variables, then {Y;} can be expressed as a general linear process in the following
manner:

Y, = Woer + Uier g + Uaepo + e, (3.36)

18
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In order to make the infinite series of the right hand side of (3.36) more meaningful, we
assume that,

U< (3.37)
i=1
Since {e;} is not observable, we can presume that Wy = 1. Therefore,
Y;g = €¢ + \Ijlet_l + ‘Ilget_Q —|— .......... (338)
The Us are often considered to form an exponentially decaying sequence, such that,
U= ¢

Here, the value of ¢ is strictly between -1 and +1.
Then, (3.38) becomes

)/t =e; + Qbet—l + ¢26t—2 + o (339)
The mean function of Y},
E(K) = E(et —l— ¢€t—1 + ¢26t—2 + .......... )
= E(6t> + QbE(@t_l) + ¢2E(€t_2) + o
04+04+04 oo
=0
The variance of Y;,
Var(Y;) = Var(e; + ¢es1 + ¢*er o+ oo, )

O¢

1— ¢?

The covariance between two consecutive observations becomes,

Cov(Y;,Yii1) = Cov(e+ der 1+ d*er g+ o, 1+ der_o+ PPerg 4 o )
= Cov(et, er—1) + Cov(ey, per_g) + ... + Cov(der—1,ei-1) + Cov(per_1, per_s) +
..... + Cov(¢®e;_a,e,-1) + Cov(d®es_a, pey_o) + oo
= 040+ ...... + 002+ 0+ .cooo. + 0 + 02
= ¢o2(1+ >+ "+ ......)

_ go?
= 5
Therefore, covariance between two observations that are k lags apart,
¢k 0.2
Cov(Yy,Yiek) = =
(Vi ¥e) = 1=

It is clear from the previous discussion that the autocovariance function is dependent
only on the lag k and not on the actual time. So, we can conclude that Y; is a stationary
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process.
Now, the correlation between two consecutive observations is,

Cov(Yy, Y1)
VVar(Y,)Var(Y,-1)

¢o?

T—¢2

o2 o2

TET@

¢o
1—g2
o2

1—¢2

Corr(Y,Y;-1) =

N

-

Therefore, correlation between two observations that are k lags apart,
Corr(Y;, Y1) = ¢" (3.40)
Hence, for a general linear process with Wq = 1, we have,
E(Y,) =0, yw=02Y Ul for k>0 (3.41)
i=0

If the general linear process has non-zero mean, then it can be expressed as follows:

th =u+e+ \Iflet_l + \Ijget_z +

3.4.2 Moving Average Process

A moving average (MA) process is a general linear process having finite number of W
weights. It is represented as follows:

Y;g = €t — 91615,1 — 9261‘/,2 — e — Qqet,q (342)

Such a process is known as a moving average process of order q, MA(q).

It is called a moving average process because the weights 1, —0;, —0,, ...., —0, are applied
to variables e, e;—1......es_4 to get Y;. Then the weights are shifted once to the right to
get Y41 by the application on the next set of q variables €41, €;......,_q4+1 and so on.

MA (1) Process
An MA(1) process is represented as follows:
Y, =e — e,y

Here,
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Var(Yy) = Var(e; —0ei_q)
Var(e;) + 0*Var(e;_,)
o+ 6%a?

= o2(1+ 6%

= "

o= Cov(Yy, Y1)
= Cov(e; —Oes_1,e,-1 — bey_s)
= Cov(et,ei—1) + Cov(e, —le;_o) + Cov(—0e;_q,e1—1) + Cov(—0es_1, —Oe;_5)
= 0+0—002+0

_ 2
= —fo;

v = Cou(Y,, Y, 5)
= Cov(e, — Oey_1,e,9 — Oey_3)
= Cov(es,e_2) + Cov(ey, —0ey_3) + Cov(—0e;_1,€e,_2) + Cov(—0e,_1, —0Oe;_3)
= 0+0+0+0
=0

2o = Cou(Yy, Yi—g) = 0 whenever k > 2

i
Yo

—fo?
o?(1+ 6?)

14062
And, pp =0 for k > 2

MA(2) Process

An MA(2) process is represented by,

Y, =e —biei-1 — Ore4_9

Here,
E(Y,) = E(e;—06ie;-1 — Oges)
E(e;) — 01E(e;—1) — 02E(es—2)
= 0-0-0
=0

Var(Y;) = Var(e, — 01641 — O2e4_5)
= Var(e) +0iVar(e,_1) + 03Var(e;_s)
= o2+ 00>+ 0300
= o2(1+ 67+ 63)
= 7
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71 = Cov(Y;, Y1)
= COU(et —ther—1 — Ores 9,601 — 01649 — 92675—3)
Cov(—01e;_1,611) + Cov(—bz6,_2, —016; o)
= —0,0% + 0,0,0°
= (=0, +0,05)0°

72 = Cov(Y, Y, 1)
= Cov(ey — Orey—1 — Ozes_9, 609 — b1e,_3 — Oge4_4)
= COU<_€26t—2, €t—2)

_ 2
= —920'6

v = Cov(Yy, i) = 0 whenever k£ > 3.

n

Yo

(—81 + 9192)0'3
o2(1+ 6% + 603)
—01 + 610,
1+ 6% + 03

P =

Y2
Yo

P2 =

—920‘3
o2(1+ 607 +03)
—0,
1407 +63

And, pp =0 for k > 3.
MA(q) Process

For the MA(q) process in (3.42), the mean function is given by,

EY;) = E(e;—01e4-1—bre; 90— .......... —0,e1—4)
= Ele) —01E(e;1) — E(ey2) — o 0,E(er—q)
= 0—-0—0— . iinn... -0
= 0

The variance of Y,

Var(Y;) = Var(e; — 0161 — 0649 — ... —0,61—4)
= Var(e) + 0iVar(e,1) +05Var(e;_a) + o +602Var(e—g)
= o2+ 002+ 0507 + .o + 0203
= o.(1+67+63+...4062) (3.43)
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ROk + 010k41 + Os0k o+ .+ 04 40,), for k< g
L 0, for k > ¢q

—9k + 919k+1 + 929k+2 T 9q_k9q
P 1+624+062+........ + 62
0, for k > ¢q

, for k <gq

Invertibility
In case of an MA(1) process, both # and i give the same ACF. However, this is

[%

(3.44)

(3.45)

not acceptable as it would lead to wrong estimations of the parameters during model
specification. So, it has to be made sure that no two values of the same parameter leads
to the same ACF for an MA function. Invertible MA series are such processes with unique
ACF. Let us consider the following MA(1) process,

Y, = e —0ey
e = Yi+0e 4

Replacing t by t-1, we get,

Therefore,

€1 = Y1 +0e o

Y, = e —0e
e = Y+ 0(Yo1 +0eis)
= Y, +0Y, 1 + 6% o

The substitution may continue infinitely into the past if |#| < 1. Thus an MA(1) model
will be inverted into an infinite ordered AR model. And so, MA(1) is said to be invertible

if 10 < 1.

The MA(q) characteristic equation is,

0(x) =1— 01z — O2® — ... — Ot

The MA characteristics equation is,

To show that the MA(q) model is invertible, we can show that such a coeflicient 7; exists

that,

This is only possible if the roots of the MA characteristics equation exceed 1.

Y;g = 7T1Y;/,1 + 772}/;,2 + + e
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3.4.3 Autoregressive Process

In autoregressive processes, the linear combination of the most recent p past values
plus an error term e; at time t gives the current value Y;. All the things that are not
explained by the past values of the series are incorporated into e;. If Y; is an autoregressive
process of order p, that is, AR(p), then it can be expressed as follows:

Vi=gYia+¢Yiot .+ 0Y, e (3.46)

Here, e, is independent of all past values Y;_1,Y; o .

.....

AR(1) Process

An AR(1) process can be written as,

Yi=0Y, 1 +e (3.47)
Say, the process mean has been deducted. So, the mean function of the series is,
E(Y;) =0
The variance is,
v = Var(Yy)

= Var(¢Yi1 +e)
= ¢*Var(Yi_1) + Var(e)

= ¢*y+o,

0.2

% = 1_e¢2 (3.48)

Here, ¢? < 1.
If we multiply both sides of (3.47) by Y;_x and take expectation, we get,

EYYi ) = ¢oEY;-1Yik) + E(eYi—k)
S = -1 + EleYik)

Since ¢; is independent of Y;_j,

B(eYix) = B(e)BE(Yiy)
=0

SOV = V-1 fork>1 (3.49)
When £ =1,

o= o
0.2

=T
When k = 2,

Y2 = oM
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Therefore,
kO 3.50
And,
Ok
P = —
Yo
ol
— =
1-¢2
= ¢*  fork>=1 (3.51)

Since ¢? < 1, as the number of lags k increases, p;, decreases exponentially.
Now, suppose,
Yii=0Yi2+e

Then, (3.47) can be written as,
Vi = ¢(¢Yia+e1)+e

Yo+ der1 + e
Y = Y+ Y+ Y+ Y e (3.52)

If the series on the right hand side of (3.52) is infinite instead, then we can write it as
follows:
}/;5 = €t + ¢et,1 + ¢26t72 4+ (353)

This is similar to (3.38), if we replace the ¥;s there by ¢’.
The following is an AR characteristic model for AR(1) process:

¢(r) =1— ¢z

It is used to explain the stationarity of AR(1) process. The corresponding AR
characteristic equation is,
1—¢x=0

To get the stationary condition of AR(1) model,the root of the characteristic equation
is used. When the root, taken in its absolute form, exceeds 1, we get the stationarity
condition. Thus, z = é has to exceed 1 in absolute form, which happens only when |¢| < 1.

AR(2) Process
An AR(2) process is written as,

Yi=¢01Yii+02Yi 0+ e (3.54)
The following is an AR characteristic model for AR(2) process:
¢(r) =1 — g1z — o’

It is used to explain the stationarity of AR(2) process. The corresponding AR
characteristic equation is,

1—¢1ZE—¢2$2:0
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To get the stationary condition of AR(2) model,the roots of the characteristic equation
are used. When the roots, taken in their absolute form, exceed 1, we get the stationarity
condition.Now, the roots of the characteristics equation are given by,

Here, |z| > 1 iff,

e R
26

1+ ¢ <1, $2 — ¢1 < 1, o] <1
Multiplying both sides of (3.54) by Y;_, and take expectation, we get,

E(Y:Y;_y)

Yk

SOk

Tk
0

L PE

= OEYi1Yip) + E(Yi oY) + E(erYik)
= P11+ G2Yk—2+ 0
= O1Vk—1 + P2Vk—2 fork>1

Vie— Vk—
= ¢ L+ ®2 2
Yo Yo

= Q1Pk—1 + P2Pr—2 fork>1

(3.57) and (3.58) are known as the Yule Walker Equations.
Variance of AR(2) model,

Yo =

<

v
v
Vv

ar

)

ar(¢1Yi—1 + ¢2Yioo + €)

ar

ar

(
(
(
(

O1Yio1 + p2Yi o) + Var(e)
1Yi1) + Var(¢aYis) + 2Cov(¢1Y,—1, p2Yi—s) + 07

B30 + D30 + 20101 + o7
(97 + d3)70 + 2010271 + 02

If k=1, (3.57) gives,

Therefore, from (3.59),

Yo

(1= 2)%

e}

Y0

M= 1Y + P2

Ly = d17%
R
= ¢+ 9370 + 20192 1¢i7;2 + 0l
(1 — P2)v0 + 3(1 — P2)v0 + 2010270 + (1 — ¢2)0?
(1—¢2)
= [0 (1 — ¢2) + ¢3(1 — o) + 2¢102] + (1 — B2)0?
(1 — ¢o)o?
1 — ¢y — ¢7(1 = ¢2) — 3(1 — ) — 2010
(1—¢o)o?

(1= o) (1 = 61 — ¢3) — 2016

26

(3.55)

(3.56)
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AR(p) Process
The AR characteristic polynomial for an AR(p) model is,

d(x) =1 — 17 — ¢poa® — ... — PP (3.61)

1 — 17 — o — ooo. — PP =0 (3.62)

To get the stationary condition of AR(p) model,the roots of the characteristic equation
is used. When the roots, taken in their absolute form, exceed 1, we get the stationarity
conditions:

P+t ..+, <1 and lop| < 1 (3.63)
Multiplying both sides of (3.46) by Y;_; and take expectation, we get,

E(YYik) = 0EYi1Yik) + 02E(YioYip) + ... + ¢ E(Yi—pYi—k) + E(erYi—i)
SV = OV T PVk—2 e+ OpYh—p + 0
e = G1Vk—1+ O2Vk—2 o T OpVi—p (3.64)
Pk = Q1pr1t+ Gaprat o + Gppr—yp  fork =1 (3.65)

We get the following Yule Walker equations if we set &k =1,2,.....p, po = 1 and p_x = px
in (3.65):
p1=¢1+ G2p1 + P3p2 + oo + Pppp
p2 = ¢1p1+ G2+ G3p1 + ... + Pppp—2

(3.66)
Pp = P1Pp—1 + Q2Pp—2 + P3Pp—3 + ... + Op |
Multiplying both sides of (3.46) by Y; and take expectation, we get,
EYY,) = 0E(YiaY:) + 0 EYioY:) + ... + 0, E(Y;,Y;) + EeY})
Y = Gt deYe e+ B+ O
2
o
— 1 = d1p1+dop2+ ..+ Gppp + 7—8
0
52
= <= = 1—¢1p1— Qap2— ... — Oppyp
o
2
o
P c 3.67
o L—¢1p1 — Q2p2 — . — Dppyp ( )

3.4.4 ARMA Models

Autoregressive moving average models are models of those time series which are
partly autoregressive and partly moving average. If a series Y; consists of an autoregressive
process of order p and a moving average process of order ¢, then it is known as a
ARMA (p,q) process. It is expressed as follows:

YVi=01Yi1+ ¢2Yio+ e + 0pYip + & — b1 — Ozep9 — oo — 04644 (3.68)
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ARMA (1,1) Model
An ARMA(1,1) model is shown below,

Y, = oY1 +ep — Oy (3.69)
Here,

E(etY;) = E[et(QﬁY;fl + € — Het,l)]
= 0+ E(etet) +0
= Var(e)
2

= O'e

E(ei—1Y:) = Elei—1(oYio1 +ep — Oeiy)]
= ¢FE(er—161-1) +0—0FE(e1_160-1)
= o¢Var(e) — 0Var(e)
= ¢o; — 0o}
= (¢ —0)

Multiplying both sides of (3.69) by Y;_x and take expectation, we get,
E(Y,)Y, ) = E@Yi1\Yip+eYip—0e 1Y)
S = OE(YiYik) + E(eYi—r) — 0E(ei—1Yi—)
S = o1 +0-0

Sk = Ve
Tf k=0,
Y = GEY; 1Y)+ E(eY:) — 0E (e, 1Y)
= ¢n+ol—al(p—0)0
= o+ o[l —(p—0)f)
If k=1,
N = ¢E(Y;1Yi1) 4+ EeY;1) — 0E(ei—1Yi)
= ¢+ 0— o’
= % — 903
Therefore,

Yo = ¢+ o[l — (¢ —0)0)]
m = ¢y — 0o (3.70)
Ve =1 fork =2
From the first two equations of (3.70), we get,
N = dr —007) + o2l — (¢ — 0)f]
= ¢*y — @002 + 02 — pho? + §%0?
= ¢y — 20002 + 02 + 6%0?
02 — 29002 + §%0?
1 — 2
1—2¢0 + 6% ,

= g (3.71)
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If we solve the recursion, we get,

(1-69)(¢—0) 4y
= k>1 3.72
= for (372)
To get the stationarity conditions of the ARMA(1,1) process, we have to ensure that the
absolute value of the root of the AR characteristic equation 1 — ¢x = 0 exceeds 1. This

happens when,

o] <1
This is the stationarity condition of ARMA(1,1) model.

3.4.5 ARIMA Models

If a process {Y;} is non-stationary, then it means that it has a non-constant mean over
time. If we difference consecutive observations of the time series, then the mean gets
stabilized to some extent as the changes in the level get removed. If required, differencing
can be done more than once on the time series data to achieve stationarity.

If differencing is done once, it is called the first order differencing,

VY=Y, —-Y,

If it is done twice, then it is called the second order differencing and so on. A second
order differencing looks like the following:

VY, = v(vY)
= Yi—-Y,1)— (Y1 —Yio)
= Y, -2V, 1Y

If we perform first order difference of the seriesin Figure 3.1, we get the output as shown
in Figure 3.3.

First Difference of Annual Diameter of the Hem of Women's SKirts
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20
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I I
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Figure 3.3: Plot of First Order Difference of the Diameter of Hem Series
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It can be seen clearly in Figure 3.3 that the trend has been removed substantially from
the series. If we perform second order difference on the series, then we will get,

Second Difference of Annual Diameter of the Hem of Women's Skirts

A \/

40

20
|

Second Difference of Diameter of Hemn
20

40

I I I I I
1870 18380 1890 1800 1910

Mumber of Years

Figure 3.4: Plot of Second Order Difference of the Diameter of Hem Series

{Y;} will be an integrated autoregressive moving average process, if its d'" difference,
denoted by W, = 7Y, is a stationary ARMA process. Therefore, {W,} follows an
ARMA (p,q) model and {Y;} follows an ARIMA(p,d,q) model. Typically, the value of d

is at least 0 (meaning no difference) or at most 2.
An ARIMA(p,1,q) series is represented as follows in terms of its observations:

Y,=Yi1 = 01(Yier —Yio) + 02 (Yig — Vi) + ... + ¢p(Yiep = Yip—1)

+ep — 916,5_1 — 926t—2 — e — qut_q
=Y, = (1+¢)Yie1 + (02— 01)Yio+ (93— P2)Yis+ oo + (p — dp1)Yip — OpYipa
“+e; — 916,5,1 — 92€t72 — e — qut,q (373)

Or, it can be expressed as follows:
Wt = ¢1Wt71 + ¢2Wt72 —+ ... + (ﬁth,p + e — ‘91615,1 — 92615,2 — e — qut,q (374)

(3.73), which looks like an ARMA (p+1,q) process, is also known as the difference equation
form of the ARIMA model.

The characteristic polynomial equation of ARIMA (p,d,q) model is as follows:
L=(1+¢1)z—(P—d1)2" —oc. = ($p—bp-1)a? + 2" = (1—2) (1= 17— o2’ — ... = $pa”)

From the above equation, we can see that one of the roots is x = 1, which implies
non-stationarity. The other roots are the roots of the characteristic polynomial equation
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of the stationary time series \/Y;.

We consider stationary time series to have zero mean. However, if we wish to accommodate
a non-zero constant mean p in the ARMA process {W;}, we can suppose that,

Wi—p = ¢1(Wia—p)+d2a(Wia—p)+oo o+ 0p(Wip—p) +er—bher 1 —bher a—..... —0q€1—q

Wt = 60 -+ ¢1Wt71 —+ (bth,Q + .. -+ Qﬁth,p + e — (91615,1 — 0261«/,2 — e — Qqet,q
If we take expectations on both sides of the above equation, we get,

EWy) = O+ 01 E(Wi1) + g2 E(Wia) + . + ¢ E(Wi—py) + Eey)
—01E(e1—1) — 1 E(er—a) — ...... —0,E(ei—q)
o= b+ ppt+popt+ .+ +0—-0—-0—.....—0
= p = ot prpt+ dopt o+ Gpp
= pu = O+ (o1 + P2+ ... +Pp)p

R S W — (3.75)

by = p(l—¢1— P2 — ... — &p) (3.76)

Often, it is observed in time series that the higher its level is, the more variations it shows
around that level and vice versa. That is, its variance increases as its level increases. In
such cases, transforming the data-set to its log form will result in a series with constant
variance over time. If the level of the original time series varies exponentially with time,
then the new log transformed time series will show a linear time trend, which can be
removed by differencing. Therefore, the new series can be expressed as,

V [log(Y3)] = X (3.77)

In stock price predictions, often, the returns are considered to perform analysis. These
returns are the differences of the logarithms of the stock prices.

Data can also be transformed by using power functions. Such transformation is known as
power transformations. If A is given, then the power transformation is defined by,

=1
gy =4 x o frA#o (3.78)

log(x), fork=0

The value of X is estimated and used to transform the non-stationary time series. Power
transformation only works if the values of the data are positive. Otherwise, they are
transformed after adding the absolute form of the lowest value to all the data values and
making the data values positive.

3.4.6 Backshift Operator

The backshift operator of a time series operates on the time index of the observations
of the series to produce the previous observations, e.g. BY; =Y; ;.
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Applying the backshift operator on the general MA(q) model, we get,

Y, = e —bie_1 —bOrep_9 — ....... — 0464
= e —0,Be; — 0,B%; — ... — 0,B%;
= ¢(1—6,B—0,B>— ... —6,B%)
0(B)e;

Applying the backshift operator on the general AR(p) model, we get,

Yi = oYi1+ Yo+ +opYipt e

= e = YV, — 1Y — Yo — ... — pYip
= Y, — ¢ BY, — ¢QB2K — - (prpY;
= (1—¢1B—¢B*— ... — ¢,B")Y,
o(B)Y;

Applying the backshift operator on the general ARMA(p,q) model, we get,

Applying the backshift operator on the differencing equations, we get,

vY: = Y —-Y
= Y, - BY,
~ Y- B)

VY, = Y, -2V, +Y
= Y, — 2BY, + B*,
= Y(1- B)?

Applying the backshift operator on the general ARIMA (p,d,q) model, we get,

6(B)(1 — B)YY; = 0(B)e,

3.5 Box-Jenkins Procedure

The ARIMA models discussed in Section 3.4 are fitted to time series data for further
analysis and forecasting. George Box and Gwilym Jenkins had established a method for
finding the best fit of ARIMA models to past values of a time series. This method is
known as the Box-Jenkins procedure, which is widely used in time series analysis and
forecasting.

The Box-Jenkins procedure consists of three steps:

1. Model Specification
2. Parameter Estimation

3. Model Verification
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3.5.1 Model Specification

Model specification involves determining reasonable yet tentative values for p, d and
q of the ARIMA(p,d,q) model to fit to the time series data. The tools that are used for
this purpose are discussed here.

Sample Autocorrelation Function

IfY,Y,, ... Y, is the observed time series, then,
v 2V

mean, ¥ =
n

autocovariance, ¢y = i

S V)i - V)
T

autocorrelation, r, = pg

_ Ok

Yo

_ 2N V)i —Y) (3.79)

Z?:l (Yt - Y)2
71 is the sample autocorrelation function and it is used to identify MA(q) process. The
plot of 74 against lag k is called a correlogram. We know from (3.45) that for & > g,
the autocorrelation function pp becomes zero. So, if the value of r, drops to zero at a
particular lag in the correlogram, then we can say that it is a MA process and we can
also determine the value of q from it.

ACF of Differenced Log of Annual Diameter of the Hem of Women's Skirts

0.2

ACF
0.0

-0.2

-04

Lag

Figure 3.5: ACF Plot of the Diameter of Hem Series
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We plot the ACF of our example time series on the diameter of hem of skirts in Figure 3.5.
From the plot, we can see that the ACF exceeds the significance bound at lag 1. So, we
can guess that the series could be an MA(1) process.

Sample Partial Autocorrelation Function

rr works as a good indicator of the order q of a moving average process. However, in
case of autoregressive processes, the autocorrelation function never becomes zero after a
certain amount of lags. It simply dies off. Hence, we have to define a function for the
correlation between two observations Y; and Y;_,. We can define the function in such a
way that the effect of the observations Y;_1,Y; o, ...... ,Y;_ 11 are removed. This function
is known as the partial autocorrelation function or PACF, and is denoted by ¢g.

If {Y;} is a time series with normal distribution, then, ¢y is defined by,

e = Corr(YaYi—i|Yie1, Yico, oo Yiopy1) (3.80)

In case we wish to define ¢y for both normally distributed and non-normally distributed
series, then, we can assume that the prediction of Y; is based on a linear combination of
its intervening variables:

B1Yi1 + oY o+ o, + Bre-1Yi-rs1

Here, s are selected in such a way that the mean square error of the prediction gets
minimized. Since it is a stationary series, the prediction of Y;_; will also be based on a
linear combination of its intervening variables:

B1Yiokp1 + BoYi ko + o + Br-1Yi—1

Then the PACF at lag k will be,

o = Corr(Yy — [1Yio1 — BoYio — i = Bi—1Yipr1, Yiek — B1Yipy1 — BoYikq2 —
............. — BeaYi) (3.81)

We always consider ¢1; to be equal to 1. It can be shown that based on Y;_; alone, the
best linear prediction of Y; is p1Y; 1. Therefore,

Cov(Yy — p1Ye1, Yo — p1Yio1) = Cov(Y:,Yi—a) — p1Cov(Yy, Y1) — piCov(Yio1,Yia) +
piCou(Y; 1, Y1)
= Y% —p17— e+ P
= P2 — P10 — P10+ P10
= (p2—pi—= P+
= (p2— P%)”Yo

Var(Y; —p1Yia) = Var(Yia—p1Yi1)
Y = P10
= Yo(l —pi)
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Therefore,
(p2— P p2—pi
- — 3.82
2T 1 -p)  1-p? (3:82)

For an AR(1) model, where p, = ¢F,

p _pmp_ 9
TUi-p -

Therefore, for AR(1) process, ¢gr, = 0 for all £ > 1. So, we can say that the PACF for an
AR(p) process would cut off when the lag becomes greater than its order. That is,

Ok =0 forallk > p (3.83)

In case of an MA(1) process, from (3.82), we get,

0— ( —02)2
¢22 - %9
L= ()
—6?
T (At -6
14202 404 — 62
_p?

T I+ 2+ 0 (3.84)

So, for an MA(q) model, ¢y, never becomes equal to zero. It only dies off. So, it can be
used as a tool to exclusively identify an AR process.

The value of ¢ can be found by using the following Yule Walker equations:

Pj = Pr1pj—1 + Prapj—2 + oo + Grrpj—i forj=1,2,...k (3.85)

Here, we assume that the values of py, ps...., pr are given. By estimating the values of ps
using the sample autocorrelation functions, that is, by replacing pgs by ris, we can solve
(3.85) to get the values of sample autocorrelation functions (). There is a method
called the Levinson-Durbin method, by which we can show that (3.85) can be solved to
find an equation for ¢g:

k—
Pk — D51 D130k
h—1
L= 200 Ph-1,p;
Here, ¢ ; = ¢r—1, — OrrxPr—14—j for j =1,2,....k — 1. We plot the PACF of our example
time series on the diameter of hem of skirts in Figure 3.6. From the plot, we can see that

the PACF exceeds the significance bound at lag 1. So, we can guess that the series could
be an AR(1) process.

Pk = (3.86)
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PACF of Differenced Log of Annual Diameter of the Hem of Women's Sk
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Figure 3.6: PACF Plot of the Diameter of Hem Series
Extended Autocorrelation Function

Both sample ACF and sample PACF are very effective in identifying the MA(q) and
AR(p) models respectively. However, in case of mixed ARMA(p,q) models, both the
ACF and the PACF tend to tail off instead of becoming zero within a finite number of
lags (See Table 3.1).

AR(p) MA(q) ARMA(p,q)
ACF Dies off Cuts off after q lags Dies off
PACF | Cuts off after p lags Dies off Dies off

Table 3.1: Behavior of ACF and PACF for Different ARMA Models

Various tools are used in such cases, where the series seems to follow an ARMA model,
such as, the extended autocorrelation function (EACF), the corner method, smallest

canonical correlation method, etc. In our work, we have only considered about the EACF
method.

In the EACF method, it is assumed that if we can determine the autoregressive part of
a mixed ARMA model, by "filtering” it out from that model, we can get a pure moving
average process. We can then use sample ACF to determine the order of the moving
average part.

The coefficients of the autoregressive part are estimated by using a finite sequence of
regressions. If {Y;} is a true ARMA(1,1) model, then,

Y, =Y, 1 +e —bOe;y
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Performing a linear regression of Y; on Y; | gives an estimator of ¢ which is inconsistent.
By performing another regression of Y; on Y; ; and on the lag one residuals of the first

regression will result in a consistent estimator ¢. Then, the autoregressive part of the

series will be ¢Y;_;. By deducting it from the series, we will get an approximately pure
moving average series:

Wi =Y — oY
Similarly, for an ARMA((p,q) process, we can estimate the autoregressive coefficients by

a sequence of q regressions. If we consider the AR order to be k and MA order to be j,
then the remaining pure MA series will be:

Wiy = Yi = Ge¥iot — oo — Ga Yo (3.87)

The sample ACF of W, ; is known as the extended ACF.

It was suggested by Tsay and Tiao that the sample EACF information should be
summarized by a table, where the elements of the (k,j)-th slot will be "X’ if the sample
ACF of at lag j+1 of W, ; is significantly different from zero, and 'O’ otherwise.

Finding ’d’

If the sample ACF of a time series fails to die off quickly as the number of lags increases,
it can be assumed that the series is non-stationary. In such cases, by using the different
transformation methods, including differencing methods, we can turn it into a stationary
series. If any order of differencing is done on the series, then the value of d of the
ARIMA (p,d,q) model becomes that order.

Over-differencing

If we difference any stationary series, we get another stationary series. Over-differencing
a series can lead to various complications in the modeling process and so, care should be
taken while choosing a differencing order.

Dickey Fuller Unit Root Test

The Dickey Fuller unit root test is a method of hypothesis testing to find if a series is
stationary or not. In this test, the null hypothesis is that the series is non-stationary. To
reject the null hypothesis, the probability value has to be less than 0.1. Let us assume
that in the following model, {X;} is a stationary AR(k) process:

Yi=aYi 1+ X,

Here, {Y;} will be stationary if |a| < 1, and non-stationary if « = 1. Therefore, under the
null hypothesis that {Y;} is non-stationary, let « = « — 1 and X; = Y; — Y;_;. Then,we
get,
Y=Y, = oY1 —Yi 1+ X

= (Oé — 1))/1‘,—1 + Xt

= aYi 1+ 01Xy 1+ G2 X ot + O Xik t e

= aYi+ 01 (Yo = Yio) + o(Yio = Yig) + o + Ou (Yo =Y+t -k —1)

tes (3.88)
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Here, {Y;} will be difference non-stationary if « = 1, that is, if a = 0. If -1 < a < 1,
then {Y;} will follow an AR(k+1) model, having AR characteristic equation,

1 —ax — ¢z — pox® — ... — gzt =0
(1 — ¢z — goa® — ... — (1 —ax) = 0
Therefore, if x = 1, that is, the equation has unit root, then the process will be

considered non-stationary which is the null hypothesis. Otherwise, it will be considered
as stationary.Therefore, to find if a series needs differencing or not, all that is required is
to find if the characteristic equation has unit root.

In case, there is possibility that the series has a non-zero mean, then an intercept is
augmented to (3.88). The test is then known as the Augmented Dickey Fuller Test.

Akaike’s Information Criterion (AIC)
In this method, only that model is chosen, which minimizes the AIC. The AIC is given
by,

AIC = —2log(maximum  likelihood) + 2k (3.89)

If the model contains an intercept or constant term, then k=p+q+1. Otherwise k=p-+q.
2k here is the penalty function. By adding the number of parameters, it is ensured
that models with too many unnecessary parameters do not get chosen. AIC estimates
the mean Kullback-Leibler divergence of the estimated model from the actual model. If
Y1, Y;....Y,, is a model with true probability distribution function p(y1,y2, ....., ¥») and if
its estimated probability distribution function is gy(y1, vz, -...., Yn), having parameter 6,
then the Kullback - Leibler divergence of p from ¢y is given by,

Y > PWY1, Y2, s Yn
D(p, qp) :/ / ....... / P(Y1, Y2, ooy Yn ) 0G| (W1, 9 >}dy1dy2 ..... dyy,
—o0 J —00 —00 QQ(yla Y2,

AIC is an estimator of E[D(p, g)], where f is the maximum likelihood estimator of the
vector parameter 6.

Corrected Akaike’s Information Criterion (AIC.)

AIC’s estimations are biased. And so, Hurvich and Tsai came up with a new equation for
AIC, which is called the corrected AIC or AIC.. They added a non-stochastic penalty
term to the existing equation of AIC (3.89) to eliminate the bias:

k+1)(k +2)

2(
AIC, = AIC
+ n—k—2

(3.90)

Here,

k = total number of parameters minus the noise variance

n = the effective sample size

If k/n is greater than 10%, AIC, outperforms both AIC and BIC.

Bayesian Information Criterion (BIC)
In this method, only that model is chosen, which minimizes the BIC. The BIC is given
by,

AIC = —2log(mazimum likelihood) + klog(n) (3.91)
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The orders specified by BIC for the model of a true ARMA(p,q)process are always
consistent as the sample size increases. However, if the true process is not an ARMA(p,q)
process, then the AIC leads to more optimal selection of orders than BIC.

3.5.2 Parameter Estimation

Once a model is specified for a stationary time series (which could possibly have been
a non-stationary time series that had been transformed into a staionary series), the
parameters of the model are estimated. The different methods of parameter estimation
are discussed here.

Method of Moments Estimators

In this method, the sample moments are equated to the theoretical moments and after
solving the resulting equations, the estimates of the unknown parameters are acquired.
In case of AR(p) models, by equating p;s to r;s where i = 1,2, 3....p, we get,

\

r1 = @1+ Por1 + P32 + ... + OpTp—1
Ty = ¢171 + Q2 + P3ry + .. + OpTp—2

(3.92)

Tp = ¢1rp—1 + ¢2Tp—2 + §b37"p_3 —+ ... -+ gﬁp)

These Yule Walker equations are solved to get, gb}, <;§2 ..... (b},.
In case of MA(q) models, method of moments is not a good estimator. We know that for
MA(1) process,
—0
1+ 62

p1=
When we equate p; to ry:
e if r; = £0.5, the solutions are not invertible
e if || > 0.5, no solution exists
e if |r1| < 0.5, only one of the solutions is invertible

In case of ARMA(1,1) models, first we find ¢ using the following formula:

$="12 (3.93)

r1

Then, by equating ps to r’s in (3.72), we get,

py = L2000 0) (3.94)
1— 200 + 62

We solve (3.94) to get 6. Since the model has MA process in it, care has to be taken to
make sure that only invertible solutions are taken.
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In order to estimate the noise variance, o2, at first the sample variance of the process is
estimated using the following formula:

s? = - i - (Y -Y) (3.95)

Then the relationship among variance, noise variance, s and ¢s are used to estimate noise
variance. For AR(p) models, from (3.67), we get,

662 = (]_ — lerl — (Z§2T2 T e - (51,7’;,))52 (396)

For MA(q) models, from (3.44), we get,

~ 92 S
2 3.97
S Py S ¥ 02 (3:97)

For ARMA(1,1) models, from (3.71), we get,

P 1-¢

g, = 3 (3.98)
1 — 260 + 62

Least Squares Estimation (LSE)

In this method, we take a non-zero mean, pu, into consideration and include it in our
model. Then we estimate it along with other parameters using least squares.

In case of AR(1) models, after including the non-zero mean, we get,

Yi—p=¢(Y1 — i) + e (3.99)
In LSE method, estimates are made by minimizing the sum of squares of the differences,

(Yo = p) = o(Yema — )
The conditional sum of squares function of an AR(1) model is given by,

n

Se(dy 1) =D _[(Yi = 1) = ¢(Yiey — ) (3.100)

t=2

¢s and ps are estimated by the values that minimize S.(¢, 1) when Y7, Y5, .....Y,, are given.
Say, %ic = 0, then,

1
o= (n_l)(1_¢)[z::—¢2n_1] (3.101)

For large n, we get,
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Therefore,from (3.101), we get,

LY —9Y) o
I W =Y (3.102)
Again,
05.40.Y) _
0o B
2[(Y; — ?) — oY1 — ?ﬂ(Y;—l - 7) =0

t=2

5 _ TLMi-T) =)
Z?:Q(Kt—l - Y)2
This is almost similar to r; and so for large n, both method of moments and least squares
estimators are identical.

For greater orders of AR processes, it can be showed that,
p=Y (3.103)

In case of AR(2) models, the conditional sum of squares function is given by,

n

Se(d1,62,Y) =D [(Vi=Y) = 1(Yi1 = V) = do(Yip = V)P’ (3.104)
t=3
To estimate the values of (;51 and <52, gii = 0 and 275;; = 0 are set. Then the resulting

equations are divided by Y"1 ,(V; — Y)?. These, when rearranged, turn into Yule Walker
equations like (3.92). These equations are then solved for ¢; and ¢,. The same principle
is followed to find the estimates of parameters of higher order AR processes.

In case of estimation of s in MA(1) model, the MA(1) model is expressed as its invertible
form:

YVi=—0Y,1 — Y, s — ...t e
Thus, by using LSE, the value of # can be estimated by minimizing,
Se(0) =D (&)’ = [Yi+ 0V + 67V p+....]° (3.105)
Here, ¢, is the function of the unknown parameter(f) and the observed series.If we know
the value of ey, which is commonly assumed as zero, to calculate ey, es, .....e,, we use the
following equation:
e =Y, + Oep 4 (3.106)
which is a rearranged version of the MA(1)model. Thus, we get,
er =Y )
e = Yo + Oey

(3.107)

€n = Yn + eenfl )
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Here, Y1,Y5,.....Y, are the observed values. Now, we can calculate, S.(6) = > (e;)? to
get the value of §. For higher order MA(q) models, the same principle applies. e, =
(01,02, .....0,) is calculated recursively using the following equation:

ey = th + ‘91€t71 + 92€t—2 + ... + qut,q (3108)

Here, it is assumed that eg = e_; = e_s..... = e_, = 0. With the help of multivariate
numerical method, the sum of squares is minimized.

In case of general ARMA (p,q) models, we use the same technique as the pure MA model.

The following equation is used to compute the values of ey, es, .....e,:
€t = Y;g — leY;—l — QSQ}/;_Q — e — qbpY;_p + 916,5_1 + 026,5_2 + ...+ Qqet_q (3109)
Here, it is assumed that e, = ¢,_1 = ..... ept1—¢ = 0. In order to obtain the least squares

estimate of all the parameters, S.(¢1, 2, @3, ..., 01, 0a, .....0,) is minimized.

Maximum Likelihood Estimator (MLE)

In this method only those values are chosen for the parameters which maximize the
likelihood function. The joint probability density of obtaining the actual observed data
is called the likelihood function L.

In case of AR(1) model, the probability density function of each white noise term e; is,

1 2
X(—e—t) for—a<e <a

e
\/2mo? P 202

Then, since the white noise terms are independently and identically distributed, the joint
probability density function for es, es, ....e, is given by,

1 S, el
exp(— t_22 t
(2m02)(n — 1) 207

) (3.110)

Say, Y1 = y; is given and,

Vo—p=o(i—p)+e
YVs—p=0(Ys—p)+e;

(3.111)

Yn_M:¢<Yn—1_M)+en)

Then the joint probability density of Y5, Y3, ....Y,, is given by the following equation,

f(yQ,y?,, yn|y1) — Wexp<_2t:2[(n B M)20_-g¢<1/tl - :U’)]

) (3.112)

Since this is an AR(1) process, the marginal probability distribution of Y; will be a

normal distribution, having mean g and variance % So, the joint probability density
of Y1,Y5,Ys,....Y,, will be equal to the joint probability density of Y3, Y3, ....Y,, multiplied
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by the marginal probability density of Y.
The likelihood function of AR(1) model is,

L, 10,0%) = — /T = P expl =5 556, ) (3.113)

(2ma?) 20¢

Here, S(¢, pt) is known as the unconditional sum of squares function and is given by,

n

S ) =D [V — p) — ¢(Yies — )] + (1 — 6*)(Ys — p) (3.114)

t=2

Usually, instead of the likelihood function itself, its log is used. The log likelihood function
of AR(1) model is given by,

1

2
207

(6, 1,0%) = “10g(2m) — “log(0?) + ~log(1 — %) —

5 5 5 S(é, 1) (3.115)

3.5.3 Model Diagnostics

After the models are specified and their parameters are estimated, the next step is to
diagnose the fitted models and check if the models fit the data well. There are two
approaches for accomplishing this task. They can either be used singularly or together.

Residual Analysis

Residuals are the differences between the actual terms and the predicted terms of a model.
For a general ARMA (p,q) model where the existing MA process is inverted to form an
infinite autoregressive process, the residual is given by,

6 =Y, — 7Y —7oYs g — e, (3.116)

The residuals will resemble white noise if the models are a good fit, that is, the residuals
will have zero mean and a constant standard deviation. Residuals are analyzed using
different methods:

1. Plots of Residuals

e The residuals are plotted over time and observed. If the residuals resemble
white noise, then there will be no trend visible and the plot would scatter
around a horizontal level forming a somewhat rectangular shape. There will
be no increase or decrease of variation of the plot around the horizontal line.
After fitting an ARIMA(1,2,1) model to our original time series of the diameter
of the hem of women’s skirts, the residuals we get, is plotted in Figure 3.7.
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Plot of Residuals after Model Fitting
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Figure 3.7: Plot of Residuals of the Fitted Model to the Diameter of Hem Series

2. Normality of the Residuals

e ()-Q Plot or Quantile-Quantile plots shows the quantiles of the residuals
versus the theoretical quantiles of a normal distribution for the residuals. If
the points follow the straight line which passes through the first and third
probability quantiles of the series, very closely, then we can say that the
residuals are normally distributed. The Q-Q plot of our example series is
shown in Figure 3.8. It seems to follow the said straight line pretty closely.

e Histogram plot of the residuals can also help assess normality. If the histogram
is somewhat symmetrical and the tails off at the two ends, then we can say that
it resembles normal distribution. The histogram plot of our example series is
shown in Figure 3.9. The plot seems to indicate a normal distribution to some
extent.

3. Sample Autocorrelation Function (ACF)

e The sample autocorrelation function is plotted to look for correlations among
the residuals at different lags. A horizontal line is drawn on either side of zero
at 2 approximate standard error of the sample ACF, that is, j:\/lﬁ. This is
also known as the significance bound. If the values are within the significance
bound, then we can say that the residuals are uncorrelated. Sample partial
autocorrelation function is also plotted to ensure that there is no correlation
among the residuals. The ACF plot of our example is shown in Figure 3.10.
The plot shows significant correlation at lag 5, but not in the smaller lags. We
can say that the model was not a perfect fit as there still seems to remain some
information left in the residuals.
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Normal QQ plot of Residuals
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Figure 3.8: Q-Q plot of Residuals of the Fitted Model to the Diameter of Hem Series
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Figure 3.9: Histogram plot of Residuals of the Fitted Model to the Diameter of Hem
Series
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ACF of ACF Plot after Model Fitting
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Figure 3.10: ACF plot of Residuals of the Fitted Model to the Diameter of Hem Series

4. Ljung Bozx test

e The Ljung Box test is based on the following statistic:

T k
n(n +2) ;n - (3.117)
Here, n is the sample size, 7 is the k-th sample autocorrelation function of
the residuals. If the fitted model is correct, then the Ljung Box test ), will
have a x? distribution with k-p-q degrees of freedom. If the probability value
is greater than 0.05, then the residuals are uncorrelated.

Overfitting and Parameter Redundancy

In this method, once a model is fitted to a series, another model which contains our model
as a special case, should be fitted to the series. The orders of the latter model should
not be too big compared to those of the former. That is, if the original fitted model
was an AR(1) model, then the "bigger” model should be either ARMA(1,1) or AR(2).
This will help to analyze more accurately. After fitting the latter model, if the estimated
values of the new parameters are significantly different from 0 and/or if the estimates of
the parameters which are common to both the models are significantly different, then the
former model might have not been a good fit. One way of choosing the bigger model is
to see what the residual analysis indicates. For example, if the ACF of the residuals after
fitting an MA(1) model show significant correlation at lag 2, then MA(2) model should
be chosen instead of ARMA(1,1).
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3.6 Forecasting

3.6.1 Minimum Mean Square Error Forecasting

If the time series Y7, Y5, ....Y; is given, then the minimum mean square error forecast of
Y;+; which is [ time units after t, is,

Yi(l) = E(YiY1, V... Y7) (3.118)

3.6.2 Forecasting ARIMA Models
AR(1) Models

In case of an AR(1) process with non-zero mean, to forecast [ time units into the future,
we have from (3.99) and (3.118),
Yiii—p = oY1 — 1) + erp
E(YiulYs,YaYi) =t = GEYip |V, Y Vi) — ] + Eer|Vi, Yoo V3)
Yill)=p = oVil—1)—pu]+0
Yi(l) = p+olYi(l—1) — p] for [ >1 (3.119)
From (3.119), we can see that we can make forecasts upto any lead time by recursively

forecasting for smaller lead times. This equation is also known as the difference equation
form of the forecasts. To get a more explicit expression for Y;(l),

Vi) = ol —1) = pl+p
= ol =2) — )+

= ¢ V1) —pl +p
= oY, —p)+p (3.120)

As o] <1, A
Yi(l) =p for large 1 (3.121)

A one-step ahead forecast error will be given by,
er(l) = Yy — Yt(l)
[6(Ye — 1) + p+ era] = [6(Ye — p) + 44

nea(l) = e (3.122)
s Var(e(1)) = o? (3.123)

In general linear process form, an AR(1) model can be written as follows:
Y, = e, + pes1 + dPer_o + ... (3.124)

Now, the | step ahead forecast error would be:
€t(l) = Y — Y/t(l)
= Y —p—¢'(Yi—p)

= €t+l —|— ¢6t+l_1 ‘l— ¢26t+l—2 + ...... + ¢l_1€t+1 + ¢l€t + ...... — ¢l(€t + ¢6t—1 + gbzet_g ‘l— ...... )

cel) = et gerr + o+ 0 e
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(3.125) can also be written as,
e(l) = e +Viepq + oo + V1049 (3.126)
Here, Elei(1)] = 0 and,
Var(e (1)) = o2(1 + U] + U3 + ... + 07 ) (3.127)
Therefore, as the lead increases, the forecast error also increases.

MA (1) Models
In case of an MA(1) model with non-zero mean, to forecast 1 time unit into the future,
we have,

Yipn = p+teqr — ey
ElY, 1|Y1,Y2,..Y3] = p+0—0E[e|Y1,Ys,...Y]]
Yi(1) = p— Oe (3.128)

Then, the one step ahead forecast error is,

e(l) = Yip —Yi(1)
= (p+emr —0Oe;) — (n—be)

= Gt

To forecast [ time unit into the future, we have,

Yie = pter—0ea
ElYiuY1,Y2,..Y3] = p+0-0
Yi(1) = pu for [ >1 (3.129)

ARMA (p,q) Models
The difference equation form for forecasting of general ARMA (p,q) model is given by,

Vi) = ¢1Yi(l— 1)+ ¢aYi(l = 2) + ..o + ¢ Yi(l — p) + 00 — 01 E(ersi1[V1, Y2, ..Y))
—03E(er1-2|Y1, Ya, .. Y}) — .. — 0,E(ep41_g| Y1, Y5, ... Y)) (3.130)

Here,

0, for 7 >0

3.131
Ct+j5 for j <0 ( )

E(e411,Ys,...Y,) = {

In case the models are invertible, e; can be written as a linear combination of the infinite
sequence Y;,Y; 1,Y; o, ... , using m-weights. However, as j increases, the m-weights die
out exponentially fast. In fact, for j >t — ¢, m; is assumed to be negligible.

For leads=1,2,....q, in (3.130), the noise terms e;_(4_1), ....e¢—1, €; already exist. However,
for [ > ¢, the autoregressive portion and the mean 6y determine the general nature of the
forecast.

Yil) = oVl = 1)+ Vil = 2) + ..+ ¢Vi(l—p) + 6 for I>q  (3.132)
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Moreover, 6y = (1 — ¢y — ¢pa — ..... — ¢,,). Therefore, (3.132) can be written as:

A

Vi) =p = a1 [Vi(l=1) = pl+ oYy (1=2) =il +... + & [Yi(l—p) —p]  for I > g (3.133)

As [ increases, Y}(Z) — i decays to zero for any stationary ARMA model and the long term
forecast then gives the process mean, .
An ARIMA model can be written as follows:

Here,
Cy(l) = a certain function of Y;,Y; 1, Y o, ...... and,
It(l) = €t + \I/1€t+l_1 + g’get_t'_l_g + ...+ \Pl_1€t+1 for [ > 1 (3135)
Then,
= G(l)
And,

~

€t(l) = Y- Y;t(l)
= )+ 1) - G
= ()
= et Ve 1+ Voot .+ Ve

So, for general ARIMA process, we can write,

E(e()) =0  for [>1 (3.136)
And,
-1
Var(e(l)) = o2 Z‘Ili for [ >1 (3.137)
=0

Non-stationary Models
Using an ARMA (p+1,q) model, we can express an ARIMA (p,1,q) model as follows:

Vi =Y+ @Yiot. .+ oY po1 e —bie 1 —brer_o—.....— 6,6, (3.138)
Here,

=1 =, — Qi f ) =1,2,....
©1 +¢17S0] ¢] ¢j 1 or j ) “y p} (3139)

Opr1 = —Pp

If the order differencing of the ARIMA model is d, then there will be p + d such ¢
coefficients. Using (3.130) and (3.131), and replacing the ps with (p+d)s and ¢;s by ¢;s,
we can do the forecasting.
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3.6.3 Limits of Prediction

In a general ARIMA series, if the white noise terms {e;} are independently and identically
distributed, then the forecast error, e;(1), will also be normally distributed. That is,

et(l) =Y — Y;(l)

will be normally distributed. Therefore, using the standard normal percentile, Z;_s, it
can be stated that,

Y — Y,
P[_Zl_g < H»l—t(l) <
2 Var(ed(l))

Zl—%] =1—«a

Here, (1 — @) is the given level of confidence. The above equation can also be written as
follows:

PYi(l) = Zi-a/Var(el)) < Yip < Yi(l) + Zi_a\/Var(e, ()] = 1 — o

Hence, it can be said with (1 —a)100% confidence, that the forecast of Y;y; will be within
the limits:

~

Yi(l) £ Zi_s/Var(e()) (3.140)

3.6.4 Updating ARIMA Forecasts

Say, we have made a forecast, [ + 1 steps into the future and so we have Y;(I+1). Now,
once we get the observation of the next time unit, that is, t = ¢ + 1, we would like to
update our forecast with the origin at t = ¢ + 1, that is, Yt:rl(l). Therefore, using (3.134)
and (3.135), we get,

Yieirr = Cl+1) 4+ eupr + Vier + Voer1 + .. + Ve
Yir(l) = Ci4 Ve
Vip(D) = Yi(l+ 1)+ V[V — Yi(1)] (3.141)

3.6.5 Forecasting Transformed Series

Transformation by Differencing
In case the transformations were done by differencing, then two approaches could be used
to forecast them:

1. Forecasting the original non-stationary series using the difference equation form and
replacing the ¢s with s.

2. Forecasting the stationary differenced series first and then summing the series to
undo the differencing.

Log Transformations
If log transformations were done on the original time series Y; to get Z; = log(Y;), then
the minimum mean square error forecast on the original series is expressed as,

exp{Z,(1) + %Var[et(l)]} (3.142)

This only works properly if the variables are normally distributed. However, if Z; itself
has a normal distibution, then a different method would be preferred.
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Chapter 4

Stock Returns Forecasting System

In this chapter, we discuss about our proposed web-based system for stock returns
forecasting. We also explain how we implemented the system and the challenges we
faced while doing so.

4.1 Proposed System

The development of the stock returns forecasting system is aimed towards aiding any
stock market enthusiast who wishes to use their own model for stock price forecasting. At
present, the system provides facilities to fit ARIMA models of any order to the time series
of stock returns of a company. We intend to include other models into the picture in the
future. This system not only helps the users to do their own analysis and model-fitting,
but it also provides them with useful descriptions of the different concepts to help them
understand better. Therefore, even if someone has no background in time series analysis,
they can use this website and get a rough idea of what is going on.

A good advantage of such a system is that it does not require any kind of installation
or coding knowledge to perform the analysis. Users can access it anytime and anywhere
as long as there is an internet connection. They can also download the outputs of their
analysis for future use.

4.1.1 Why use stock returns data instead of stock prices?

In order to fit ARIMA models to any time series, the first and foremost condition is that
the time series has to be stationary. Unfortunately, the time series of stock market prices
almost always rejects the Augmented Dickey Fuller Unit Root Test (See Section 3.5.1 for
details on page 37). That is, they are almost always non-stationary in nature. Taking
the first difference of the logarithm of the time series of stock market prices leads to a
stationary time series in most cases. Even if it is not stationary, it can be turned into one
by differencing it further. Therefore, for our convenience, instead of using time series of
stock prices, we use the stock returns time series which is calculated using the following
formula:

r: = 100(log(p:) — log(pi-1))

We multiply by 100 because otherwise, it would have resulted in round-off errors as the
returns values are too small.
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4.1.2 How the Proposed System Works

e Users choose whether they wish to analyze a particular stock returns data or to fit
ARIMA models to them.

e If they choose to analyze the data

— They are asked to select a particular stock symbol from the dropdown list and
a past time interval. If the time interval is less than ten trading days, we reject
their input and ask them to choose a bigger time interval. We also ask them
if they would like to perform differencing on their selected series. We set the
limit of differencing to 3 as more differencing of the series is not recommended.
On the right of the input form, they can see what outputs they will get after
they click the Analyze button along with their description.

— When they give the required inputs and click the Analyze button, the inputs
are sent to the server. The R software in the server extracts the dataset from
the database and executes several functions on them to generate the outputs.
The outputs are then saved in a directory of the server by R, which are then
fetched and shown to the users on the website. Users also get the choice of
downloading the generated outputs.

e If they choose to fit models to the data

— They are asked to select a particular stock symbol from the dropdown list, a
past time interval, and the orders of the ARIMA model they wish to fit. If
the time interval is less than ten trading days or less than the selected orders
of the model, we reject their input and ask them to give proper inputs. To
fit the models, we also give them the choice to select a method for parameter
estimation and to select whether they wish to fit the model considering the
series to have a non-zero mean. By default, these are set to "CSS-ML” and
"No mean” respectively. Here, CSS stands for Conditional Sum of Squares
and ML stands for Maximum Likelihood. The mean is not included by default
because when the series is being used to fit an ARIMA model, we expect that
it would be a stationary series with no mean. On the right of the input form,
they can see what outputs they will get after they click the Fit Model button
along with their description.

— When they click the Fit Model button, similar steps are executed as the
Analysis section. Only the functions executed by R and the generated outputs
are different.
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Figure 4.1: An overview of the System

Figure 4.2: Usecase Diagram of the System
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Figure 4.3: An Activity Diagram of the System
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Figure 4.4: A Data Flow Diagram of the System

4.2 System Outputs

In this section, we use the time series of YHOO stock closing prices for the first half
of 2016 and explain the different outputs provided by the system. We also mention the
different functions of R that we used to get those results.

4.2.1 Outputs of Analysis Section

In this section, the stock returns are calculated using the closing prices of the YHOO
stock for the first half of the year 2016 with the help of the formula mentioned in Section
4.1.1 and then they are used as a time series to give the following outputs:

Plot of Stock Returns

The stock returns are plotted (Figure 4.5) as time series using the plot(ts()) function
of R. Plotting the time series helps us to have a rough idea about its nature. From the
figure, it seems as if the series has constant mean and variance.
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YHOO Stock Return Values
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Figure 4.5: Time Series Plot of Stock Returns of YHOO

Summary of Stock Returns

Summary of YHOO stock returns
Min. 1st Qu. Median Mean 3rd Qu. Max.
-6.4218 -8.9612 8.1712 ©.1445 1.3848 7.9598

Figure 4.6: Summary of Stock Returns Data of YHOO

A summary of the time series data (Figure 4.6) is provided using the summary() function
of R, where,

e Min minimum value in the dataset

Ist Qu. First Quartile 25% of the values are below the given quantity

Median The median value of the dataset

3rd Qu. Third Quartile 75% of the values are below the given quantity

e Max maximum value in the dataset

26



CHAPTER 4. STOCK RETURNS FORECASTING SYSTEM

Plot of ACF
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Figure 4.7: Sample ACF Plot of Stock Returns Data of YHOO

The Autocorrelation Function (ACF) of the stock returns time series is plotted using the
acf() function of R. The plot of ACF helps us to identify the order of the pure MA(q)
model of a time series. Starting from 0, the lag after which the ACF stops crossing
the significance bound (blue dashed line), is the order, ¢, of the MA(q) model. The
significance bound is set at :I:\/lﬁ, where n is the length of the series. If the ACF does
not cross the significance bound in the first lag, but does so in case of later lags, then we
assume that q=0. From the plot Figure 4.7, we can see that the ACF at lag 1 has crossed
the significance bound. So, we can assume that the series has an MA(1) process in it.

Plot of PACF

The Partial Autocorrelation Function (PACF) of the stock returns time series is plotted
using the pacf() function of R. The plot of PACF helps us to identify the order of the
pure AR(p) model of a time series. Starting from 0, the lag after which the PACF stops
crossing the significance bound (blue dashed line), is the order, p, of the AR(p) model.
The significance bound is set at :i:\/lﬁ, where n is the length of the series. If the PACF
does not cross the significance bound in the first lag, but does so in case of later lags,
then we assume that q=0. From the plot in Figure 4.8, we can see that the PACF at lag
1 crosses the significance bound and so, we can assume that it has an AR(1) process in
it.
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PACF of Returns of YHOO
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Figure 4.8: Sample PACF Plot of Stock Returns Data of YHOO

EACF

We get the Extended Autocorrelation Function (EACF) by using the eacf() function in
R. For a mixed ARMA(p,q) model, Extended Autocorrelation Function (EACF) helps
us to identify the possible values of p and q of an ARMA model of a time series. Let,
the AR order be k and the MA order be j. Then, in the $symbol table of the output, the
element in the k-th row and j-th column is set to x if for AR order k, the lag j+1 ACF is
significantly different from zero. Otherwise, it is set to o. The trick to understand what it
means is to look for a triangle of zeroes in the $symbol table. The upper left-hand vertex
of the triangle will indicate the order of the ARMA (p,q) model. In our case (Figure 4.9),
the EACF table does not look too clear. As an exact triangle has not been formed
anywhere. So, we can try fitting ARMA(0,5),ARMA(1,1),ARMA(2,1), ARMA(3,3) and
ARMA(4,3) on the series and choose the one which best fits the model based on the
AIC, AICc or BIC values.

Q-Q Plot

The Quantile-Quantile plot or the Q-Q plot is plotted using the gqqnorm() and qqline()
functions of R. This plot helps us to find whether a time series is normally distributed or
not. If the plot of the values looks like a straight line, then we can say that the series is
normally distributed. From the Figure 4.10, we can see that the most of the values seem
to align with the straight line in the middle and then they move away at the two ends.
We can say that it is somewhat normally distributed.
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Sample Quantiles

EACF of Returns

$eact
[,1] [,2] [,3] [,4] [,5]
[1,] -8.2099945 -8.81796287 -0.843671257 @.204495568 -0.28152316
[2,] -8.2915203 ©.06499715 ©.008868365 @.119980593 -0.14549746
[3,] -8.5806120 -8.95738287 ©.028147393 @.1087567540 0.02084675
[4,] ©.2561344 ©.24244278 ©.219148937 ©.892386899 0.01045893
[5,] ©.4493516 ©.23166189 -9.227738418 -08.185587133 0.84623187
[6,] ©.1824771 ©.19932371 -0.160625349 -0.256871506 ©.19302609
[7,] -8.1483395 ©.45338962 ©.128461699 -8.238821426 ©.15092354
[8,] ©.2559312 ©.44643507 ©.166636943 -8.807522336 ©.81935879
[,6] [,7] [,8] [,9] [,10]
[1,] ©.8674858843 0.871319393 -0.821643369 -0.12804831 0.132404652
[2,] ©.1185196226 @.086815793 -0.812701136 -0.87463142 0.146692063
[3,] ©.1453355153 -0.068070818 ©0.949139544 -8.82297846 @.149893317
[4,] ©.8569191985 ©.828228214 ©.904946821 0.01827108 0.879396304
[5,] -0.0024412899 0.004046366 ©.006544267 0.82215228 0.878772124
[6,] -8.8132572627 -8.801184642 ©.086894132 ©.83817782 0.848869496
[7,] ©.8088571225 -8.801163262 ©.813228497 ©.83638442 0.848514337
[8,] -8.8048571297 -8.833952787 ©.015681496 ©.82824216 -8.804435138
[,11] [,12] [,13] [,14]
[1,] -8.889857778 ©.812624312 -8.09633422 @.138213075
[2,] ©.82827519@ -9.912809283 -8.83431644 @.838146791
[3,] ©.817593423 -9.920830879 -0.83731650 0.006533043
[4,] ©.845332986 -0.906686095 -0.85980045 0.802705704
[5,] ©.852356263 -0.887529453 -8.83784949 0.8492208673
[6,] -8.829238181 ©.823845332 0.81196169 0.851183561
[7,] ©.818752604 ©.824362882 -8.81235748 ©.878872269
[8,] -8.0200081347 ©.014948502 -8.05409412 -8.024017071
$ar.max
[1] 8
$ma.ma
[1] 14
$symbol
4]
a "x" "
1 "x" "o"
2 "x" "
3 "x" "
4 "y "
5 "o"
6 "o"
7 "x" "o"

Figure 4.9: EACF of Stock Returns Data of YHOO
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Figure 4.10: Q-Q Plot of Stock Returns Data of YHOO
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Histogram Plot

Histogram of returns
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Figure 4.11: Histogram Plot of Stock Returns Data of YHOO

The Histogram of probability densities of the returns series is plotted using the hist()
function of R. Along with it, we also drew a curve which represents the theoretical
normal distribution of the series. the This plot helps us to find whether a time series is
normally distributed or not. The plot will be somewhat symmetric and tail off at both
the high and low ends as a normal distribution would. From the Figure 4.11, we can say
that the series roughly follows normal distribution.

ADF Test

Augmented Dickey Fuller Test on Returns
Augmented Dickey-Fuller Test
data: returns

Dickey-Fuller = -5.1127, Lag order = 4, p-value = 8.81
alternative hypothesis: stationary

Figure 4.12: ADF Test Results of Stock Returns Data of YHOO

The Augmented Dickey Fuller Test (Figure 4.12) is run on the returns series using the
adf.test() function of R. This test helps us to find whether a time series is stationary or
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not. If the probability value i.e. p.value becomes greater than 0.1, then we cannot reject
the null hypothesis which states that the series is non-stationary. From the output of
our example (Figure 4.12), we can say that the series is stationary as the p.value is not
greater than 0.1.

4.2.2 QOutputs of Model-Fitting

In this section, we take the same inputs as the analysis section and we also take inputs
for the orders p,d and q of the ARIMA(p,d,q) model. We try and fit the several
ARIMA models to the series that we found we could use during analysis in Section
4.2.1. We chose to consider zero mean while fitting the model and the combination
of conditional sum of squares and maximum likelihood methods for parameter estimation.

ARIMA | AIC | AIC. | BIC
1,0,1) | 540.37 | 540.57 | 548.83
) | 539.49 | 540.21 | 556.42
) | 542.32 | 542.66 | 553.6
3,0,3) | 537.23 | 538.19 | 556.97
)

041.73 | 542.98 | 564.29

Table 4.1: Values of AIC, AIC, and BIC' after fitting different models

After we tried fitting the different models, the ARIMA(3,0,3) model showed the
least value for AIC. (See Table 4.1), so we chose to show only the outputs of fitting
ARIMA(3,0,3) model to our returns series. The typical outputs that are shown in our
system are discussed.

Plot of Stock Returns and Summary of Stock Returns

The plot of time series of stock returns and its summary are shown as output in this
section as well for reference.

Summary of Fitted Model

After the ARIMA(3,0,3) model is fitted to the series, as shown in Figure 4.13, the
estimates of the coefficients and their respective standard errors are given. Also, the
following are shown:

Sigma-square

The variance of the series as assumed by the fitted model.

Log Likelihood

It quantifies the relative abilities of the estimates to explain the observed data.

AIC

This is the Akaikes Information Criterion. Models with the least value of AIC should be
chosen.
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Figure 4.13: Summary of Fitted Model of Stock Returns Data of YHOO

AlCc

This is the corrected form of AIC and is said to outperform both AIC and BIC in model
selection. Models with the least value of AICc should be chosen.

BIC

Bayesian Information Criterion. Models with the least value of BIC should be chosen.
MFE

It is the mean error of the fitted values.

RMSE

It is the root mean square error of the fitted values.

MAFE

It is the mean absolute error of the fitted values.

MPE

It is the mean percentage error of the fitted values. Since it gives error in percentage, it
can be used to compare models with different datasets.

MAPE

It is the mean absolute percentage error of the fitted values. Since it gives error in
percentage, it can be used to compare models with different datasets.

MASE

It is the mean absolute scaled error of the fitted values. It is also used to compare models
with different datasets.

ACF1

It is the first order autocorrelation coefficient. It is the correlation coefficient of the first
N-1 observations and the next N-1 observations.

Plot of Residuals of Fitted Model

Plotting the residuals (Figure 4.14) helps us to have a rough idea about its nature. From
the figure, it seems like the residual series has constant mean and variance.
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Plot of Residuals of YHOO after Model Fitting

residuals
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Figure 4.14: Time Series Plot of Residuals of Fitted Model on YHOO Stock Returns
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Figure 4.15: ACF Plot of Residuals of Fitted Model on YHOO Stock Returns
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The ACF plot (Figure 4.15) in the figure shows that the residual series has no MA(q)
process in it as none of the ACFs crossed the significance bound.

PACF Plot of Residuals

PACF of Residuals
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Figure 4.16: PACF Plot of Residuals of Fitted Model on YHOO Stock Returns

The PACF plot (Figure 4.16) in the figure shows that the residual series has no AR(p)
process in it as none of the PACFs crossed the significance bound.

Q-Q Plot of Residuals

The Q-Q plot (Figure 4.17) of the residuals shows that the residuals are normally
distributed to a great extent.

Ljung-Box Test

Ljung-Box Test was run on the residuals using the Box.test() (Figure 4.18) function of
R with the default lag which is 1. This test allows us to find whether error terms are
correlated or not. If p.value > 0.05, then we cannot reject the null hypothesis that the
error terms are uncorrelated. Since the p.value here is 0.6613, we cannot reject the null
hypothesis that the adjacent error terms are uncorrelated.
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Normal QQ plot of Residuals
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Figure 4.17: Q-Q Plot of Residuals of Fitted Model on YHOO Stock Returns

BOX TEST RESULT ON RESIDUALS:
Box-Pierce test

data: residuals
X-squared = 8.19195, df = 1, p-value = B.6613

Figure 4.18: Results of Ljung-Box Test on Residuals of Fitted Model on YHOO Stock
Returns

Plot of Forecast of Fitted Model

We plot the forecast of next 10 trading days along with a 80% prediction interval
for the forecast and a 95% prediction interval for the forecast by using the plot.forecast()
function in Figure 4.19. If the values of the next ten days are also available, then those
are also plotted to show the outputs.

Forecast Values

Using the forecast.Arima() function, we get the values of forecast of next 10 trading days
along with a 80% prediction interval for the forecast and a 95% prediction interval for the
forecast (Figure 4.20).
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Forecasts from ARIMA(3,0,3) with zero mean

0 20 40 G0 a0 100 120

Figure 4.19: Plot of Forecast of Fitted Model on YHOO Stock Returns

Figure 4.20: Summary of Forecast of Fitted Model on YHOO Stock Returns

Forecast Errors

Figure 4.21: Errors of Forecast of Fitted Model on YHOO Stock Returns

Using the accuracy() function, we get the errors of forecast of next 10 trading days
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(Figure 4.21). The training set errors are the errors faced during model fitting and the
test set errors are the forecast errors. We look at MPE or the mean percentage error to
determine the accuracy for the forecast. Unfortunately, in this case, the error is huge. We
can try checking the other models that we had ignored previously to see if the error gets
reduced. If they lead to huge errors as well, the chances of which are fairly high, then
other factors or models would need to be incorporated to make a better model. More
about this has been discussed in Section 5.1

4.3 System Implementation

Our system is a responsive website which was built using PHP (ver. 5.6.23), HTML 5,
CSS, Javascript and MYSQL languages. We used the Xampp software to create a local
server in our laptop. The database server we used was MariaDB 10.1.13. As mentioned
before, R was used to perform the different analysis and to generate the results.

4.3.1 The Website

The website consists of three pages the Home page, the Analysis page and the
Model-Fitting Page. All these pages were developed with the help of the templates
provided by [3]. We inserted a stock ticker watch list widget in our website, which was
collected from the [6] website. The watch list monitors stock quotes of 100 S&P500
companies.

The Homepage
The homepage gives a brief explanation on what facilities our site provides.

The Analysis Page

In the Analysis page, the user gets to see a form on the left where they are asked to
choose a ticker name, a date interval and a differencing order. On the right, we give
them an idea about what outputs they would get after the analysis and we also explain
how they should interpret those results. Once they give the inputs and submit the form,
the outputs are shown on the right with the descriptions at the bottom. We also give
them the option to download all the results, which are .png files and .txt file.

The Model-Fitting Page

The functionality of this page is the same as the analysis page except for the fact that
they insert additional inputs to fit the ARIMA models. The outputs shown here are also
different.
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Figure 4.22: The Homepage of the System
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Figure 4.23: The Analysis Page Before Input is Submitted

Figure 4.24: The Analysis Page After Input is Submitted
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Figure 4.25: The Model-Fitting Page Before Input is Submitted
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Figure 4.26: The Model-Fitting Page After Input is Submitted

4.3.2 R

R is a programming language and software environment which is widely used for
statistical computations. It is not only used by statisticians to perform data analysis, but
it also helps in developing statistical software. R scripts (with .R extensions) are simple
text files, where we write all the commands that we want R to execute. We made three
separate R scripts for our project update.R, model.R and analysis.R. We run update.R
manually for now to update the database every day. The model.R and analysis.R scripts
are run, depending on which page’s form the user submits.

To learn the R language as well as to create the Rscript files for our project, we used the
RStudio software which is an IDE for using R.
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Data Frames

Data frames in R are used to store data tables. A data frame is actually a list of vectors
of equal length. In our project, we used R to collect data from Yahoo Finance, to store
the data in the database and to extract required data from database. All these were done
by the use of data frames. The data from Yahoo Finance were collected as data frames
and then the data frames were modified according to our need. We then appended the
data from the data frame to the existing table in the database using R.

The data frames imported from Yahoo Finance had the dates column set as the
row_names attribute. The row_names attribute is a character vector having length equal
to the number of rows of the data frame. To append the data from the data frame, we
used the WriteTable() function. This function creates a table in the database in case
the table does not exist. Otherwise, it simple appends the data. So, the database table
has the same attribute names as the data frame. We tried to change the name of the
row_names attribute to Date but we could not do it. As it did not hamper our work in
any way, we decided to leave it as it was.

Packages and Functions Used

R has a lot of useful functions to perform statistical analysis. However, sometimes we
require some specialized functions. Rs active user community has built numerous useful
specialized and these are available at the CRAN website. We can also install them
directly from the RStudio.

The packages that we needed for our project are as follows:

e DBI : This package helps to build the communication between R and the database
management system.

i) dbConnect() — Used to build connection with the database.

ii) dbSendQuery) - Used to execute a query on the connected database.

iii) fetch() — Used to fetch records from the previously executed query.

dbWriteTable() - Used to copy dataframes into the database table.

1v
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e forecast : This package helps to analyze and display univariate time series forecasts.
It also requires the installation of the zoo package.

i) Arima() - Used to fit an ARIMA model to a time series.
ii) forecast.Arima() - Used to make forecast up to specified number of steps.
iii) plot.forecast() - Used to plot the forecasted series.
iv) accuracy() - Used to calculate the accuracy of the fitted model and its forecasts.
e TSA : This package was created by [9]. It includes various functions for time
series analysis. It also requires the installation of the leaps, locfit, mgcv and tseries
packages.

i) eacf() - Used to compute the sample EACF of the data.

e tseries : This package includes various functions for time series analysis as well as
computational finance.
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i) adf.test() - Used to perform the Augmented Dickey Fuller test on the data.

e quantmod : This package contains tools for downloading financial data, plotting
common charts and doing technical analysis. It also requires the TTR and xts
packages.

i) getSymbols() — Used to collect the historical prices from Yahoo Finance.

e RMySQL : This package is used to implements DBI Interface to MySQL and
MariaDB databases.

i) MySQL()- Used to authenticate and connect to one or more MySQL databases.

A lot more built in functions were used in our project , such as, acf(), pacf(), png(),
capture.output(), hist(), Box.test() etc.

4.3.3 Database

In our database, we currently have the historical daily price data of forty S&P500
companies that are listed in NASDAQ and NYSE since January’1980. Some companies’
data didn’t begin from 1980 however as they were not available. The data was collected
as a data frame and then were copied to our database table by R.

Figure 4.27: ER Diagram for the System

Our database consists of only one table at present, which is the hp table. It stores
the historical price data of the different companies. Our table has a composite primary
key, consisting of the date and the stock symbol name, i.e. the row_names and Symbol
attributes. Although we are working only with the Close prices of the stocks, we chose to
keep the other retrieved information as well, so that we could use them in the future.

4.3.4 Integration of PHP and R

When users submit the inputs, PHP executes the Rscript and passes the input variables
concatenated as a string to the latter through its exec() command. If the user submits
the form of the Analysis page, then the analysis.R Rscript is executed as follows:
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exec("Rscript --vanilla E:\analysis.R ".\$param)

In case they use the Model-Fitting page, the following code is executed:

exec("Rscript --vanilla E:\model.R ".\$param)

At the beginning of both the Rscripts, there is the following function:

commandArgs (trailingOnly=TRUE)

This function captures all the arguments supplied by the command line when the R session
gets invoked. Setting trailingOnly=TRUE ensures that the only the arguments after -
-args are captured. Based on these arguments, the Rscript runs the different functions
to generate the results. The results are then saved in a directory by R, which are then
fetched and shown on the website using PHP and HTML. If the user presses the download
button, a download.php file gets called. Then by using the content disposition header,
they force the browser to show the dialogue box for saving the 'txt or .png file.

4.4 Challenges

The biggest challenge while working with this project was that there was no initial
knowledge regarding Time Series Analysis. There were a lot of things to learn in a
very short amount of time. The bulk of the time was spent on understanding the
different concepts of time series analysis and forecasting. Still, there are more topics
to be covered and incorporated into this project. Moreover, the initial intention was to
store the historical prices of all companies listed in NASDAQ, NYSE and AMEX starting
from the year 1980. However, importing only the data of NASDAQ caused the database
performance to deteriorate. The server would occasionally freeze or would take several
minutes when sent a query. Therefore, the decision was taken to use a smaller database
for the system, consisting of 40 companies’ historical prices.
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Further Exploration

5.1 Theoretical Approach

In our project, we have considered fitting ARIMA models to the stock returns time series
which almost all the time demonstrates stationarity. Often, while trying to fit ARIMA
models to a time series of stock returns it is seen that the ACF, PACF, EACF plots as
well as the Q-Q plots and histograms plots seem to indicate the series is white noise,
which would mean that it cannot be used to predict future values. However, if further
in-depth analysis of the series is done, we can find more hidden information in it.

Let us consider an example of the stock returns of AAPL for the year 2015. The ACF
and PACF plots show no significant correlations among the returns values, as shown in

Figure 5.1 and Figure 5.2.

ACF

0.00 0.05 0.10

-0.10

ACF of Returns of AAPL
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Figure 5.1: ACF Plot of AAPL Stock Returns for 2015
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PACF of Returns of AAPL
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Figure 5.2: PACF Plot of AAPL Stock Returns for 2015

The EACF table (Figure 5.3) hints at an ARMA(0,0) model for the series which is the

random walk model.

$symbol
8 1 2 3 4 5 6 7 8 9

=
[x=]
=
=
=
]
=
L

xR RS
©,0,0,0,6 00,0,
©,0,0,0,6 00,0,
©,0,0,0,6 00,0,
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Figure 5.3: EACF of AAPL Stock Returns for 2015

The histogram plot (Figure 5.4) and Q-Q plot(Figure 5.5) indicate slight normality and
the ADF test results in a p.value less than 0.1, meaning that the series is stationary.

76



CHAPTER 5. FURTHER EXPLORATION
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Figure 5.4: Histogram Plot of AAPL Stock Returns for 2015
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Figure 5.5: Q-Q Plot of AAPL Stock Returns for 2015

All these outputs indicate that the series is white noise, that is, it is independently and
identically distributed with constant mean and variance.
If a particular time series is independently and identically distributed, then the absolute
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value or square or the logarithm of that time series will also be independently and
identically distributed. If we plot the ACF and PACF of the absolute values of the AAPL
dataset, then we see significant autocorrelations in the series, as shown in Figure 5.6 and
Figure 5.7 respectively.
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Figure 5.6: ACF Plot of Absolute Values of AAPL Stock Returns for 2015
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Figure 5.7: PACF Plot of Absolute Values of AAPL Stock Returns for 2015

Thus we can conclude that there are still information present within the returns time
series.
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5.1.1 ARCH/GARCH Models

There could be higher order dependence such as heavy-tailed distribution or volatility
clustering in the returns time series which could not be detected by the simple ARIMA
models. The conditional variance of the series might vary over time. This type of
characteristic is very common in most financial time series and they are usually addressed
with the Generalized Autoregressive Conditional Heteroscedasticity (GARCH) models.

A GARCH(p,q) model is expressed as follows:
01 =W+ B0y gy o o Bo0i oy Haari g Foari st agr,  (5)

Here,

p = lags of conditional variance
q = order of ARCH

An ARCH(q) model is given by,

at2|t_1 =W+t + Qo e i (5.2)

By combining the ARIMA models with the ARCH/GARCH models, we could extract
more information from the series of AAPL stock returns.

5.1.2 ARIMAX Models

Time series analysis assumes that all observations are taken at equal intervals of time,
which is not the case, as the stock market remains closed during the non-trading days
and within those days, a lot of information may have been circulated that could cause
dramatic changes in the prices on the first trading day. In cases such as these, it would
be difficult to fit time series ARIMA models to the data set. In order to make the time
series approach of model-fitting and prediction more effective, we have to bring other
factors into account. [12] suggested that we have to incorporate secondary variables
such as, competition of the company, political events in the company’s country, natural
disasters, speculations about the company made in the market, etc.

ARIMAX models are simply ARIMA models with additional explanatory variables
provided by economic theory. It can be expressed as follows:

Sft = ﬁXt + ¢1Y;5_1 + .+ (ﬁpY;_p — 01615_1 — e — qut_q + e (53)

Here,

X; = a covariate at time t

[ = coefficient of the covariate

By including external variables into our ARIMA model, we could extract more information
from the series of AAPL stock returns.

5.2 Real Time Analysis

In this project, we worked with only the daily closing prices of stock market data, whereas
stock quotes get updated every minute. The closing prices get updated at the end of the
day when the market is closed. Within this time frame, a lot can happen, none of which
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gets included in our analysis. If we had minutely data in our hands, we could have
been able to fit models more efficiently to the data and thus we could have gotten better
predictions. In the future, we intend to collect live data and process them in real time to
give outputs to the users.

5.3 System
We could incorporate the following features in the website:
e Build an Android/iOS application
e Forum for discussion
e Video tutorials regarding how to perform the analysis and model fitting

e More interactive during analysis and model-fitting
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Conclusion

This project was undertaken with a view to contributing to the financial technology sector
by allowing investors or any interested party to learn to analyze stock market data and
also to use that knowledge to build their own models. In order to bring this project to
fruition, we started by studying the various methods of stock market prediction. We then
chose to work with the time series approach of analysis and forecasting of financial data.
We studied the different ARIMA models and built the website, basing on them. While
working with ARIMA models, we realized that using only pure ARIMA models cannot
lead to an accurate prediction. More factors need to be taken in to account. The next
evolution of our project is to incorporate such models with the basic ARIMA models and
thus make the system more efficient in terms of analysis and forecasting.
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