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Abstract

In this paper, we illustrate our attempt to create editable documents from images by retrieving the text. The process is widely known as Optical Character Recognition (OCR). We have tried to build an Android application for detecting Bengali characters. Previously, several attempts have been made in developing a Bengali OCR. However, there were a few limitations which drove us to work on this project. In order to recognize more characters and joint letters, we decided to work on reducing the error rate to preserve more texts. To serve our purpose, we found the Tesseract OCR engine and Leptonica Image Processing Library to be the best option. Tesseract is used in order to recognize the characters and Leptonica is used to build an Android application by extracting data from the text. We are using the Tesseract 3.03 version currently available to work on this project. Moreover, we demonstrate how we obtained better results by manipulating Tesseract along with Serak to create box files and trained data. In addition to that, we discuss how we dealt with joint letters, dangerous ambiguity and contrast issues in order to increase efficiency. Furthermore, we explain our analyzed data, our progress and the future scopes of improvement.
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1. Introduction

1.1 Background

Optical character recognition (OCR) converts typed, handwritten or printed images into editable texts digitally [1]. This eases editing and storage electronically, which would have been immensely time consuming if typed manually. However, there are several complications. OCR tends to confuse similar letters, for example “o” and “0” [2]. Moreover, it will be similarly perplexing for OCR to detect characters on dark backgrounds [2]. Bengali character recognition is much more complicated. There are several different fonts and joint letters in Bangla which makes the job more difficult. Despite not being something new, there has not been much improvement regarding Bangla OCR. For example, only two sophisticated Bangla OCRs have been published in 2006 [3].

There might be several reasons for this. Firstly, OCR is designed for English alphabets, so training it for Bengali is a challenging job. Secondly, there are many more Bengali characters compared to Roman characters and some are so similar that OCR often produces wrong output [4]. Previously, there has been research in this area, but few attempts to work on the space issue. It is important to note that OCR cannot detect any space between two words. Therefore, it remains a challenging topic.

Currently, books and documents are digitized by manually typing them. This is a very long process as well as costly. Therefore, if we could build an OCR to read the characters directly from the pages and digitize them, then the effort will be drastically lessened.

Mobile phones, especially Android smartphones, have become a very popular device. Android devices are commonly used and come with extensive features. These devices have cameras which can take good quality pictures. There are several OCR applications for different
languages for detecting texts directly from images. Therefore, we have conducted our research on Android devices and developed an application to detect text instantaneously, especially for Bengali characters.

1.2 Motivation

We have already gone through some research paper on related works done previously. We found out that the accuracy level in various categories is not satisfactory. Therefore, we were motivated to increase the accuracy level.

In our day-to-day life, we see that many old books, important papers or documents get worn out or damaged with age. Nor, do we have any digital forms of these writings. There was no scanner to scan and store these documents. Thus, there is no other way to get the documents again other than typing the entire thing manually. Moreover, if we wanted to edit any part of the writing then we had to rewrite everything and correct the errors. This can create overhead and unnecessary labor. Sometimes, even rewriting is not possible as the documents can get illegible. For this reason, we have thought to develop an OCR application to preserve such books and papers for our convenience. The application will be able to create editable text files so that we can edit or print the documents whenever we want. Furthermore, the Android application will work quicker than typing or writing the whole thing manually.

Consequently, our primary goal is to build a handy and usable application which can be used by people of all ages. It will be a portable application that can run on any Smartphone device. Moreover, the whole process will be shortened as it will be an Android based application.

Lastly, as the generated text file is going to be a searchable and editable document, people can search the desired word rather than reading the whole page. Subsequently, the converted file can be stored as a softcopy for future use.

1.3 Thesis Outline

In chapter 2, we have discussed about the previous works conducted on OCR for detecting Bengali characters. Chapter 3 is based on the System Architecture of our Android application. The full description about the environment that is required to develop our application is discussed here. Next, in chapter 4, we have briefly gone through the approach we are following.
in developing our Android OCR application. Chapter 5 covers the technical parts of the Tesseract OCR engine and its training is discussed in detail in this chapter. The whole mechanics behind the training of Tesseract is described here. Chapter 6 is solely based on the performance of the application. The application is tested under various circumstances and environmental conditions. Several statistics and graphs are used to explain the outcome of our Android OCR application. In chapter 7, we have tried to summarize our thesis work and provide a brief overview of the whole process. Chapter 8 is a brief discussion on how the OCR application can be further improved in the future. Moreover, we have also included some problems that are still present in the application. However, this chapter also contains a few ideas about how the problems can be approached. In the Appendix, we included about parts of the source code that we have used during the development of our Android OCR application. The full source code is available on request.
2. Literature Review

While progressing and planning for our thesis, we consulted many research papers regarding OCR. Since very less has been done on Bangla OCR, we studied the papers for English and Hindi OCR and found fruitful information. Smith [5], discusses in his paper how OCR detects damaged characters easily. This was a big help for our research. He also worked on 20 samples of 94 characters of eight fonts in four attributes, bold, italic, normal, bold italic, which gave rise to a data set of 60,160. We decided to work with four fonts training 3,725 characters each. However, we managed to find some papers on Bangla OCR. Omee, in their paper, pointed out some important facts about Bangla characters. Bangla characters are not case sensitive [1]. However, some have a special feature called “matra” which is a line over the character. Hasnat [3], worked on HMM (Hidden Markov Model), a recognizer used for handwritten text and speech recognition, as there were very few attempts reported for printed character recognition. However, we decided to use Tesseract as character recognition, as it is the best possible open source Optical Character Recognition engine.

Zaman [6], points out in their paper that the current languages trained by Tesseract are, Arabic, Bulgarian, Catalan, Chinese (Simplified), Chinese (Traditional), Czech, Danish, Dutch, English, Finnish, French, German, Greek, Hindi, Hungarian, Indonesian, Italian, Japanese, Korean, Latvian, Lithuanian, Polish, Portuguese, Romanian, Russian, Serbian (Latin), Slovak, Slovenian, Spanish, Swedish, Tagalog, Thai, Turkish, Ukrainian, and Vietnamese.

However, there is no mention of Bengali language which rose our curiosity even more. Chowdhury [7] and his team worked under Khalilur Rhaman to build an improved desktop version of Tesseract by training 18110 characters and 2617 words according to their report. However, we figured out it would be more convenient if it was more portable, thus we decided to develop an Android version. Android devices come with a camera, which we can use to capture images directly. On the other hand, in most desktop versions, one has to scan a paper, then pass it through their OCR application. Therefore, our approach of using Android devices greatly speeds up the process and decreases the overall effort needed. Mahbub [6] and his team, worked on an Android version as well. Their approach was to develop an Android application to translate images captured by a portable device’s camera which can later translate and display on screen along with the original text. While going through their paper we realized their training set 1 has an accuracy rate of only 68.62%. Further, their application failed to recognize spaces.
and contained a few words in their test images. Thus, we decided to keep these issues in mind while working on our thesis. Furthermore, we have used the latest version of Tesseract, version 3.03, available now, which was not present at their time. Arif [8], worked on OCR using feature extraction. He talks about different feature extraction techniques and how zoning is used to build a better Bengali character recognizer.

Rakhsit [4], on the other hand worked on recognizing handwritten text. They have used Tesseract 2.01 instead of building a new recogniser. They have used the handwritten version containing few Bengali characters. They used pen based devices such as a stylus or tablet and gathered different handwritings from different people. Their first data set contained individual handwritten Bengali vowels, their second data set had Bangla consonant and third set contained digits. Their accuracy was around 90% for each set of data.

However, their data set was not large enough to rely upon. We had tried to train a few samples of handwritten text, but unfortunately, we were not able to train them on Tesseract. The training failed in shapeclustering processing, which means that Tesseract was unable to detect the shapes present in the image and store them in the database.

Therefore, we decided not to deal with handwritten characters, as well as Rakhsit [9], was not too clear about juktakkhors or joint letters as they only considered single letters. Although there has been much research on handwritten recognizers, very few attempts were taken for Bengali characters. One reason might be it is very different from Roman letters as Bengali characters have “matra” or headline and “aakar” and “folios”.

Pal [10], used the approach of recognizing the character shapes by a combination of template and feature matching approach. Images are digitized by flatbed scanner and subjected to skew correction, line, word and character segmentation, simple and compound character separation. They have used a feature based tree classifier for simple character recognition.

Chaudhuri, in their proposed model [11], used document digitization, skew detection, text line segmentation and zone separation, word and character segmentation, character grouping into basic, modifier and compound character category for both Bangla and Devnagari (Hindi). Their system showed a good performance for single font scripts, printed on clear documents.

Omee [1] in their paper mentioned the development of OCR, their workflow and algorithms. According to their paper, there are 5 steps to basic OCR:
1. Scanning.
2. Preprocessing.
3. Feature extraction or pattern recognition.
4. Recognition using one or more classifier.
5. Contextual verification or post processing.

They also mention noise detection and reduction. They discussed two types of noise 1) background noise 2) salt and pepper noise. They also pointed out that inability of differentiating between two similar characters is also the result of noise. In our case also, we faced various such cases and decided to handle it using an algorithm which will be discussed later. Another vital reason for noise is brightness and contrast. Patel [2], in their paper discussed about many aspects of recognition background, such as gray scale, printed, colored, etc.

They compared two different recognizers, Tesseract and Transym and figured out that the latter is better in detecting characters in number plate. Tesseract faces issues while considering dark background. Thus, we have decided to improve the background by increasing contrast and brightness in the pre-processing section which we hope will lead to better output.
3. System Architecture

3.1 Tesseract OCR

The Tesseract OCR engine was originally developed as a proprietary software at Hewlett-Packard between 1985 and 1995 and has been sponsored by Google since 2006 [7]. Tesseract is the most accurate open-source OCR engine which uses Leptonica Image Processing Library for image processing purposes. Tesseract can read a wide variety of image formats and convert them to text in over 40 different languages. However, Tesseract was originally designed to recognize English text only. To deal with other languages and UTF-8 characters, such as Bengali, several efforts have been made to modify its engine and the training system [9]. The system structure itself needed to be changed to make Tesseract able to deal with languages other than English. Tesseract 3.0 can handle any Unicode character. However, there were limits as to the range of languages that Tesseract will be able to successfully detect. Therefore, we had to take adequate actions to make sure that Bangla language gets recognized by Tesseract.

Tesseract 3.01 added top-to-bottom languages, and Tesseract 3.02 added Hebrew (right-to-left). Tesseract can currently handle complex scripts like Arabic with an auxiliary engine called cube. However, cube, is not yet equipped to detect the Bangla language. Additionally, it includes "unicharset" to make multi-language handling easier. This function aids us as we are going to be using four different Bangla fonts to train and detect characters. Though Tesseract is slower with a large character set language (like Chinese), but it seems to work nonetheless. Tesseract also takes more time to detect Bangla character compared to detect English characters. However, it can still detect Bangla characters which is the main purpose of our research.

Tesseract 3.03 added new training tool text2image to generate box/tiff files directly from text. It also has support for PDF output with searchable text. However, the text is only searchable, as it will be in PDF format and cannot be edited. Tesseract v3.03 (rc) is currently the latest available Tesseract engine, therefore, we used this engine in our research.

Initially, there was a desktop version programmed in the C programming language. It was only capable of detecting text from images saved on the computer. However, using tess-two library we can use Tesseract and Leptonica Image Processing Library on the Android platform. Tess-two is a fork of the Tesseract Tools for Android that provides us the ability to utilize the OCR
engine on an Android device. The Tesseract Tools for Android is a set of of the following three features:

- Android API
- Tesseract OCR engine
- Leptonica Image Processing Library.

The tess-two comes up with the tools for compiling and running both Tesseract and Leptonica Image Processing Library on the Android OS.

### 3.2 Development environment

This project uses the tess-two library to incorporate Tesseract and Leptonica Image Processing Library for using in any Android Platform. To use tess-two, at first, we had to build it on the Linux based operating system. For this we used Ubuntu OS. Tess-two contains an Android library project that provides a Java API for accessing natively-compiled Tesseract and Leptonica APIs. We had to use Android SDK and Android NDK to build the project in Ubuntu. However, after completing building the application, we shifted to Windows Operating System. The main advantage of this shifting was, we could use some Windows based softwares like Serak Tesseract Trainer and QT Box Editor for working with multiple files in batch. We can use QT to edit and create box files very easily. By using Serak, we can automatize the scripting of Tesseract on TIFF/box file pairs. In Ubuntu, we had to manually enter all the file names of the training images and box files in the terminal to run Tesseract on them. The number of files is quite large considering the fact that we are training a huge data set. By using Serak, the overall effort is minimized.

We have successfully installed and run the Tesseract engine with tess-two library using the following configurations:

1. Ubuntu 14
2. Windows7/8.1/10
3. Android 2.2 +
4. Tesseract v3.03
5. Leptonica Image Processing Library v1.72
6. Four trained data file for four different types of Bangla language.
3.3 Building Tesseract Library

For using tess-two in our project as a library, we had to first build and then import it as an Android Library. We have used Eclipse Juno Android ADT for developing our project. So, after building tess-two, we had to import it into Eclipse as Eclipse Android Library Project.

To build the latest tess-two code, we had to run the following commands in the terminal:

```bash
git clone git://github.com/rmtheis/tess-two tess
cd tess
cd tess-two
ndk-build
android update project --path .
ant release
```

After building, we imported the tess-two library package into Eclipse using File->Import->Existing Projects into Workspace.

Next, we had to build Tesseract 3.03 and Leptonica Image Processing Library for our project. For this we had to use the Android NDK to compile the native language in Tesseract and Leptonica libraries. The Native Development Kit (NDK) is a set of tools that allows us to leverage C and C++ code in our Android apps.

These are the steps we followed to setup the Android NDK:

1. Downloaded the Android Native development Kit (NDK) from the Android Developers website.

2. Extracted the NDK in a folder in the computer. We extracted it in “D:\Android\android-ndk”.

   a. Configuring Eclipse: Project->Properties->Builders->New…
b. A new dialog will open presenting a list of builder types. We select the Program type and press the OK button.
c. In the Main tab, fill in the following:

i. Name: NDK Builder

ii. Location: /opt/android-ndk/ndk-build (or wherever your ndk-build binary is). We may also use a variable as in ${system_property:user.home}/lib/android-ndk/ndk-build

iii. Working Directory: ${workspace_loc:/DristeeOCR} where DristeeOCR is our project name.

![Configuration Window](image)

**Figure 3: Configuration Window**

d. After filling in the details, we click OK.

e. Setting the ndk-build.cmd command in the parameter builds the native programs for us.
Next we must make sure that the Is Library check box is checked in the Android menu.
After completing the above process, we finish setting up the basic requirements for developing a project with the two native programs Tesseract and Leptonica Image Processing Library.

### 3.4 The New Tesseract 3.03

For using the newer version of Tesseract, which is 3.03, we need some additional libraries to build the training tools.

```bash
sudo apt-get install libicu-dev
sudo apt-get install libpango1.0-dev
sudo apt-get install libcairo2-dev
```

#### 3.4.1 Building the training tools

For compiling Tesseract from source we need to make and install the training tools with separate make commands. Once the above additional libraries have been installed, we run the following from the Tesseract source directory:

```bash
make training
sudo make training-install
```

To train for another language, we had to create some data files in the tessdata subdirectory, and then crunch these together into a single file, using combine_tessdata command. The naming convention is languagecode.file_name Language codes for the released files following the ISO 639-3 standard.

The files used for Bengali are:

```bash
tessdata/ben.config
tessdata/ben.unicharset
tessdata/ben.unicharambig
```
Finally, after crunching the above files we get the following file:

tessdata/ben.traineddata

The traineddata file is simply a concatenation of the input files, with a table of contents that contains the offsets of the known file types.

3.5 Software used for training

3.5.1 jTessBoxEditor

jTessBoxEditor v1.4 is a Java based software created by a Vietnamese company, VietOCR. It is a box file editor and trainer for Tesseract OCR, which provides the functions to edit the box data in both Tesseract 2.0x and 3.0x formats and full automation of Tesseract training. It can read images of common image formats, including multi-page TIFF. This program requires Java Runtime Environment 7 or later to operate. This program was used by Gajoui and Banerjee in their research to train Tesseract [13], [14], so we decided to use it as well.

The editor mode of jTessBoxEditor requires us to provide the TIFF/Box files as input. The images to be used in training should be of 300 DPI and 1 bpp (bit per pixel) black and white or 8 bpp grayscale uncompressed TIFF format. For box files, the file needs to be encoded in UTF-8 format which can be generated by Tesseract executables with appropriate command-line options or they can also be created using the built-in TIFF/Box Generator of jTessBoxEditor.

For our project we have made extensive use of the TIFF/Box Generator function only. For a given input UTF-8 text file, the generator produces an image in TIFF format along with a Box file. The box contains the mapping of the characters that were in the text file. The generated
image is, depending on anti-aliasing mode enabled, a binary or 8-bpp grayscale, uncompressed multi-page TIFF with 300-DPI resolution. We have included noise in our training image, so that it results in better trained data. Letter tracking, or spacing between characters, can be adjusted to eliminate bounding box overlapping issues. Overlap in the boxes causes huge problems for Bengali characters. As we know, the characters in the Bangla alphabet are not uniform in shape. So we had to be very careful when creating the character boundaries in the box files.

**Figure 6: Outlook of jTessBoxEditor**

**Figure 7: Font selection in jTessBoxEditor**

**Figure 8: Generating Tiff and Box files using jTessBoxEditor**
3.5.2 QT Box Editor

The QT Box Editor is a tool for adjusting tesseract-ocr box files. The aim of this project was to provide an easy and efficient way for editing regardless of file size. The QT Box Editor is a successor of the tesseract-gui project that is no longer in development. This software is used to edit already created box files. We have used this software instead of jTessEditor because QT is much more sophisticated. Editing boxes in bulk is a very time consuming job. However, with QT the amount of time needed to process each box file is reduced significantly. Furthermore, QT has some very useful functions like insert, merge, split and delete right at the tip of our mouse. However, multipage TIFF is not supported yet and we must make sure to use TIFF with compression or PNG due to image quality and space. QT was also used by Banerjee in their research [14].

Figure 9: Generated Tiff and Box files for SolaimanLipi font.

Figure 10: Outlook of QT Box Editor
3.5.3 Serak Tesseract Trainer v0.4

Serak Tesseract Trainer is a front end GUI for Training Tesseract 3.02. We have basically used Serak to automate the training process in the Windows OS Environment. Serak has the feature to create traineddata files using only TIFF/Box file pairs. We have used Serak at the very end of our project to combine all the TIFF and box files and create a traineddata for the Tesseract engine. It is very useful when we are dealing with a large number of files. In our case, we had a pretty big character set. So, manually executing all the process and functions in creating a traineddata file is very inefficient and would require a lot of effort.
After successfully creating the traineddata file, we feed it to Serak and use its OCR Mode to run Tesseract on images to detect characters. Using Serak’s OCR Mode we are able to test and verify the integrity of the data set we had trained using the TIFF and box files.

![Figure 13: Overview of Serak Tesseract Trainer](image)

Figure 13: Overview of Serak Tesseract Trainer

![Figure 14: OCR Mode of Serak Tesseract Trainer](image)

Figure 14: OCR Mode of Serak Tesseract Trainer
4. System Approach

4.1 Work flow:

The development process of Dristee OCR has two phases. Firstly, the training part where we create a database for the OCR to use, and detect Bengali characters from images. Secondly the Android application which uses the trained data file and recognizes Bengali text and converts the recognized text into an editable and searchable document.

4.1.1 Training Dristee OCR

Our project is entirely dependent on the quality and quantity of the text we have used for training. While training, we had to be very cautious that we do not make any mistake in the character sets. This is because what we may think of as a slight error, may end up significantly decreasing the accuracy of our application. Next, the character set itself is vital, as we have to cover all the existing Bengali characters.

The number of Bengali characters is very large, if we consider the joint letters for training. As we are trying to increase the accuracy, we have included all possible joint letters in our training data. After preparing the text data for training, we convert them into images using jTessBoxEditor. We get four sets of training data file for four fonts. Consequently, using QT Box Editor we make changes necessary for the box files, making sure that the characters are correctly mapped inside the boxes.

Additionally, it is essential that there are no overlapping boxes in the training set, as it may create a shape clustering error in later stages of training. Finally, after successfully creating the box files, we use Serak Tesseract Trainer to automatize the training process and combine the trained data file using the box files.
4.1.2 Executing Dristee OCR

As we want to develop a real-time system for character detection, we will be using the video capture interface of the camera on our Android Phone. The calibration of the resolution will be done so that it can avoid any kind of distortion like parallax error. After that, some simultaneous internal processes will be executed like capturing the image and preparing it for the OCR. Concurrently, Leptonica Image Processing Library will work and hand over the data to Tesseract for character recognition.

Finally, when the recognition is done by properly matching with box files and corresponding Unicode Character, the result will be converted to text format and shown in the activity window of the application on the Android device. The text file will then be saved in the device for future use.
Figure 16: Workflow diagram
5. System Implementation

5.1 Generating image files from text files

To start the training process of our application, we need images to train with. So, we had to generate good quality image files from text. For this purpose, we used jTessEditor. By using the TIFF/Box Generator method, we easily converted text to images in TIFF format directly. TIFF format image is recommended for training Tesseract. The software jTessEditor also creates Box files of the characters given in the text files. Here, we provided the input as txt file for raw text in the text box. We had trained for a total of four fonts. They were: AdorshoLipi, Kalpurush, Nikosh and SolaimanLipi. In jTessBoxEditor, we also added "Noise" to artificially add noise to our training image. Adding noise increases the detection level of the OCR. For our research, we used noise value of 5 and the font size 12. Later on, we increased our data set using different font sizes such as, 14, 18, 24, 36.

![Figure 17: Text input in jTessBoxEditor](image1)

![Figure 18: Text input using txt file](image2)
We have found that using a variety of font sizes help increase the accuracy of the OCR. Initially, we only used font size 12 for all the texts. However, using the trained data, created using these images resulted in poor accuracy. Therefore, we decided to increase the font size and create new sets of training images and box files. With these new trained data, we were able to increase the recognition to some extent.

![Figure 19: Detection using only font size 12](image1)

![Figure 20: Detection after using multiple font sizes](image2)

5.1.1 Types of characters used for training

We have tried to cover all the characters present in the Bengali alphabet, however, we have not included Bengali numbers in our final data set. During the testing phase, we found that including number increases the ambiguity of the characters. Several other issues were addressed by Datta [15] in his paper. While most numbers were harmless except for "২" and "৩", the OCR is quite frequently confused between these two numbers. It is also seen to be confusing অ and ত with ২ on several occasions. This results in decreased overall accuracy. Moreover, we choose not to train the vowel diacritics (া ি ী ূ ৩ ে ঃ েঃ ... ) individually either. Training with these characters also affects the detection level of the OCR. This fact was already confirmed by Zaman [6] in their paper. So, we concluded that it would be better to associate these diacritic characters with consonants forcefully and train them for our OCR application. More information on the properties of different Bengali scripts can be found at [12]. Lastly, our whole research concentrated on the successful detection of conjunct consonants. No work has been done to detect these joint letters precisely.

| ই, ঈ | ২ |
| অ, ত | ৩ |

| Table 1: Numerical Ambiguities |
We have trained a total of 12,191 individual Bengali characters for our Dristee OCR application. This includes all four fonts which consists of all possible Bengali characters. The majority of this data set consists of conjunct consonants as they are huge in number, 8971 to be precise.

Table 2: Types of characters trained

Table 3: Various types of training images
5.2 Creating Box Files

After converting the text into images, we must now create box files for them. Box files are simply the mapping of the characters in the images. We are using QT Box Editor for creating and editing the box files. It is required to merge character likes কা into কা as we do not want the vowel diacritics to be separate. Doing this in jTessBoxEditor is troublesome, therefore we used QT.

<table>
<thead>
<tr>
<th>Letter</th>
<th>Left</th>
<th>Bottom</th>
<th>Right</th>
<th>Top</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 কা</td>
<td>99</td>
<td>121</td>
<td>119</td>
<td>105</td>
</tr>
</tbody>
</table>

*Figure 21: Vowel diacritic separate*

<table>
<thead>
<tr>
<th>Letter</th>
<th>Left</th>
<th>Bottom</th>
<th>Right</th>
<th>Top</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 কা</td>
<td>99</td>
<td>121</td>
<td>119</td>
<td>105</td>
</tr>
</tbody>
</table>

*Figure 22: Vowel diacritic merged*

Table 4: Diacritic overview

The Box files contain the characters in the image in Unicode format as well as their corresponding "Left, Bottom, Right, Top" position with respect to the dimensions of the images.

<table>
<thead>
<tr>
<th>Letter</th>
<th>Left</th>
<th>Bottom</th>
<th>Right</th>
<th>Top</th>
</tr>
</thead>
<tbody>
<tr>
<td>অ</td>
<td>14</td>
<td>28</td>
<td>123</td>
<td>125</td>
</tr>
<tr>
<td>প</td>
<td>125</td>
<td>26</td>
<td>202</td>
<td>136</td>
</tr>
<tr>
<td>রা</td>
<td>200</td>
<td>26</td>
<td>338</td>
<td>141</td>
</tr>
<tr>
<td>জি</td>
<td>327</td>
<td>26</td>
<td>429</td>
<td>164</td>
</tr>
<tr>
<td>তা</td>
<td>413</td>
<td>26</td>
<td>591</td>
<td>141</td>
</tr>
</tbody>
</table>

*Figure 23: Box file creation*
5.3 Processing Box Files

After we have created all the box file pairs, we need to run Tesseract on each of the images and corresponding box files. For each of the images and box file pairs, we must execute the following command:

**For Windows Platform Exclusively:**

```plaintext
tesseract [lang].[fontname].exp[num].tif [lang].[fontname].exp[num] box.train
tesseract ben.solaimanlipi.exp0.tif ben.solaimanlipi.exp0 box.train
```

**For All Platforms:**

```plaintext
tesseract [lang].[fontname].exp[num].tif [lang].[fontname].exp[num] box.train.stderr
tesseract ben.solaimanlipi.exp0.tif ben.solaimanlipi.exp0 box.train.stderr
```

However, it is not feasible to run this command for a large number of training images. It takes both effort and time to manually execute all the commands. Therefore, we have used Serak Tesseract Trainer to automate the task for us. Serak runs this command relentlessly until all the images and box files are processed.

Executing this command line creates a [lang].[fontname].exp[num].tr file for every pair. Eg. ben.solaimanlipi.exp0.tr.

5.4 Computing the Character Set

Next, we must create a unicharset data file, which lets Tesseract know the set of possible characters it can output. For this we need to use the unicharset_extractor program on the box files generated above. However, unlike previous processes, we do not need to type the same command over and over for every box file. We can just append the name of the box files separated by a space.

```plaintext
unicharset_extractor lang.fontname.exp0.box .... lang.fontname.expN.box
unicharset_extractor ben.solaimanlipi.exp0.box .... ben.solaimanlipi.expN.box
```
5.4.1 Setting the Unicharset Properties

A new tool and set of data files in 3.03 allow the addition of extra properties in the unicharset, mostly sizes obtained from different fonts.

```
training/set_unicharset_properties -U input_unicharset -O output_unicharset --script_dir=training/langdata
```

5.5 Font Properties

Subsequently, we need to generate the font_properties file. This file contains all the information about the style of the text. It controls the style the output receives after the font is recognized. The font_properties file is a text file specified by the -F filename option to mftraining.

Each line of the font_properties file is formatted as follows:

```
<fontname> <italic> <bold> <fixed> <serif> <fraktur>
```

Here, <fontname> is a string naming the font and <italic>, <bold>, <fixed>, <serif> and <fraktur> are all simple 0 or 1 flags indicating the respective state of the font.

Eg. solaimanlipi 0 0 0 0 0, means that the font name is solaimanlipi with no styling present.
5.6 Shape Clustering

When the character features of all the training pages have been extracted, we need to cluster them to create the prototypes. The character shape features can be clustered using the shapeclustering, mftraining and cntraining programs:

```
shapeclustering -F font_properties -U unicharset lang.fontname.exp0.tr .... lang.fontname.expN.tr
Eg. shapeclustering -F font_properties -U unicharset ben.solaimanlipi.exp0.tr .... ben.solaimanlipi.expN.tr
```

Shapeclustering creates a master shape table by shape clustering and generates a shapetable file. As we are training for an Indic language, we are going to use the shapeclustering method. This method is only used for Indic languages.

```
mftraining -F font_properties -U unicharset -O lang.unicharset lang.fontname.exp0.tr .... lang.fontname.expN.tr
Eg. mftraining -F font_properties -U unicharset -O ben.unicharset ben.solaimanlipi.exp0.tr .... ben.solaimanlipi.expN.tr
```

The -U file is the unicharset generated by unicharset_extractor above, and ben.unicharset is the output unicharset that will be given to combine_tessdata. Mftraining will output to two other data files: inttemp and pffmtable. The inttemp file contains information about the shape prototypes, whereas, pffmtable contains the number of expected features for each character we are training.

```
        cntraining lang.fontname.exp0.tr .... lang.fontname.expN.tr
        cntraining ben.solaimanlipi.exp0.tr .... ben.fontname.expN.tr
```

This command will create the normproto data file which is the character normalization sensitivity prototypes.
5.7 Unicharambigs

During our training procedure, we observed a slight difference at some of the consonants with Bengali “kar” also known as the vowel diacritic. For instance, when we tried to detect ভ it outputted স. This is an ambiguity that confuses the engine to identify a list of consonants with “kar”. To fix the problem, we went through a bit of research and came to know that there is a file called DangAmbigs which deals with a mapping to reduce complexity between ambiguous figures. Another example may be কা = কণ. It uses numbering to map the corresponding possibilities like the following image.

![DangAmbigs](image)

Figure 25: DangAmbigs

We generated this file in order to reduce detection failure in identical letter groups. In our version we are using a similar file called unicharambigs more specifically Tesseract unicharset ambiguities. This unicharambigs file first appeared in Tesseract 3.00. Before that the similar format as already mentioned DangAmbigs (*dangerous ambiguities*) was used. The structure was mostly similar but only obligatory changes could be defined. One extra column was added, holding either 1 or 0. Here, 1 means a mandatory replacement, 0 means an optional substitution. Initially we were facing problems with saving the Unicharambigs with proper configuration. So we used sublime text to maintain the Unicode format.

![Unicharambigs](image)

Figure 26: Unicharambigs

Here in the demonstration we can see 2 characters are confused with two other characters, where non-obligatory replacement is indicated by 0. In the second line 1 character is confused with 2 characters and an obligatory replacement is indicated by 1 and so on.
5.8 The Final Crunch

Finally, all of our data files are created and ready for use. Now it was time to create the traineddata file. The traineddata file is simply the concatenation of all the data files we had created above. For this, we first sorted out the files and added the prefix ”ben.” to all of them.

<table>
<thead>
<tr>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>shapetable</td>
<td>ben.shapetable</td>
</tr>
<tr>
<td>normproto</td>
<td>ben.normproto</td>
</tr>
<tr>
<td>inttemp</td>
<td>ben.inttemp</td>
</tr>
<tr>
<td>pffmtable</td>
<td>ben.pffmtable</td>
</tr>
<tr>
<td>unicharset</td>
<td>ben.unicharset</td>
</tr>
<tr>
<td>unicharambigs</td>
<td>ben.unicharambigs</td>
</tr>
</tbody>
</table>

*Table 5: Renaming with language prefix*

Now, we were all set to generate the traineddata file. For this, we ran the command ”combine_tessdata” on them as follows:

```
combine_tessdata lang.
Eg. combine_tessdata ben.
```

After successfully executing this command, a new file, ben.traineddata will be created. This file acts as the fuel to our Android application.

However, if we are working on a Windows platform, then we can simply use the software Serak Tesseract Trainer we had discussed earlier to automate the process for us. Manual labor is greatly reduced if we use this software fruitfully.
6. System Programming

In our project, Dristee OCR, CaptureActivity.java is being used to capture the text image. The application checks the first launch and downloads the trained data from a server where we kept our trained data hosted. After initializing, the OcrInitAsyncTask.java initializes a concurrent thread to simultaneously process OCR on the text image in real time. The PreferencesActivity.java gives the option to the user to choose the fonts from a dropdown list which they prefer to use for detection.

The DecodeHandler.java utilizes the OcrRecognizeAsyncTask.java to continuously perform the detection for Bengali characters. PlanarYUVLuminanceSource.java utilizes the Leptonica Image Processing Library internally to adjust the brightness and contrast before passing the thread to Tesseract detection. It also uses the matrix manipulation of images and crops the image source in a grayscale image format for OCR. OcrResult.java provides the resultant text of detected Bangla Unicode font mapped results as text. This string is finally shown on the activity as detected text. The whole process is repeated continuously for real time detection.

From our observation we saw that the OCR result in lower light in case of printed text is not satisfactory. We did a bit of research and came to know about monochrome and colored light model from graphics to fix this issue. Finally, we came to a conclusion that using the camera flash will help us develop the result to a great extent. Screen images use emission based technology. On the other hand, printed document detection needs to be implemented with reflection based technology. In our project we introduced a package called bracu.ac.bd.ocr.camera, here we included the class CameraConfigurationManager.java. This class utilizes the methods doSetTorch and setFlashMode to enable flash.

Exposure is another issue to increase the quality of the image before detection and compromise contrast. This is dealt by CameraManager.java. Consequently, three exposure levels called low, medium and high are given as option to the user. The method setExposureCompensation is used to apply the exposure.

The class ViewfinderView.java is a view which is set on top of the camera preview which adds the viewfinder rectangle and slightly reduces opacity around it. The class CameraManager.java was implemented to wrap up the camera services used in the preview. For instance, we had
implemented the adjustFramingRectangle method which takes the height and width as parameters and helps calibrating frame size.

<table>
<thead>
<tr>
<th>Before Exposure Control:</th>
<th>After Exposure Control:</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Image Before" /></td>
<td><img src="image2" alt="Image After" /></td>
</tr>
</tbody>
</table>

*Table 6: Comparison after exposure*

From the above test images, we can observe that the exposure of the camera plays an important role in image quality, Hence, efficient detection of the characters depends on it. However, we must acknowledge the fact that not all cameras have the same exposure level. Therefore, we have margined the exposure level using the minimum and maximum exposure possible by the camera. Next, we manipulated this information in setting three exposure levels, low, medium and high [Appendix 2].

<table>
<thead>
<tr>
<th>Exposure: Low</th>
<th>Exposure: Medium</th>
<th>Exposure: High</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image3" alt="Image Low" /></td>
<td><img src="image4" alt="Image Medium" /></td>
<td><img src="image5" alt="Image High" /></td>
</tr>
</tbody>
</table>

*Table 7: Exposure modes*
A few more sample of images after the exposure of the camera is adjusted manually.

<table>
<thead>
<tr>
<th>After manually setting the exposure of the camera:</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image 1" /></td>
</tr>
<tr>
<td><img src="image2.png" alt="Image 2" /></td>
</tr>
<tr>
<td><img src="image3.png" alt="Image 3" /></td>
</tr>
</tbody>
</table>
Table 8: Sample detection
7. Experimental Result

7.1 Precision and Recall

For our research and understanding training quality, we have tested our trained data in both desktop version and in our own Android application called “Dristee OCR”. Moreover, test was carried out using two sets of sample data. One set of data contained converted images from text files that we trained and the other set contained screenshots for desktop version and images clicked by our application from newspapers, magazines, etc. In order to calculate accurately, we used “precision” and “recall” [16].

This method is typically used in pattern recognition and information retrieval. Precision states the fraction of how many retrieved results are correct and are relevant and recall, on the other hand, gives an estimated fraction of how many positives is returned by the model. The following figures show pie chart and graphs for better illustration of these and their relationship.

\[
\text{Precision} = \frac{C}{A} \\
\text{Recall} = \frac{C}{B}
\]

Let us assume, A is the total number of characters detected by the OCR, B is the total number of actual characters and C is the total number of correctly detected characters. Therefore, in our case, precision and recall is:

| Precision: C/A |
| Recall: C/B |
Figure 29: Relationship between precision and recall.

The graph in Figure 29 shows an inverse relation between the two terms, where precision decreases exponentially as recall increases. In this graph, a perfect precision score of 1.0 means every result retrieved by the search was relevant. However, it says nothing about whether or not all the relevant documents were retrieved.

Whereas, a perfect recall score of 1.0 means that all relevant documents were retrieved, but says nothing about the irrelevant documents retrieved by the search. As the value of precision decreases it is indicating how the relationship between the retrieved and the correct value deteriorates.

On the other hand, as the value of recall decreases it indicates that less relevant data were retrieved. Therefore, as the amount of relevant data increases, the possibility of irrelevant data goes up as recall does not keep count of the irrelevant ones.
The properties or the expected behaviors of text categorization or information retrieval systems can vary. For example, for one system, it is better to return most correct answers, while in another, it is better to cover more true positives. There is a trade off between precision and recall: if a classifier says "True" to every category for every document, then it receives perfect recall, but very low precision. However, it can be easily seen that if a classifier says "False" for every category, except one which is correct (TP = 1 and FP = 0) then it will have a precision equal to 1 but a very low recall. That is why it makes comparison between systems easier if the system is characterized by a single value, the break-even point (BEP), which is the point at which precision equals recall. Figure 30 shows the relationship between precision and recall. It is calculated by the formula:

\[
F = 2 \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

In order to find the BEP from the graph we drew a \( y = x \) line on the graph. We know as recall increases precision decreases, therefore, we get an intersecting point on the graph which gives us the BEP.
In our case, we have used four sets of data for the Android application and four sets of data for the desktop version. We tried to compare between these two methods in order to learn the success rate of our training and ways to improve our Android application.

7.1.2 Precision and Recall for AdorshoLipi

Below is the result for AdorshoLipi font tested by both Android and desktop version. For desktop version, we have used the “Serak Tesseract Trainer v4.0” which can execute Tesseract on image files. We provided Serak Tesseract Trainer with our “traineddata” files and ran it on our test images. Below are the results:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>25</td>
<td>22</td>
<td>64.7%</td>
<td>88.0%</td>
</tr>
<tr>
<td>30</td>
<td>26</td>
<td>17</td>
<td>56.6%</td>
<td>65.6%</td>
</tr>
<tr>
<td>33</td>
<td>32</td>
<td>15</td>
<td>45.4%</td>
<td>46.8%</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>11</td>
<td>84.6%</td>
<td>78.5%</td>
</tr>
<tr>
<td>32</td>
<td>25</td>
<td>18</td>
<td>56.3%</td>
<td>72.0%</td>
</tr>
<tr>
<td>15</td>
<td>13</td>
<td>9</td>
<td>60.0%</td>
<td>69.2%</td>
</tr>
<tr>
<td>34</td>
<td>26</td>
<td>21</td>
<td>61.8%</td>
<td>80.8%</td>
</tr>
<tr>
<td>21</td>
<td>17</td>
<td>10</td>
<td>47.6%</td>
<td>58.8%</td>
</tr>
<tr>
<td>26</td>
<td>22</td>
<td>15</td>
<td>57.7%</td>
<td>68.2%</td>
</tr>
</tbody>
</table>

**Average:**

**Precision:** 59.4%  **Recall:** 69.8%

*Table 9: Experimental result calculated for mobile application of AdorshoLipi font.*

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>49</td>
<td>50</td>
<td>34</td>
<td>69.4%</td>
<td>68.0%</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>11</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>23</td>
<td>23</td>
<td>22</td>
<td>95.6%</td>
<td>95.6%</td>
</tr>
<tr>
<td>33</td>
<td>32</td>
<td>30</td>
<td>90.9%</td>
<td>93.8%</td>
</tr>
<tr>
<td>25</td>
<td>23</td>
<td>21</td>
<td>84.0%</td>
<td>91.3%</td>
</tr>
<tr>
<td>27</td>
<td>24</td>
<td>23</td>
<td>85.2%</td>
<td>95.8%</td>
</tr>
<tr>
<td>47</td>
<td>50</td>
<td>41</td>
<td>87.2%</td>
<td>82.0%</td>
</tr>
<tr>
<td>47</td>
<td>55</td>
<td>43</td>
<td>91.5%</td>
<td>78.2%</td>
</tr>
</tbody>
</table>
According to this statistic, with random length of characters, AdorshoLipi font has a precision of 59.4% and recall of 69.8% with our Android application. However, for the same font but with a desktop version, we used some sample scanned Bangla characters. We found out that the scanned images have a very high level of accuracy for detection, with an average precision of 87.9% and recall of 87.7%.

Percentage difference of Precision:

\[
\frac{|P_1 - P_2|}{\left(\frac{P_1 + P_2}{2}\right)} \times 100
\]

\[
\frac{|59.4 - 87.9|}{\frac{59.4 + 87.9}{2}} \times 100
\]

\[
\frac{|-28.5|}{\frac{147.3}{2}} \times 100 = 38.7\% \text{ negative difference}
\]

Percentage difference of Recall:

\[
\frac{|R_1 - R_2|}{\left(\frac{R_1 + R_2}{2}\right)} \times 100
\]

\[
\frac{|69.8 - 87.7|}{\frac{69.8 + 87.7}{2}} \times 100
\]

\[
\frac{|-17.9|}{\frac{157.5}{2}} \times 100 = 22.7\% \text{ negative difference}
\]
7.1.3. Precision and Recall of Nikosh

Similarly, we tested both Android and desktop version for the font "Kalpurush" by creating a separate trained data file and feeding it to Serak Tesseract Trainer. Below are the results for the same sample of data we used for the mobile in AdorshoLipi:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>25</td>
<td>20</td>
<td>57.1%</td>
<td>80.0%</td>
</tr>
<tr>
<td>31</td>
<td>26</td>
<td>16</td>
<td>51.6%</td>
<td>61.5%</td>
</tr>
<tr>
<td>36</td>
<td>32</td>
<td>17</td>
<td>47.2%</td>
<td>53.0%</td>
</tr>
<tr>
<td>17</td>
<td>14</td>
<td>7</td>
<td>41.2%</td>
<td>50.0%</td>
</tr>
<tr>
<td>32</td>
<td>25</td>
<td>17</td>
<td>53.1%</td>
<td>68.0%</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
<td>4</td>
<td>57.1%</td>
<td>30.8%</td>
</tr>
<tr>
<td>30</td>
<td>26</td>
<td>17</td>
<td>56.7%</td>
<td>65.4%</td>
</tr>
<tr>
<td>19</td>
<td>17</td>
<td>9</td>
<td>47.3%</td>
<td>52.9%</td>
</tr>
<tr>
<td>23</td>
<td>22</td>
<td>17</td>
<td>73.9%</td>
<td>77.3%</td>
</tr>
</tbody>
</table>

**Average:**

**Precision:** 53.9%  **Recall:** 59.9%

*Table 11: Experimental result calculated for mobile application of Nikosh font.*

Similarly, we conducted another test with a different data set with desktop version using scanned images.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>16</td>
<td>13</td>
<td>72.2%</td>
<td>81.3%</td>
</tr>
<tr>
<td>12</td>
<td>10</td>
<td>5</td>
<td>41.6%</td>
<td>50.0%</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>10</td>
<td>83.3%</td>
<td>83.3%</td>
</tr>
<tr>
<td>37</td>
<td>27</td>
<td>14</td>
<td>37.8%</td>
<td>51.9%</td>
</tr>
<tr>
<td>40</td>
<td>54</td>
<td>19</td>
<td>47.5%</td>
<td>35.2%</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>24</td>
<td>96.0%</td>
<td>96.0%</td>
</tr>
<tr>
<td>26</td>
<td>29</td>
<td>8</td>
<td>30.8%</td>
<td>27.6%</td>
</tr>
<tr>
<td>45</td>
<td>38</td>
<td>10</td>
<td>22.2%</td>
<td>26.3%</td>
</tr>
<tr>
<td>36</td>
<td>38</td>
<td>19</td>
<td>52.8%</td>
<td>50.0%</td>
</tr>
</tbody>
</table>

**Average:**

**Precision:** 53.8%  **Recall:** 55.7%

*Table 12: Experimental result calculated for desktop version of Nikosh font.*
Percentage difference of Precision:

\[
\frac{|P_1 - P_2|}{\left(\frac{P_1 + P_2}{2}\right)} \times 100
\]

\[
\frac{|59.9 - 53.8|}{\left(\frac{53.9 + 53.8}{2}\right)} \times 100 = 0.19\% \text{ negative difference}
\]

Percentage difference of Recall:

\[
\frac{|R_1 - R_2|}{\left(\frac{R_1 + R_2}{2}\right)} \times 100
\]

\[
\frac{|59.9 - 55.7|}{\left(\frac{59.9 + 55.7}{2}\right)} \times 100 = 7.27\% \text{ positive difference}
\]

### 7.1.4. Precision and Recall of Kalpurush

Similarly, we have also tested both Android and desktop version for the font ”Kalpurush”. However, unlike the previous methods, we have now used exposure control and flash light in our mobile application. Below are the results with the same sample data we used for the mobile in AdorshoLipi:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>25</td>
<td>18</td>
<td>62.1%</td>
<td>72.0%</td>
</tr>
<tr>
<td>25</td>
<td>26</td>
<td>19</td>
<td>76.0%</td>
<td>73.1%</td>
</tr>
<tr>
<td>31</td>
<td>32</td>
<td>25</td>
<td>80.1%</td>
<td>78.1%</td>
</tr>
<tr>
<td>16</td>
<td>14</td>
<td>10</td>
<td>62.5%</td>
<td>71.4%</td>
</tr>
<tr>
<td>27</td>
<td>25</td>
<td>20</td>
<td>74.1%</td>
<td>80.0%</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>8</td>
<td>66.7%</td>
<td>61.5%</td>
</tr>
<tr>
<td>28</td>
<td>26</td>
<td>19</td>
<td>67.9%</td>
<td>73.1%</td>
</tr>
<tr>
<td>14</td>
<td>17</td>
<td>12</td>
<td>85.7%</td>
<td>70.6%</td>
</tr>
<tr>
<td>25</td>
<td>22</td>
<td>17</td>
<td>68.0%</td>
<td>77.3%</td>
</tr>
</tbody>
</table>

Average:

| Precision: | 71.5% | Recall: | 73.0% |

*Table 13: Experimental result calculated for mobile application of Kalpurush font.*
Similarly, we have also tested another data set with desktop version using scanned images.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>42</td>
<td>37</td>
<td>27</td>
<td>64.3%</td>
<td>73.0%</td>
</tr>
<tr>
<td>14</td>
<td>13</td>
<td>7</td>
<td>50.0%</td>
<td>53.8%</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>9</td>
<td>60.0%</td>
<td>64.3%</td>
</tr>
<tr>
<td>26</td>
<td>24</td>
<td>14</td>
<td>53.8%</td>
<td>58.3%</td>
</tr>
<tr>
<td>30</td>
<td>25</td>
<td>19</td>
<td>63.3%</td>
<td>76.0%</td>
</tr>
<tr>
<td>28</td>
<td>24</td>
<td>18</td>
<td>64.3%</td>
<td>75.0%</td>
</tr>
<tr>
<td>38</td>
<td>25</td>
<td>16</td>
<td>42.1%</td>
<td>64.0%</td>
</tr>
<tr>
<td>41</td>
<td>28</td>
<td>17</td>
<td>41.5%</td>
<td>60.7%</td>
</tr>
<tr>
<td>29</td>
<td>24</td>
<td>14</td>
<td>48.3%</td>
<td>58.3%</td>
</tr>
</tbody>
</table>

**Average:**

| Precision: | 54.2% | Recall: | 64.8% |

*Table 14: Experimental result calculated for desktop version of Kalpurush font.*

Percentage difference of Precision:

\[
\frac{|P_1 - P_2|}{\left(\frac{P_1 + P_2}{2}\right)} \times 100
\]

\[
\frac{|71.5 - 54.2|}{\frac{71.5 + 54.2}{2}} \times 100 = 27.53\% \text{ positive difference}
\]

Percentage difference of Recall:

\[
\frac{|R_1 - R_2|}{\left(\frac{R_1 + R_2}{2}\right)} \times 100
\]

\[
\frac{|59.9 - 55.7|}{\frac{59.9 + 55.7}{2}} \times 100 = 7.27\% \text{ difference}
\]
7.1.5. Precision and Recall of SolaimanLipi

Similarly, we have also tested both Android and desktop version for the font "SolaimanLipi". Moreover, like Kalpurush, we have included exposure control system and flash light technology when we are using our OCR Application. Below are the results with the same sample data we used for the mobile in AdorshoLipi:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>25</td>
<td>18</td>
<td>81.8%</td>
<td>72.0%</td>
</tr>
<tr>
<td>21</td>
<td>26</td>
<td>17</td>
<td>81.0%</td>
<td>65.4%</td>
</tr>
<tr>
<td>34</td>
<td>32</td>
<td>27</td>
<td>79.4%</td>
<td>84.4%</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>9</td>
<td>69.2%</td>
<td>64.3%</td>
</tr>
<tr>
<td>29</td>
<td>25</td>
<td>20</td>
<td>69.0%</td>
<td>80.0%</td>
</tr>
<tr>
<td>17</td>
<td>13</td>
<td>10</td>
<td>76.9%</td>
<td>76.9%</td>
</tr>
<tr>
<td>30</td>
<td>26</td>
<td>24</td>
<td>80.0%</td>
<td>92.3%</td>
</tr>
<tr>
<td>19</td>
<td>17</td>
<td>14</td>
<td>73.7%</td>
<td>82.3%</td>
</tr>
<tr>
<td>20</td>
<td>22</td>
<td>17</td>
<td>85.0%</td>
<td>77.3%</td>
</tr>
</tbody>
</table>

**Average:**

Precision: 77.3%  
Recall: 77.2%

*Table 15: Experimental result calculated for mobile application of SolaimanLipi font.*

Next, we have used a separate data set for testing SolaimanLipi on desktop using scanned images.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>11</td>
<td>10</td>
<td>90.9%</td>
<td>90.9%</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>7</td>
<td>70.0%</td>
<td>70.0%</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>5</td>
<td>55.6%</td>
<td>71.4%</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>12</td>
<td>80.0%</td>
<td>80.0%</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>14</td>
<td>13</td>
<td>10</td>
<td>71.4%</td>
<td>76.9%</td>
</tr>
<tr>
<td>25</td>
<td>21</td>
<td>13</td>
<td>52.0%</td>
<td>61.9%</td>
</tr>
<tr>
<td>30</td>
<td>29</td>
<td>13</td>
<td>43.3%</td>
<td>44.8%</td>
</tr>
<tr>
<td>17</td>
<td>16</td>
<td>13</td>
<td>76.5%</td>
<td>81.3%</td>
</tr>
</tbody>
</table>

**Average:**

Precision: 71.1%  
Recall: 75.2%

*Table 16: Experimental result calculated for desktop version of SolaimanLipi font.*
From the above results of AdorshoLipi and Nikosh, we can conclude that the result for desktop version was better than Android version. Keeping this in mind, we later tried to obtain a better result with a better camera. To further improve our accuracy, we tried changing the lighting conditions during our experiments.

However, after some test trials, we found out that the light was not sufficient due to the fact that the pictures need to be taken from a close distance by the camera. Therefore, we used the flashlight on the Android phone to increase the quality of light. Moreover, manual selection of exposure setting was also added to help obtain better results.

Finally, after setting the exposure correctly and using flash light whenever necessary, significant increase in the detection of text was observed in later trials. Therefore, we can conclude that our trained data were to some extent successful and the poor quality of Android results are hugely due to the camera and lighting quality.

![Figure 31: Precision for desktop version](image)
Figure 32: Precision for Android version

![Precision for Android version](image)

Figure 33: Recall for desktop version

![Recall for desktop version](image)
Skewness was also an issue to be noticed in case of OCR. Skewness refers to the tilt in the bitmapped image of the scanned document image for Optical character Recognition [17]. Smith [18] mentions in his paper, an important part of any document recognition system is detection of skew in the image of a page. Their paper presents a new, accurate and robust skew detection algorithm based on a method for finding rows of text in page images. Not all image texts are uniformly symmetrical. To get the skewness of an image it can be converted to a binary file after making a grayscale from the source image. Next, from mathematical formulae of distribution, the angle of skewness is measured. Sarfraz [19] discusses in his paper, an input image needs to be normalized and converted into a format accepted by the OCR system. The OCR systems typically assume that the documents were printed with a single direction of the text and that the acquisition process did not introduce a relevant skew. However, practically this assumption is not very strong and printed document could be skewed at some angle with the horizontal axis.

**Figure 34: Recall for Android version**

**7.1.6 Skewness:**

Image Skewness was also an issue to be noticed in case of OCR. Skewness refers to the tilt in the bitmapped image of the scanned document image for Optical character Recognition [17]. Smith [18] mentions in his paper, an important part of any document recognition system is detection of skew in the image of a page. Their paper presents a new, accurate and robust skew detection algorithm based on a method for finding rows of text in page images. Not all image texts are uniformly symmetrical. To get the skewness of an image it can be converted to a binary file after making a grayscale from the source image. Next, from mathematical formulae of distribution, the angle of skewness is measured. Sarfraz [19] discusses in his paper, an input image needs to be normalized and converted into a format accepted by the OCR system. The OCR systems typically assume that the documents were printed with a single direction of the text and that the acquisition process did not introduce a relevant skew. However, practically this assumption is not very strong and printed document could be skewed at some angle with the horizontal axis.

**Figure 35: Skewness**
1. A perfect normal distribution provides tapering equally from both sides maintaining symmetry.

2. In a left skewed distribution left side is longer than the right side tail.

3. In a positively skewed distribution right hand side tail is longer than the left one.

In the figure above the middle one is a normal Bell Curve of normal distribution where it turns out that the average and the peak are equal. In left the negatively skewed is also called a left skewed graph. Similarly, positively skewed is a right skewed graph. There are several methods of calculating skewness.

Formula for calculating skewness:

\[
\text{Pearson's Formula:} \quad \frac{\text{mean} - \text{mode}}{\sigma}
\]

\[\text{Table 17: Pearson's Formula}\]

For example, the following figure illustrates the skewed example for a sample Bangla text image:

An image can be either right or left skewed. As Tesseract can handle two dimensional skewness to some extent by its internal process, we can expect a better result.
8. Conclusion

We basically came up with this idea in order to preserve old books and novels. For example, big books and novels take up a lot of space in bookshelves. If our device can help to store it in a more sophisticated manner, space management issue will be solved. Also, we see there are many old but valuable books owned by our parents and grandparents. However, many get worn out and are not in a condition to be read. Many books are no longer available in the market. Therefore, we decided to improve the existing system such that the accuracy level is nearer to 100%. Of course, software systems are never 100% accurate. However, if what we discussed in the future aspect is met, we might get even better results. We hope this system will be helpful for foreigners if we can include a translation option along with the recognition of Bangla text. As the translation is not as accurate as it should be, there is a lot of scope to work in this sector as well.

Overall, we succeeded in our aim to make Tesseract more precise. We checked a lot of forums and discussions and most of them discussed about space detection issues. We took it to be a serious matter, as without the proper positioning of space words can be misleading. We tried to apply many different ways to solve the issue and the most successful one is described in our paper. However, there is yet more work to be done using algorithms in order to solve the issues regarding space detection.

According to our observation and analysis of the previous works, we moved on to further develop the Bengali OCR system. As a result, we came up with a better solution. Along with the joint characters, we introduced different fonts to cover more variations. We conducted our research and completed the implementation of a portable Android application for Bangla OCR. This application is user friendly and efficient in detecting Bengali characters from images and converting them to editable text files.
9. Future Aspects

From the extensive research, literature review and related work we came across various approaches of handling the shortcomings of character recognition. However, there still persists some limitations in the current research, which could be further improved by deploying other existing methods and applications. Our main goal for this thesis was to train more fonts and to be able to detect spaces. However there are several more aspects in which OCR for Bangla can be improved. Firstly, even though we tried to train space by training words, the OCR does not always detect space. Therefore, extensive work can be done here to improve the space issue in Tesseract. Secondly, there are very few initiatives taken to work with handwritten texts.

We found a few papers on handwritten OCR. For example, Rakshit [4] and his team worked on developing Tesseract for handwritten bangla texts. However, they only dealt with single characters, such as vowels, consonants and numbers. Juktakkhors or joint letters are yet to be handled. Thus there is scope for work on this area. Moreover, recognition of cursive text is even more challenging than handwritten text recognition. It is said to have accuracy level lower than handwritten text and will not be possible without grammar information. For example, recognizing entire words from a dictionary is easier than trying to parse individual characters from script. We found no paper for cursive text in Bengali or any paper working with Bengali grammar. Therefore, we believe there is a huge opportunity to develop an application that understands Bengali characters rather than just recognising it.

In addition to that, we looked at different papers which mentioned different ways and algorithms to improve the accuracy of OCR. Arif [8] in his paper mentions about a new feature extraction procedure called zoning and template matching combined. Template matching is needed to be implemented first and later zoning is used to increase accuracy. Bengali is the official language of Bangladesh. However, very few attempts have been taken to improve software and computer based contents and system localization in Bengali.

Consequently, in order to develop any application, the basic standard for encoding language must be met. There are few fields which have not been improved yet. For example, hardly any detailed morphological analysis for Bengali language has been carried out in order to improve software framework. This is very crucial for supporting applications like OCR.
In addition to that, there are hardly any attempts to create a lexicon of Bengali language [20]. The few that exists lack colloquial language and proper noun which are expanding day by day. Therefore, there is still scope left to build a lexicon for Bengali. The most important issue for Bengali OCR or any other OCR is the camera application. If the camera is a little shaky or if the text is not in proper position the OCR fails to detect any character. We tried our best to reduce this error to a minimum, however, there is still a lot of scope to improve this sector by programming a better camera application.

Though we worked on a defined scope, we have a greater possibility to expand it in the near future to zoom into a larger vision. The OCR application can bring a mesmerizing impact if we can integrate that in Google Glass for real time detection. It turns out that not only for user comfort, but implementing the application in mobile device would give flexibility to align and calibrate the display for tilted image.

The contrast issue of the detection cannot also be underestimated. Since we are using Tesseract which is not open source, we cannot work on improvement of image processing sector, which is what is dealt by leptonica image processing library. In future we want to work on experimenting contrast improvement before passing the image for OCR purpose. To some extent it is intuitive that adjusting image quality tends to provide better results as per our observation.

To keep pace with the technology, utilizing an updated library beggars description. For instance, when we started the research the available version of Tesseract for android platform was 3.02 but now we have 3.03. We can infer that the day is not so far when we will have developed a version of Tesseract library available to outweigh the current result.
Acronyms

1. OCR - Optical Character Recognition
2. HMM - Hidden Markov Model
3. API - application program interface
4. RC - Release candidate
5. SDK - Software Development Kit
6. NDK - Native Development Kit
7. DPI - Dots per inch
8. PDF - Portable Document Format
9. OS - Operating System
10. TIFF - Tagged Image File Format
11. BEP - Break-even Point
12. TP - True positive
13. FP - False positive
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Appendix

Appendix 1: Flash light control

Parameters params;
params.setFlashMode(Parameters.FLASH_MODE_TORCH);
if (key.equals(KEY_TORCH)) {

        listTorchControl.setSummary(PreferenceManager.getDefaultSharedPreferences(
                        getBaseContext()).getString("KEY_TORCH", "OFF"));
        PreferenceManager.getDefaultSharedPreferences(getBaseContext()).edit().
                    putString("KEY_TORCH", listTorchControl.getValue()).commit();
}

Appendix 2: Exposure Control

Parameters params;
params = theCamera.getParameters();
String str = PreferenceManager.getDefaultSharedPreferences(context).getString("KEY_EXPOSURE", "medium");
int min = params.getMinExposureCompensation();
int max = params.getMaxExposureCompensation();
int avg=(min+max)/2;
if (str.equals("high")) {
        params.setExposureCompensation(max);
} else if(str.equals("low")){
        params.setExposureCompensation(avg);
} else{
        params.setExposureCompensation((avg+max)/2);
}
Appendix 3: Adjusting Framing

```java
public synchronized void adjustFramingRect(int deltaWidth, int deltaHeight) {
    if (initialized) {
        Point screenResolution = configManager.getScreenResolution();
        if ((framingRect.width() + deltaWidth > screenResolution.x - 4) ||
            (framingRect.width() + deltaWidth < 50)) {
            deltaWidth = 0;
        }
        if ((framingRect.height() + deltaHeight > screenResolution.y - 4) ||
            (framingRect.height() + deltaHeight < 50)) {
            deltaHeight = 0;
        }
        int newWidth = framingRect.width() + deltaWidth;
        int newHeight = framingRect.height() + deltaHeight;
        int leftOffset = (screenResolution.x - newWidth) / 2;
        int topOffset = (screenResolution.y - newHeight) / 2;
        framingRect = new Rect(leftOffset, topOffset, leftOffset + newWidth, topOffset + newHeight);
        framingRectInPreview = null;
    } else {
        requestedFramingRectWidth = deltaWidth;
        requestedFramingRectHeight = deltaHeight;
    }
}
```

The code provided above is only a snippet of the source code used in our OCR application. Full source code is available on request.