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ABSTRACT 
 
In this paper, an algorithm is presented to solve non-canonical linear fractional programming (LFP) 
problem, considering the restricted normal form. It provides a new way to solve all types of LFP 
problems. When the LFP problem is only in canonical form, Forhad et al. [13] derived an algorithm 
considering the restricted normal form. In this paper, the algorithm of Forhad et al. [13] has been 
generalized to solve the LFP problem which is non-canonical form also. This algorithm required 
neither transformation nor the iterative calculations of simplex method. But it requires only 
algebraic elimination.  
 
Keywords: Linear Fractional Programming (LFP), Canonical and Non-canonical form, 
Transformation, Simplex method. 

 
I. INTRODUCTION 

 

To solve LFP problems Charnes-Cooper’s [2] 
developed a transformation technique which 
transform the LFP into two Linear Programming 
(LP) problems, Bitran-Novaes [1] developed an 
algorithm which transform the objective function 
of LFP problem into a linear objective function and 
solves a sequence of LP problems, so, it takes more 
time and labor. On the other hand, Swarup [10] 
developed an algorithm that has fewer steps than 
previous techniques but cannot avoid the iterative 
calculations of simplex method of Dantzig [3, 4]. 
To overcome the complexities of LP problems 
William et al. [9] suggested the restricted normal 
form. 
 
Further, Forhad et al [12] modified Swarup [11] 
primal simplex type method for solving LFP 
problem based on primal simplex method [ ]4  for 

solving LP problem, which extends the scope of 
the method. Swarup’s [10] primal simplex type 
method can be applied only when the constraints 
set is in canonical form. Latter on, Swarup suggest 
to apply the dual simplex type method in the case 
where the set of constraints is not in canonical 
form. But Swarup’s [11] dual simplex type method 
cannot be applied in the case where the dual 
feasible basis is not obtained. To over come the 
complexities of these methods, Forhad et al [12] 
suggested a modified approach to solve any type of 
LFP problem. 
 
Moreover, when the LFP problem is only in 
canonical form, Forhad et al. [13] derived an 
algorithm considering the restricted normal form 
[9]. In this paper, the algorithm of Forhad et al. 
[13] has been generalized to solve the LFP problem 
which is non-canonical form also. 
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II. LINEAR FRACTIONAL PROGRAMMING 
(LFP) PROBLEMS 

 
The LFP problem can be defined as follows: 

(LFP) 
β
α

+
+

=
dx
cxxFMaximize )(   (1) 

Subject to primary constraints 

1 2 3,, , ..., 0Nx x x x ≥   (2) 

and simultaneously subject to 321 mmmM ++=   
additional constraints, m1 of them are of the form 

1 1 2 2 3 3 ... ,i i i iN N ia x a x a x a x b+ + + + ≤   (3) 
 11, 2,...,i m=  

2m of them are of the form 

1 1 2 2 3 3 ... 0,j j j jN N ja x a x a x a x b+ + + + ≥ ≥   (4) 

1 1 21, ...,j m m m= + +  
and m3 of them are of the form  

1 1 2 2 3 3

1 2 1 2 3

... 0,
1, ...,

k k k kN N ka x a x a x a x b
k m m m m m

+ + + + = ≥ ⎫
⎬= + + + + ⎭

  (5) 

 
The various jia ’s can have either sign, or be zero. 

The fact that b’s must all be non-negative is the 
matter of convention only, since one can multiply 
any contrary inequality by -1. There is no particular 
significance in the number of the constraints m 
being less than, equal to, or greater than the 
number of unknowns N. 

 
III. DIFFERENT TYPES OF METHODS FOR 

SOLVING LFPP 
 
III.1 Swarup’s dual simplex type method 
 
Swarup’s [ ]10  primal simplex type method 
showed that the basic feasible solution will be 
optimal if 0jΔ ≤ , 
 
where z1= cB xB + α 
 z2=dB xB + β 
 zj

1=cB aj 
 zj

2 = db aj  
Δ j = z2(cj-zj

1)-z1(dj-zj
2), j=1,2,…,n. 

 
The above observation presents the following 
interesting possibility, if one can start with some 
basic but not feasible solution to a given LFP 
problem with all Δj ≤ 0 and remove from this basic 
solution to another by changing one vector at a 

time in such a way that he keeps all Δj ≤ 0 provided 
no basic solution is to be repeated, an optimal 
solution to LFP problem will be obtained in a finite 
number of iterations. That is the fact that this 
algorithm maintains all Δj ≤ 0 at each iteration and 
is not concerned about the feasibility of the basic 
solution. 
  
III.2 The modified approach of Swarup’s primal 
simplex type method 
Swarup[ ]10 first developed a method for solving 
LFP problem. However, the method can be applied 
only when the system Ax = b is in a canonical 
form, that is, all constraints are less than or equal 
form (≤ ). The problem that is not in canonical 
form, one can solve by using Swarup’s[ ]11  dual 
simplex type method. Likewise, LP problem, dual 
simplex type method also cannot be applied in the 
case where the dual feasible basis is not obtained.  
 
 To overcome the above limitation of  Swarup’s 
[ ]10 &11  methods, Forhad et al. [13] suggested a 
modification based on Dantiz [ ]3  two phase 
method for solving linear programming problems. 
 
III.3 Numerical example: 
Example 3.3.1 

 (LFP) Maximize  
9

5

21

2

+−−
−

=
xx

xZ  

 Subject to  

 

0
2
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2,1
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Now, introducing surplus and slack variables s1 s2 
and s3 to 1st, 2nd and 3rd constraints respectively to 
make the LFP problem in the standard form as 
follows:  

(LFPI) Maximize  
9

5
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Thus the initial basic solution  
 s1 = -10, s2 = 20, s3 = 2 and 1 2 0x x= =  
 
Since s1 = -10 < 0, it fails the feasibility, that is, 
Swarup’s [ ]10  primal simplex type method fails 
to solve the LFP problem. 
 
Now, we start, Swarup’s [ ]11  dual simplex type 
method to solve the above LFP problem.  
 
Initial Table 

cB dB cj 
dj 

 0 1 0 0 0  

-1 -1 0 0 0 
  xBi x1 x2 s1 s2 s3 
0 
0 
0 

0 
0 
0 

s1= -10 
s2= 20 
s3=2 

-2 –5 1 0 0  
4 3 0 1 0 
-1 1 0 0 1 

z1=-5 z2=9 Z=-5/9  
  cj-zj

1 
dj-zj2 

 0 1 0 0 0  
-1 -1 0 0 0 

  Δj -5 [4] 0 0 0  
 
To obtain optimal solution it must be maintained 
that all Δj ≤ 0 at each optimization stage. But in the 
initial table, it is observed that Δ2 = 4 > 0, which 
indicates the failure of Swarup’s [ ]11  dual 
simplex type method. 
 
III. 4 The algorithm of this paper  
 
To overcome the above limitation of 
Swarup’s[ ]10 &11  methods, we suggest a 
modification on Forhad et al. [13]. 
 
Finally, the Example 3.3.1 is solved by our 
derived restricted normal form as follows:  
 
PHASE 1: 
 
(ALP) Minimize 1 2 110 2 5L w x x s∗ = = − − +   (6) 

Subject to   

1 2 1

2 1 2

3 1 2

1 2 1 2 3

10 2 5
20 4 3
2

, , , , , 0

w x x s
s x x
s x x
x x s s s w

= − − +
= − −
= + −

≥

  (7) 

 

Here, N= 6 and M=3; the left-hand variables 
are 2, sw and 3s ; the right- hand variables are 

21 , xx and 1s . The objective function is written so 
as to depend only on the right-hand variables.  
 
For any problem in restricted normal form, it can 
be instantly read off a feasible basic vector 
(although not necessarily the optimal feasible basic 
vector). Simply set all right -hand variables equals 
to zero, and the equations (7) then give the values 
of the left-hand variables for which the constraints 
are satisfied. 
 
The idea of the simplex method is to proceed by 
series of exchanges. In each exchange, right-
hand variables and a left-hand variables change 
the places. At each stage we maintain a problem 
in restricted normal form that is equivalent to 
the original problem. 
 
It is convenient to record the information constant 
of the equations (6) and (7) in a so-called tableau, 
as follows: 
 
Table: 1 

  
1x  2x  1s  

L∗  10 -2 -5  1 
w  10 -2 5−  1 

2s  20 -4 -3 0 

3s  2 1 -1 0 

Step1: The most negative L∗  row entry is –5 so 

2x  is the left hand variable. 
 
Step2: There are three negative entry below it. The 
ratios are 10 5 2 , 20 3 6.67 , 2 1 2÷ − = ÷ − = ÷ − = , 
the minimum value is 2, so, w is the right hand 
variable and so w is replaced by 2x . 
 

Step 3: Now, solving 2x  in favor of w, namely 

 
2 1 1

2 1 1

5 10 2
2 1 12
5 5 5

x x w s

x x w s

∴ = − − +

= − − +
 

Then substitute this value into the old objective 
function, 

1 1 1 110 2 10 2L x x w s s
w

∗ = − − + + − +
=
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and into all other old left hand variables, 

⎟
⎠
⎞

⎜
⎝
⎛ +−−−−= 1112 5

1
5
1

5
223420 swxxs  

 11 5
3

5
3

5
1414 swx −+−=  

1113
5

1

5

1

5

2
22 swxxs −++−+=  

 11 5
1

5
1

5
7 swx −+=  

 
In table form:  
Table: 2 

  
1x  w  

1s  

L∗  0 0 1 0 

2x  2 
-

2
5

 -
1
5

 
1
5

 

2s  14 
-
14
5

 
3
5

 -
3
5

 

3s  0 7
5

 
1
5

 -
1
5

 

 
 Since all cj* ≥ 0 and there is no artificial variable 
in the last table, it yields a primal feasible solution, 
this table gives another sub optimal point s1 = 0, s2 

= 14, s3 =0 and x1= 0, x2 =2 with Min 0=∗L . 
 

Now, the Phase 2 of the problem is as follows: 

PHASE 2: Now the initial basic solution is 
2,0,14 232 === xss   

and the original objective function becomes  

Maximize 2

1 2

5
9

xz
x x

−
=
− − +

 

  

 
1 1

1 1 1

2 12 5
5 5

2 12 9
5 5

x s

x x s

− + −
=
− − + − +

 

 

 
1 1

1 1

2 13
5 5
3 17
5 5

x s

x s

− − +
=

− −
 

 

In table form :  
Table: 3 

  
1x  1s  

jc  -3 
-

2
5

 
1
5

 

jd  7 
-
3
5

 -
1
5

 

2x  2 
-

2
5

 
1
5

 

2s  14 
-
14
5

 -
3
5

 

3s  0 7
5

 1
5

−  

 
jΔ  

-
23
5

 
4
5
↑  

 
Algorithm of the Restricted Normal form:  
Here relative profit factor 1

jj Zc − , relative cost 

factor 2
jj Zd − and the ratio j∇ , 

Where 

)()( 21122

1

2

1

jjjjjjBj

jBj

BB

BB

ZdZZczandadZ

acZ

xdZ

xcZ

−−−=∇=

=

+=

+=

β

α

 
Step I: To select the pivot column, consider 

  Δ
j 
= z

2
(c

j
-z

j

1
) - z

1
(d

j
-z

j

2
)  

  
Choose max Δj >0. 

Here, 
5
4,

5
23

21 =Δ−=Δ   

So, 1s  is the new left-hand variable. 
 

Step II: To choose pivot element, the minimum 
ratio test need to apply. In our problem there are 
two negative entries, namely, 3

5
−  and 

5
1

− . 

The ratios are 
3

70

5
3

14
=

−

 and 
0

5
1

0
=

−

, the 

minimum value is 0 and so right hand variable 3s  

and 3s  is replaced by left hand variable 1s . 
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Step III: Now, by solving the pivot-row equation 
for the new left-hand variable 1s  in favor of the 

old, 3s  namely, 

311 5
7

5
1 sxs −=  

311 57 sxs −=∴  
then substitute this value into the original objective 
function  

 
311

311

5
7

5
37

5
7

5
23

sxx

sxx
z

+−−

−+−−
=  

 
31

31

27
3

sx
sx

+−
−+−

=  

and into all other the old left-hand variable rows,   

 3112 5
7

5
22 sxxx −+−=  

 312 sx −+=  

 ( )3112 57
5
3

5
1414 sxxs −−−=  

 31 3714 sx +−=  
 
Step IV: Go back and repeat the first step, until all 

0≤Δ j , signaling that no further improve is 
possible. 
 
Thus after first iteration,  
Table: 4 

  
1x  3s  

jc  -3 1 -1 

jd  7 -2 1 

2x  2 1 -1 

2s  14 7−  3 

1s  0 7 -5 

 
jΔ  1↑  -4 

Since all is not 0≤Δ j , it is needed to improve the 
result and repeat the above steps  
 
Second iteration: Repeating step I, 11 =Δ and 

42 −=Δ , that is first column is the pivot column, 
and using the minimum ratio test of step II, the 
ratio is 2

7
14

=
−

, the minimum value is 2 and so 

right hand variable 1x  and 1x  replaces by left hand 

variable 2s . 
 
Now, by solving the pivot-row equation for the 
new left-hand variable 1x  in favor of the old 2s , 
namely,  
 321 3147 ssx +−=   

 321 7
3

7
12 ssx +−=∴  

then substitute this value into the old objective 
function  

 

332

332

7
6

7
247

2
7
3

7
13

sss

sss
z

+−+−

−++−−
=  

 

32

32

7
1

7
23

7
4

7
11

ss

ss

++

−−−
=  

And into all other the old left-hand variable rows, 
in this case, 

 2
7
3

7
12 322 ++−= ssx  

 
32 7

3
7
14 ss +−=  

 3321 5143 ssss −++−=  
 32 214 ss −−=  
 
Hence after second iteration,  
Table: 5 
 

  
2s  3s  

jc  -1 
-
1
7

 -
4
7

 

jd  3 2
7

 
1
7

 

2x  4 
-
1
7

 
3
7

 

1x  2 
-
1
7

 
3
7

 

1s  14 -1 -2 

 
jΔ  

-
1
7

 -
11
7
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Since all is 0≤Δ j , signaling that no further 
improve is possible. Thus  
the solution of the example 3.3.1 is 21 =x , 

42 =x  with 
3
1

max −=Z  

  
IV. CONCLUSION 

 
It is observed that to solve LFP problems by using 
Swarup’s [10] method, it is not needed any 
transformation but it requires the iterative 
calculations of simplex method of Dantzig [3, 4]. 
Forhad et al. [13] derived restricted normal form to 
solve LFP problem, which is only in canonical 
form. On the other hand, this paper presents an 
algorithm on restricted normal form to solve LFP 
problem, which is not in canonical form. Further, 
this algorithm requires neither transformation nor 
the iterative calculations of simplex method. It 
requires only algebraic elimination. 
 
Finally, it is noted that to use Swarup’s [10 & 11] 
method, it has to consider the slack or surplus 
variables in each table. For this reason, the number 
of variables is increased; and extra calculations are 
needed. But the algorithm described in this papers 
does not require to consider non-basic variables in 
each table, that is why, it is needed less 
calculations, saves time and labor. Hopefully the 
discussed algorithm helps to solve all types of LFP 
problems easily.  
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