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ABSTRACT

Sentiment analysis has received great attention recently due to the huge amount
of user-generated information on the microblogging sites, such as Twitter [1],
which are utilized for many applications like product review mining and making
future predictions of events such as predicting election results. Much of the
research work on sentiment analysis has been applied to the English language,
but construction of resources and tools for sentiment analysis in languages other
than English is a growing need since the microblog posts are not just posted in
English, but in other languages as well. Work on Bangla (or Bengali language) is
necessary as it is one of the most spoken languages, ranked seventh in the world
[13]. In this paper, we aim to automatically extract the sentiments or opinions
conveyed by users from Bangla microblog posts and then identify the overall
polarity of texts as either negative or positive. We use a semi-supervised
bootstrapping approach for the development of the training corpus which avoids
the need for labor intensive manual annotation. For classification, we use Support
Vector Machines (SVM) and Maximum Entropy (MaxEnt) and do a comparative
analysis on the performance of these two machine learning algorithms by
experimenting with a combination of various sets of features. We also construct a
Twitter-specific Bangla sentiment lexicon, which is utilized for the rule-based
classifier and as a binary feature in the classifiers used. For our work, we choose
Twitter as the microblogging site as it is one of the most popular microblogging
platforms in the world.
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1. Introduction

In recent years, microblogging sites have become a very popular source for
publishing huge amount of user-generated information. One of the unique
characteristics of these microblogging sites is that the messages that are posted
by the users are short in length and users publish their views and opinions on
different topics such as politics, religion, economics, business, and entertainment.
These huge volumes of user-generated information on the microblogging sites are
utilized for many applications. Product review mining is one such application
where potential consumers go through the opinions expressed by previous
consumers on different sites before acquiring a particular product or service,
while companies analyze the feedbacks on different products or services posted
by consumers on these sites to gain knowledge about which products or services
to sell more and which should be improved. These microblogging sites are also
used as a source of data for making future predictions of events, such as
predicting election results. Here, we are not talking about going through just one
or two user messages on a particular product or service and making a decision on
that. Instead, millions of messages that are posted daily on the microblogging
sites need to be checked, all the relevant posts for that product or service need to
be extracted, different types of user opinions need to be analyzed, and finally the
user opinions and feedbacks need to be summarized into useful information. For
a human being, this is a very tedious and time-consuming work. This is where
sentiment analysis comes in use.

Sentiment analysis or opinion mining is the automatic extraction of opinions,
emotions, and sentiments from texts. Sentiments, opinions, and emotions are
subjective impressions and not facts, which are objective or neutral. Through
sentiment analysis, a given text can be classified into one of the three categories -
positive, negative, or neutral. Sentiment analysis of texts can be performed at
different levels like - document, sentence, phrase, word, or entity level. Since our
domain is restricted to Microblogging sites, more specifically Twitter, as we only
deal with Twitter corpus, we perform sentiment analysis at tweet level.
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Much of the research work on polarity classification of Microblog posts has been
implemented on the English language, but construction of resources and tools for
sentiment analysis in languages other than English is a growing need since the
microblog posts are not just posted in English, but in other natural languages as
well. Work on other languages is growing, including Japanese ([2], [3], [4], [5]),
Chinese ([6], [7]), German [8], and Romanian ([9], [10]). Much of the work on
sentiment analysis for Bangla (or Bengali) language has been applied to the news
corpus and blogs ([11],[12]), but we couldn’t find any research paper which
focuses on the issue of extracting user opinions and views from Bangla Microblog
posts. As will be discussed in section 4.2 of our paper, characteristics of the
microblog domain are quite different from blogs and news corpus, so there is an
opportunity for research in this domain for the Bangla language.

In this paper, we aim to automatically extract the sentiment or polarity conveyed
by users from Bangla microblog posts. We assume that the microblog posts are
shared by users to express opinions and subjective content, therefore, restricting
our classification problem to a binary classification problem of solely identifying
the overall polarity of the text as either negative or positive. We use a semi-
supervised bootstrapping approach for the development of the training corpus
which avoids the need for labor intensive manual annotation. From related works
in English, support vector machine (SVM) and Maximum Entropy (MaxEnt) have
proven to outperform other classifiers in this field. Hence, for classification, we
use SVM and MaxEnt and do a comparative analysis on the performance of these
two machine learning algorithms by experimenting with a combination of various
sets of features. We also construct a Twitter-specific Bangla sentiment lexicon.
For our work, we choose Twitter as the microblogging site as it is one of the most
popular microblogging platforms in the world

The rest of this paper is organized as follows: Section 2 describes the related
work. Section 3 discusses Bangla sentiment lexicon construction. Section 4
presents proposed methodology and Section 5 explains the performance
evaluation measures and focuses on the experimental results and discussion.
Finally, results are summarized and concluded in section 6.
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2. Related Works in English

We briefly overview the main lines of research carried out on the English
language. There are a large number of approaches that has been developed to
date for classifying sentiments or polarities in English texts. These methods can be
classified into two categories- (1) machine learning or statistical-based approach
and (2) unsupervised lexicon-based approach.

Machine learning methods use classifiers that learn from the training data to
automatically annotate new unlabeled texts with their corresponding sentiment
or polarity. [14] is one of first papers to apply supervised machine learning
methods to sentiment classification. The authors perform the classification on
movie reviews and show that MaxEnt and SVM outperform Naive Bayes (NB)
classifier. One of the first papers on the automatic classification of sentiments in
Twitter messages, using machine learning techniques, is by [15].Through distant
supervision, the authors use a training corpus of Twitter messages with positive
and negative emoticons and train this corpus on three different machine learning
techniques- SVM, Naive Bayes, and MaxEnt, with features like N-grams (unigrams
and bigrams) and Part of Speech (POS) tags. They obtain a good accuracy of above
80%. [16] follow the same procedures as [15] to develop the training corpus of
Twitter messages, but they introduce a third class of objective tweets in their
corpus and form a dataset of three classes- positive sentiments, negative
sentiments, and a set of objective texts (no sentiments). They use multinomial
NB, SVM, and Conditional Random Field (CRF) as classifiers with N-grams and
POS-tags as features. The authors of [17] use 50 hashtags and 15 emoticons as
sentiment labels to train a supervised sentiment classifier using the K Nearest
Neighbors (KNN) algorithm. In [18], the authors implement a 2-step sentiment
detection framework by first distinguishing subjective tweets from non-subjective
tweets and then further classify the subjective tweets into positive and negative
polarities. The authors find that using meta-features (POS tags) and tweet-syntax
features (emoticons, punctuations, links, retweets, hashtags, and uppercases) to
train the SVM classifiers enhances the sentiment classification accuracy by 2.2%
compared to SVMs trained from unigrams only. Although supervised machine
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learning methods have been widely employed and proven effective in sentiment
classification, they normally depend on a large amount of labeled data, which is
both time consuming and labor intensive work.

Unsupervised lexicon-based methods rely on manually or semi-automatically
constructed lexical resources, such as lexicons, to identify the overall polarity of
texts. Lexicon is a collection of strong sentiment-bearing words or phrases, which
are labeled with their prior polarity, or the context-independent polarity most
commonly associated with the lexicon entries. There are several lexicons in
English which are available online such as - ANEW [19], General Inquirer [20],
OpinionFinder [21], SentiWordNet [22] and WordNet-Affect [23]. One of the
initial works to apply unsupervised techniques to sentiment classification problem
is by [24]. In the paper, a document is classified as positive or negative by the
average semantic orientation of the phrases in the document that contain
adjectives or adverbs. The semantic orientation of a phrase is calculated as the
Pointwise Mutual Information (PMI) with a positive seed word “excellent” minus
the PMI with a negative seed word “poor”. This approach achieves an accuracy of
84% for automobile reviews and 66% for movie review. In [25], the authors
manually develop a sentiment lexicon consisting of positive and negative
sentiment-bearing words annotated with their POS tags. This sentiment lexicon,
along with a set of rules, is used to first classify the tweets as subjective or
objective and then further classify the subjective tweets as positive, negative or
neutral. They use a corpus of political tweets collected over the UK pre-election
period in 2010. For the task of correctly identifying that a document contains a
political sentiment and then correctly identifying its polarity, they get 62%
Precision and predict 37% Recall. Other works addressing this lexicon-based
approach include [26] and [27]. However, methods based on lexical resources
often have the problem of obtaining low recall values because they depend on
the presence of the words comprising the lexicon in the message to determine
the orientation of opinion [44]. And due to the varied and changing nature of the
language used on Twitter, this approach is not suitable for our thesis work.
Moreover, as such lexical resources are not available for many other languages
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spoken in social media, like Bangla, hence this approach often becomes
unsuitable for scarce-resource languages.

To overcome the problems of using a fully supervised machine-learning or
unsupervised lexicon-based approach, some recent papers use a hybrid approach
of employing both both lexicon and machine learning based approaches for their
work. Works using hybrid approach include [53], [54] and [55].

For our thesis, we use a hybrid approach of firstly constructing a Bangla polarity
lexicon that automatically labels a small training data, with the help of a rule-
based classifier. We then identify the overall polarity of tweets using a semi-
supervised machine learning approach.

3. Lexicon

As explained in section 2, several English polarity lexicons are available online, but
we couldn’t find any Bangla polarity lexicon to be used for our work. One
approach is simply translating an existing English lexicon in Bangla language using
a bilingual dictionary. Although this approach can easily be implemented, it does
not create a high accuracy resource due to the highly overloaded meaning of
words, as shown in [9] and [28]. So, we construct a Twitter-specific Bangla polarity
lexicon, by leveraging on lexical resources already available for the English
language, such as SentiWordNet.

3.1 Methodology to construct the Bangla sentiment lexicon:

In order to create a Bangla sentiment lexicon, which contains Bangla words
annotated with their corresponding polarity (positive/negative) and Part-of-
Speech (POS), we first construct an initial word list, containing strong positive and
negative sentiment-bearing words, using a Twitter corpus with emoticons. The
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word list is then further expanded with the corresponding synonyms of the words
in the wordlist.

To create the initial set of positive and negative word list, we collect two Bangla
tweet corpora (these corpora were not used in training or test dataset) - one
corpus contains tweets with all negative emoticons while the other corpus
contains tweets with all positive emoticons. Emoticons are widely used by users in
micro-blogging sites, like Twitter, to express emotion or sentiment about different
topics. Hence, we assume that tweets with emoticons will hold strong positive
and negative polarity words. All the tweets in the corpora are labeled as positive
or negative according to their emoticon sign. We count the number of positive
and negative emoticons for each tweet and annotate a tweet with the same
polarity as the emoticon with the highest count. We use the emoticon list [29] for
this task. All the words in the tweets are then marked with their POS tags and
only adjectives, adverbs, nouns, and verbs are extracted, since previous studies
on sentiment analysis ([30], [31]) have shown that these POS tags are strong
indicators of subjectivity. All the extracted words are marked with positive or
negative sentiment according to their tweet polarity. Note that the polarity given
to the extracted words may not represent the actual sentiment of the words,
since the polarity of the extracted words are merely assigned according to their
tweet polarity (which is labeled using emoticons). Hence to verify whether the
sentiment label that is given to each extracted word according to its tweet
emoticon is actually its polarity, we further apply a filtering method using online
bilingual dictionary and SentiWordNet. We firstly translate each extracted Bangla
word in English using the online bilingual dictionaries Ovidhan [32] and Samsad
[33] and then use SentiWordNet to check each of the translated word for its
polarity, according to its POS. In SentiWordNet, a word with a specific POS can
have many senses, and each sense is given 3 scores for positivity, negativity, and
objectivity, indicating the strength of each of the three properties for that sense
of the word. The 3 scores together are equal to 1. As we are dealing with positive
and negative sentiment words, we only look at the positive and negative scores.
So, if any sense for that POS of a word has a score greater than the threshold
value of 0.6 for the corresponding polarity, then it is confirmed that the polarity
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of the word is actually that of the tweet in which it appeared and hence added in
the initial word list. In this way the initial word list is generated. The reason for
using a high threshold value of 0.6 is to include only the strong opinionated words
in our lexicon. The word list is further expanded by adding the synonyms of the
words using online available Bangla Wordnet of Indian Statistical Institute [34].
The synonyms are given the same polarity as the words they are expanded from.
We finally add the inflected and misspelled forms of the words in the word list to
make our lexicon Twitter-specific. In this way, a total of 737 single words made up
the lexicon, which is provided in Tables 6 and 7.

We use this Bangla polarity lexicon for the rule-based classifier and feature
extraction. This is explained in the next section in our approach.

4. Methodology

Our system architecture, outlining the whole process, is shown in figure 1 below.

4.1 DATASET:

Our dataset is a collection of Bangla tweets downloaded by querying Twitter REST
APl v1.1 [35] over a span from May-November 2013. As Twitter APl supports
language filtering and allows specifying the language of the retrieved posts, the
optional language parameter in the Twitter Search URL was set to ‘bn’ to extract
all Bangla tweets. Eventually, we collected a total of 1300 tweets by polling
Twitter APl. We split this dataset into training set and test set, comprising 1000
and 300 tweets respectively. However, the tweets we retrieved contained English
text as well; instead of filtering out the English text from the tweets, we include
them as part of our training and test sets. Because English words express strong
positive and negative sentiment, they will likely contribute in sentiment
classification of our dataset.
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4.2 TWEET DESCRIPTION:

Twitter users communicate by publishing short messages called ‘tweets’. A tweet
is limited to 140 characters; the language used in tweets is very informal and
contains various misspellings, punctuations, slang, new words, URLs and genre-
specific terminology and abbreviation, e.g. RT for retweets and #hashtag [50].
Examples of presence of such features in Bangla tweets are shown in Table 1.
However, these unique features are not seen in blogs and news corpus where the
posts are longer and more formal.

4.3 PREPROCESSING:

The raw tweets data obtained through Twitter APl are noisy and hence, are
preprocessed. We perform pre-processing through three steps — tokenization,
normalization, and POS Tagging.

For tokenization, NLTK’s Tokenizer [36] package is used. Tweets contain special
tokens such as username (e.g., @user), URL link, hashtag (e.g., #3 (#angry)) and

retweets (e.g., RT). As these tokens do not express any sentiment, they are
removed from the dataset. RT is a special token which denotes retweets; every
occurrence of this token is removed from the dataset. Username and URL links
are first replaced with ‘AT-USER” and ‘URL’ tokens respectively; then the AT-USER
and URL placeholders are removed. The hashtagged words are dealt with by
removing the hashtag character and afterwards, treating the non-hashtagged
word as a candidate token in the dataset that expresses some sentiment. As our
dataset contains both Bangla and English tweets, punctuation marks for both are
removed. Furthermore, all Bangla punctuations and their usage is similar to that

)II 12,7 I?) v

of English (e.g.,’V’,’;’,’?")")’) ,except for dari (‘I’), which is bangla equivalent of full

stop. Therefore, only dari is removed using Bangla Unicode in regular expression;
for all other punctuation marks, English Unicode is used. Special care is taken to
ensure that colons and semicolons are not removed as often Twitter users use
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emoticons (e.g., :), :(, ;) to express sentiment; we use emoticons as a feature in
feature vector during classification process and therefore need to keep these
emoticons in our dataset. Similarly, all special characters (symbols not present in
emoticons) are removed; parentheses are not eliminated to preserve the
emoticons. Other normalization steps in pre-processing include: English tokens
changed to lower case and English and Bangla stop words removed as these only
serve functional purpose, but express no sentiment. Elongated words (e.g., ¥2===

(greattt)) are also identified and corrected using relevant regular expression; this
is done for both Bangla and English words with character repetitions.

POS Tagging completes the preprocessing of tweets. POS Tagging of English
tokens is done using NLTK POS-Tagger [37]. For Bangla, POS Tagging is performed
by the Bangla Pos-Tagger Package [38]. An advantage of this pos-tagger is that it
implements NLTK’S Brill Tagger; Brill Tagger works by first being trained on an
initial POS-Tagger, and then based on transformation rules improves the tagging.
As our corpus is Twitter specific, we provided our manually pos-tagged tweets,
labeled using Bengali Shallow Parser [43], as the initial pos-tagger. As a result,
Bangla tokens are pos-tagged more accurately.

& SIS Al 911, RT: @gf: 2TCo2 iz TPCe &M 1)) xXxD http://kcy.me/3ud8 #GoogleTranslate #fb

@Kd ¥ Samsung netbook @ performance RFYFAFOIT BFR N AR | @me @dee

Y0,000 BIFIA (R (FIC Bluetooth F12 1 OB (18 ST QTS Al (A ASHGI Ol | #iPhone #Apple

¥ ¥ ¥ HP Pavilion DV7-7003TX ¥ ¥ ¥ (S0 BIC! (g2 Ol w10 1!

SR (T53F (A0F VRN [ wTET ANSAS APTSR | Toa 152 :S

@ssmm :P http://bit.ly/nRVYUX (IRI2GT O fferer e, ©ie 921 geze 2 e D

Aredifa f@eEa ST laptop fr%fe® 2 @ gIF AT 31t=+ | :( http://prothom-alo.com......

wm e 1T A @9 #googletranslate @ g 1R :p:P

Table 1: Sample Bangla Tweets
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4.4 Our Approach
4.4.1 TRAINING SET CONSTRUCTION:

4.4.1.1 SEMI-SUPERVISED:

Semi-supervised refers to the machine learning techniques that include the
unlabeled data along with the labeled data in the training process. As large
amount of labeled data is often difficult to obtain while unlabeled data are in
abundant, therefore semi-supervised learning techniques address this issue by
incorporating unlabeled data in the training process to further improve the
classification performance [39].

Traditional classifiers learn from large labeled data during training — this is known
as supervised learning. Due to the lack of large labeled Bangla tweet dataset, the
supervised learning approach is not suitable for this problem. Although it is
possible to manually label the Bangla tweets, it becomes very labor-intensive and
time consuming.

Whereas, although unsupervised methods work with unlabeled data, but the
overhead is the need for a large domain-dependent Bangla sentiment lexicon or
dictionary, which is not readily available for scarce-resource languages like
Bangla.

In our case, we have a somewhat large unlabeled bangla tweet dataset available.
Hence our choice is a semi-supervised approach as it builds better classifiers using
large unlabeled data along with a small set of labeled data under appropriate
assumptions ([39], [40]).

Among the different semi-supervised learning methods, we use self-training,
which is a commonly used technique for semi-supervised learning.

4.4.1.2 SELF-TRAINING BOOTSTRAPPING:
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Self-training bootstrapping is performed to develop our labeled training data set.
Self-training bootstrapping works by first labeling a small dataset, then a classifier
is trained on that small labeled data, and afterwards the trained classifier is
applied on the set of unlabeled data. Instances of the unlabeled data, together,
with their predicted labels, are added to the labeled training data [39]. The
classifier is then retrained on this newly labeled data, and the process is repeated
for several iterations.

So, following the steps of self training bootstrapping, at first we utilize the
manually constructed Bangla lexicon, containing strong positive and negative
sentiment bearing Bangla words, to label a small number of Bangla tweets based
on a certain rule. Since our collected Bangla tweets also contain some English
words in them, we use the online available English lexicon [56], which consists of
around 6800 positive and negative sentiment words. We decided to use this
specific English lexicon [56], because unlike other existing English lexicons, this
lexicon consists of many misspelled words which appear frequently in social
media content like tweets.

To make this rule-based classifier, we set the following rules, keeping in mind that
tweets are short (restricted to 140 characters):

1. If countyositive > COUNtpegative:
Label ‘positive’
2. If countpegative > COUNt,ositive:

Label ‘negative’

That is, words in tweets are compared with the words in the Bangla and Enlgish
lexicons for a match. For every match, it is then checked if the word has a positive
or a negative label in the polarity lexicons, and count for that label is incremented
accordingly. If the count of positive words exceeds that of negative words, the
Bangla tweet is labeled as positive and vice versa. Tweets without any lexicon
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entry or with equal count of positive and negative words are discarded for our
experiment.

Applying these rules, we got a small labeled dataset of 100 tweets maintaining an
equal class ratio of 50 positive and 50 negative.

So this way, our initial small set of unlabeled tweets got labeled to be used to
develop the training set.

Next, we train the classifier on this small labeled set of tweets. Once the classifier
is trained and learns the patterns, it is applied to the unlabeled dataset. Our total
unlabeled dataset has a size of 1000 tweets. For the first iteration of
bootstrapping, the trained classifier is applied on 50 unlabeled tweets.

However, only those tweets with a high confidence are added to the labeled
training set and the rest are cut off and added back to the unlabeled data set. To
determine the tweets with confidence above a certain threshold, we find
probability distribution over labels for the given feature set for each tweet and
pick those 30 tweets out of the 50 labeled tweets as highly confident which have
the highest probability distribution. We use probability distribution as it tells how
likely the classifier thinks that a tweet belongs to a particular class/label.

Now this newly labeled bigger dataset is used to retrain the classifier, which is
then applied on another portion of the unlabeled dataset. This way, we repeat
the self-training bootstrapping until all the 1000 unlabeled tweets are labeled.

One important point for the bootstrapping process is that for each iteration, class
distribution in the labeled data is maintained by keeping a constant ratio across
classes between already labeled examples and newly added examples [41].

Figure 1 illustrates the general bootstrapping process, taken from [41].
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0. Given:

- A set L of labeled training examples

- A set U of unlabeled examples

- Classifiers C;
1. Create a pool U’ of examples by choosing P random examples from U
2. Loop for | iterations:

2.1 Use L to individually train the classifiers C, and label the
examples in U’

2.2 For each classifier C; select G most confidently examples and add
them to L, while maintaining the class distribution in L

2.3 Refill U’ with examples from U, to keep U’ at a constant size of P
examples

Figure 2: General bootstrapping process using labeled and unlabeled data

4.4.2 FEATURE EXTRACTION:

In feature extraction, each tweet is represented as a set of features called a

feature vector. Feature extraction is done on the training set developed, in order

to use the extracted features in the training process to train the sentiment

classifier.
The following set of features was used for each tweet:

Word N-Gram

Each tweet is represented as a contiguous sequence of N tokens called an N-

gram. We use unigrams and bigrams for our work.

In unigram, N=1 and the presence/absence of each individual Bangla token in the

tweet is the feature. For example, for the Bangla tweet

SR ST SIS AT

(English translation) | am not feeling well
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The unigram representation is [, ‘SIe, ‘“oreicy’, ‘Ar'].

Similarly, in bigram, N=2 and every sequence of two adjacent words for each
tweet is extracted as the feature.

For the Bangla tweet above the bigrams are,

[[=, SfeT], [Ster, ‘emarory’], [ ersiey’, 4]
Emoticon

Emoticons are the use of letters and symbols to convey facial expressions. In
previous works [16], emoticons have shown to express strong positive or negative
sentiment and thereby, proved very useful to sentiment analysis.

The Bangla tweets we retrieved also contain emoticons; so existence of emoticon
token in the tweet is used as a feature.

The regular expression used to extract emoticons from tweets during
preprocessing is adopted from Christopher Potts’ tokenizing script [42].

We use the emoticon polarity dictionary developed by Leebecker et al [29] as our
emoticon lexicon. In that emoticon polarity dictionary, each emoticon is given a
sentiment score ranging from -2 to 2. Instead of using sentiment score, we
annotate the emoticons with their respective positive or negative sentiment label
according to their sentiment score. Emoticons with positive sentiment score are
mapped to positive; similarly, emoticons with negative sentiment score are
mapped to negative.

Lexicon

As our Bangla polarity lexicon and the English lexicon [56] contain strong positive
and negative sentiment expressing words, we use the word entries in the lexicons
as features.

The presence/absence of each entry in the lexicons is checked per tweet.
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Pos-Tagging

Each individual token in the tweet is appended with a part of speech tag using the
POS Tagger discussed in section 4.3. We use POS tagging along with lexicon as a
combined feature. This feature is implemented in the same way as the lexicon
feature, but instead of just matching each lexicon word entry, both the lexicon
word and its part of speech tag need to match with the POS tagged tokens of
tweet.

Negation

Although negation words don’t express any sentiment, they affect the overall
sentiment of a tweet. Use of negation in Bangla is different from that in English.
Unlike English, where negative words usually occur in the middle of a sentence,
Bangla sentences frequently contain negation toward the end. An example is the
tweet

S ST FrSICE A1
(English translation) | am not feeling well

Hence, we didn’t follow the negation handling method specified in [14], where
every word following the negation word is appended with a ‘NEG’ suffix to
reverse its sentiment.

Instead, we manually construct our own negation word list and use it as a binary
feature.

Our Bangla negation list is the following,

[ Hﬂ-ﬁ”’ lqu”’ IIW’) Il'\”u]"’ ”C"‘IE" , ”"lCQ” , ”W’ , ”mﬂ‘” ]

As Bangla is a highly inflected language, we include all the inflected forms of the
base negation words as well.
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Combinations of Features

We use the above mentioned features in combinations, with the expectation of
better results. The following combinations were used:

® Unigram + Bigram

® Unigram + Negation

® Unigram + Emoticon

® Unigram + Negation + Emoticon
® Unigram + Lexicon

® Unigram + Lexicon + POS

e All

4.4.3 CLASSIFIER:

After the training process, we then apply the trained classifier on the test dataset
of 300 tweets so that new tweets are labeled as positive or negative.

In our work, we use two state-of-the-art classifiers, namely, Support Vector
Machine and Maximum Entropy. Both have shown to be effective in previous text
categorization studies [14].

4.4.3.1 SUPPORT VECTOR MACHINE:

Support Vector Machine (SVM) classifiers are non-probabilistic binary linear
classifiers, that is, for a given set of training tweets, where each tweet is marked
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as belonging to the positive sentiment class or the negative sentiment class, an
SVM training algorithm builds a model that assigns new test tweets into one of
the two possible classes. The basic idea of the classifier is to find a hyper-plane
that separates the positive and negative sentiment classes with maximum margin
(or the largest possible distance from both classes).

We use LIBSVM [45] package in python with a linear kernel for training and
testing the Bangla Twitter data, with all parameters set to their default values.

4.4.3.2 MAXIMUM ENTROPY:

Maximum Entropy (MaxEnt or ME) is a probabilistic classifier which falls under
the category of exponential models. Maximum Entropy has occasionally shown to
give better results than Naive Bayes classifier for text classification [46]. This is
because, unlike Naive Bayes, Maximum Entropy does not make assumption that
features are conditionally independent. This is true for sentiment classification of
tweets, where the word features comprising of individual word tokens obviously
are not independent of each other. Hence we conducted our experiments using
Maximum Entropy classifier.

Maximum Entropy model finds weights for the features to maximize the log-
likelihood of the training data in order to improve the model. The probability of
class c given a tweet d and weights A is given by the following formula:

exp ). A:fi(c,d)
Z exp Zi Aifi(c’,d)

=

P(cld,2) ¥

Our experiments are performed using MaxentClassifier [47] in NLTK’s Classify
package. We use maximum iteration as the cut off parameter, setting it to five.
Although more iterations generally improve accuracy [48], but due to the small
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size of our dataset, further iterations did not have any additional effect on the
accuracy obtained at five iterations.

5. Experimental Results and Evaluation

5.1 EVALUATION METRICS:

In order to evaluate the performance of the two learning algorithms used, namely
Maximum Entropy and SVM, we first use the standard precision, recall and F-
measure to measure the positive and negative sentiments for each classifier using
various sets of features. We then use the accuracy metric to compare the overall
performance of the two classifiers. Sentiment analysis task can be interpreted as
a classification task where each classification label represents a sentiment. Hence,
we define and calculate the four metrics for each label (positive and negative) the
same way as in general classification task.

In a classification task, precision, recall, F-measure and accuracy are explained
using four terms - true positive, true negative, false positive and false negative.

True Positive (tp) is defined as the number of tweets, from the test set, correctly
labeled by the classifier as belonging to a particular class or label.

True Negative (tn) is defined as the number of tweets, from the test set, correctly
labeled by the classifier as not belonging to a particular class or label.

False Positive (fp) is defined as the number of tweets, from the test set,
incorrectly labeled by the classifier as belonging to a particular class or label.

False Negative (fn) is defined as the number of tweets, from the test set, that are
not labeled by the classifier as belonging to a particular class or label but should
have been.

We now define the evaluation metrics using these four terms as follows:
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Precision is the number of tweets in the test set that is correctly labeled by the
classifier from the total tweets in the test set that are classified by the classifier
for a particular class. That is,

tp
tp+fp

Precision (P) =

Recall is the number of tweets in the test set that is correctly labeled by the
classifier from the total tweets in the test set that are actually labeled for a
particular class. That is,

Recall (R) = tptffn

F-measure is the weighted harmonic mean of precision and recall for a particular
class. That is,

2*PxR
P+R

F-measure =

Accuracy is the percentage of tweets in the test set that the classifier correctly
labels. That is,

Accuracy (A) = % * 100%

To calculate precision, recall, F-Measure and accuracy, we use NLTK metrics
module [49], which provides functions for calculating these metrics. For each
classification label, we passed two sets, areference set and a test set, as
arguments into the NLTK metrics module functions- precision(), recall(),
f measure() and accuracy(). Reference set contains all the correctly labeled
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tweets while the test set contains the tweets classified by the classifier for a
particular label.

5.2 RESULTS AND DISCUSSION:

We provide the experimental results of precision, recall, and F-measure for the
binary classification task using SVM and Maximum Entropy with various sets of
features in Table 2 and Table 3. In Table 2, we can see that for SVM, we get the
best F-measure score of 0.93, for both the positive as well as the negative
sentiment label, when using a combination of unigrams and emoticons as feature.
We can also see from Table 2 that using unigrams only or with other features like
negation, bigrams, or lexicons give a score between 0.65-0.71, but when
emoticons are added, there is an increase in F-measure by about 36.76% for both
the sentiment labels. From this we can deduce that emoticon features play a
crucial role in automatically identifying the sentiments of tweets, as Twitter users
tend to express their feelings and opinions more with these emoticons than with
words (n-grams) due the very short length of the tweets. We can see this same
phenomenon in the case of Maximum Entropy in Table 3, which gives best score
of 0.83 for positive sentiment label and 0.85 for negative sentiment label on the
inclusion of emoticons with other features.

The accuracies of SVM and Maximum Entropy for the various feature sets used
are given in Table 4, and we compare the overall performance, in accuracy, of the
two classifiers in Figure 2. We can see from the table that the results of SVM and
Maximum Entropy for all the sets of features are comparable, and overall, SVM
slightly outperforms Maximum Entropy. Although for some features, Maximum
Entropy gives slightly higher accuracy than SVM. We achieve the best accuracy of
93% for SVM when using unigrams with emoticons as feature. As explained above
for Table 2 and Table 3, inclusion of emoticons feature greatly increases the
performance of the classifiers as Twitter users tend to frequently use these
emoticons to express subjective content in the short tweets. From the table, we
observe that the lexicon features perform averagely for both the classifiers.
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Inclusion of English lexicon features in addition to the Bangla lexicon features
increase the accuracy of SVM by 7% and Maximum Entropy by 8%. Moreover,
when unigram features are included with English and Bangla lexicon features,
there is an additional increase in the accuracy by 5% for SVM and remain same for
Maximum Entropy. But we observe a decrease in accuracy for both the classifiers
when adding POS-based features with unigrams and lexicon features. This
observation is consistent with several works in English Twitter sentiment analysis
like [51], [52] and [15].

Since we couldn’t find any published baseline results for sentiment analysis on
Twitter data for the Bangla language, we use related works on the English
language to evaluate the performance of our classifiers. We compare our
experimental results with [15], which is one of the first papers on this field on the
English Twitter data. Table 5 shows the experimental results of [15] and we see
that the authors only use 4 features- unigram, bigrams, unigrams with bigrams,
and parts of speech to train SVM and Maximum Entropy. As we use many more
features than given in Table 5, so we decided to evaluate our results only on the
basis of the four features used by [15]. We can see that for all four features, our
results given in Table 4 are lower than those reported in Table 5 by [15]. One
reason for this could be that [15] use a much larger training dataset of 1,600,000
tweets compared to our one, which only comprised of 1000 training tweets, and
as the unigram, bigram and POS features solely depend on the presence of words
in tweets, hence our smaller training data gives lower accuracy rates for these
four features. We examine that like [15], we achieve worst performance using
bigrams for both SVM and Maximum Entropy. As stated in [15], using only
bigrams as features is not useful because the feature space is very sparse. So, the
authors suggested that it is better to combine unigrams and bigrams as features.
In Table 4, we observe an improvement in the accuracy when using both
unigrams and bigrams as features. For SVM, we see an increase in accuracy by 9%
and for Maximum Entropy, there is a gain of 18% over the bigram feature
accuracy. From Table 5, we can see that there is a drop in accuracy when using
unigrams and POS as features, which is the same in our case as well, as shown in
Table 4. Although [15] didn’t use emoticons as features in their binary
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classification task, they suggested in their future work that emoticon features are
very valuable and it would be useful to take emoticons into account when
classifying test data. From our experimental results in Table 4, we can see that the
use of emoticon features is indeed very useful and gives promising performance
for both the classifiers.

Support Vector Machine (SVM)

No. Positive Sentiment Negative Sentiment Average
Features
Precision | Recall F-Measure Precision | Recall | F-Measure | Precision Recall F-Measure
1 Unigram 0.68 0.63 | 0.65 0.66 0.70 | 0.68 0.67 0.67 0.67
2 Bigram 0.56 0.91 | 0.69 0.76 0.29 | 0.42 0.66 0.60 0.56
3 Unigram + Bigram 0.69 0.69 | 0.69 0.69 0.69 | 0.69 0.69 0.69 0.69
4 Unigram + Negation 0.68 0.64 | 0.66 0.66 0.70 | 0.68 0.67 0.67 0.67
5 Emoticon 0.81 1.0 0.89 1.0 0.77 | 0.87 0.91 0.89 0.88
6 Unigram +Emoticon 0.92 0.94 | 0.93 0.94 0.91 | 0.93 0.93 0.93 0.93
7 Unigram + Negation 0.91 0.94 | 0.92 0.94 0.91 | 0.92 0.93 0.93 0.92
+Emoticon
8 Lexicon (Bangla) 0.55 0.97 | 0.71 0.89 0.21 | 0.34 0.72 0.59 0.53
9 Lexicon (English + 0.85 0.38 | 0.53 0.60 0.93 | 0.73 0.73 0.66 0.63
Bangla)
10 Unigram + Lexicon 0.72 0.71 | 0.71 0.71 0.72 | 0.71 0.72 0.72 0.71
(English + Bangla)
11 Unigram + Lexicon 0.58 0.93 | 0.71 0.83 0.32 | 0.47 0.71 0.63 0.59
(English + Bangla +
POS)
12 All 0.79 1.0 0.89 1.0 0.74 | 0.85 0.89 0.87 0.87

Table 2: Experimental results of Precision, Recall and F-measure for Support Vector Machine
(SVM) Boldface: best performance (in F-measure) for a classification label
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Maximum Entropy (MaxEnt)

No. Positive Sentiment Negative Sentiment Average
Features
Precision Recall F-Measure | Precision | Recall F-Measure Precision | Recall | F-Measure
1 Unigram 0.69 0.65 0.67 0.67 0.72 | 0.69 0.68 0.69 | 0.68
2 Bigram 1.0 0.017 | 0.034 0.50 1.0 0.67 0.75 0.51 | 0.35
3 Unigram + Bigram 0.71 0.64 0.67 0.67 0.74 | 0.70 0.69 0.69 | 0.69
4 Unigram + Negation 0.69 0.65 0.67 0.67 0.72 | 0.69 0.68 0.69 | 0.68
5 Emoticon 0.99 0.59 0.74 0.71 0.99 | 0.83 0.85 0.79 | 0.79
6 Unigram +Emoticon 0.88 0.79 0.83 0.81 0.89 | 0.85 0.85 0.84 | 0.84
7 Unigram + Negation 0.88 0.79 0.83 0.81 0.89 | 0.85 0.85 0.84 | 0.84
+Emoticon
8 Lexicon (Bangla) 0.56 0.96 0.71 0.85 0.25 | 0.38 0.71 0.60 | 0.55
9 Lexicon (English + 0.85 0.43 0.57 0.62 0.92 | 0.74 0.74 0.68 | 0.66
Bangla)
10 Unigram + Lexicon 0.69 0.65 0.67 0.67 0.72 | 0.69 0.68 0.69 | 0.68
(English + Bangla)
11 Unigram + Lexicon 0.58 0.92 0.71 0.81 0.32 | 0.46 0.70 0.62 | 0.59
(English + Bangla +
POS)
12 | All 0.88 0.79 0.83 0.81 0.89 | 0.85 0.85 0.84 | 0.84

Table 3: Experimental results of Precision, Recall and F-measure for Maximum

Entropy. Boldface: best performance (in F-measure) for a classification label.
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Support Vector Maximum Entropy
No. Features Machine (SVM) (MaxEnt)
Accuracy Rate % Accuracy Rate %
1 Unigram 67 68
2 Bigram 60 51
3 Unigram + Bigram 69 69
4 Unigram + Negation 67 68
5 Emoticon 88 79
6 Unigram +Emoticon 93 84
7 Unigram + Negation +Emoticon 92 84
8 Lexicon (Bangla) 59 60
9 Lexicon (English + Bangla) 66 68
10 | Unigram + Lexicon 71 68
(English + Bangla)
11 | Unigram + Lexicon (English + 63 62
Bangla + POS)
12 | All 87 84

Table 4: Comparison of the accuracy rates on the test data using SVM and MaxEnt
with various sets of features. Boldface: best performance (in accuracy) for a given
feature (row).
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features SVM Maximum Entropy
Unigram 82.2 80.5
Bigram 78.8 79.1
Unigram + Bigram 81.6 83.0
Unigram + POS 81.9 79.9

Table 5: Accuracy of SVM and Maximum Entropy in [15]
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Figure 3: Accuracy Results for SVM and MaxEnt using different feature sets
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6. Conclusion and Future Works

In this paper, we discuss how we generate the training data in a bootstrapping
semi-supervised way and perform sentiment analysis on Bangla Twitter data. We
present our empirical results on the test data using two machine learning
classifiers with various sets of features. The results of our experiments on the
whole are encouraging for the task of detecting sentiment in Bangla microblog
posts. We achieve a satisfying accuracy of 93% for SVM using unigrams and
emoticons as features. We observe from our results that emoticons used as
features play a crucial role in training the classifiers for the binary classification
task. N-gram features (unigrams and bigrams) perform poorly in comparison to
the baseline results in [15]. One of the reasons for this could be due to the smaller
training dataset used for our experiments. Hence in future work, we plan to
improve the classification accuracy by using a larger training dataset. For our
work, we assumed that tweets are subjective and hence didn’t deal with the
neutral class. But in real world, there exists objective tweets which do not express
any sentiment and fall into the neutral class. For example, the following tweet,
I I AR S 797 BiifE s1e9 (the taxi driver handed over the passenger’s laptop

to the police station), neither expresses a positive nor a negative sentiment, and
hence it is classified as a neutral tweet. So, we need to handle these neutral
tweets in future.

33| Page



POSITIVE Total 280 words

Noun Verb Adjective Adverb

STl NN &R VM R 1 GO RB
IS NN A VM RaCEd 1 LA RB
MPElR NN ikl VM weeEd 1 eI RB
gfeTwe NN Torotet VM QoA 1 Rejereia RB
oIl NN I VM i I ferer RB
kI NN e VM wfoe 2 Afoeca RB
e NN gt VM A 1 St RB
SrEPTI NN el VM A 1 Sl RB
BIFERCICIE] NN ety VM qQIFEAT 1) AT RB
Rl NN el VM Kkl I ATFOOIT RB
Rl NN Bkl VM e 1) RUETEE RB
Kkl NN KIS VM o 1

el NN 5K VM TS 1

NIoEd NN ACBTGTE VM G 1)

NipeaG NN ST VM ITTRE 1)

Rl NN ORI VM il 1

SIp(eE NN NIRRGE 1)

TS NN Rkl il

RSkl NN Sl 1

Sl NN s 0

Nl NN T 1

TP NN TR} 1)

T NN CNIETIE 1]

il NN Ty 1

TACE NN Tormiat 1)

el NN e 1

Bl NN e 1

Fepied NN Ty 1

FIeTSt NN TS 1)

el NN bl 1

E\kl NN g 0

s NN = 1

Y= NN cart 0

cAr NN QIERIIE] 1)

Hce NN TS i

eyl NN gl 1

wifse NN TS 0

N NN wf I

wiew NN LRSaES I

) NN K&l 1

i NN TS I

G NN Rkl I

kR NN SR 1)

L NN f5= 1)

feysferet NN b I
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DIEEEIERIO] NN nises 1]
faifere NN R I
G NN ks "
sifqaet NN il 1
ey NN fRgmef 1)
~fargfe NN foepat 1
MER NN RS 1
aiife NN Bk I
cavHS! NN TR 1
s NN TR 1)
ikl NN § 1
HERIR NN ¥l 1)
Gl NN g 1
eI NN sfadige 1)
e NN ferm 1)
oife NN Ao 1
ki NN aafsy 1
Ffoq NN HER 1
sl NN R 1
il NN eI i
k! NN Al 1
olFR NN Ak 1
Sal NN SRR 1
OeTR NN LT 1)
IR NN SR il
NISIE] NN I J)
ST NN Nl J)
ORI NN 1] 1
SR NN R i
SRR NN il 4
Righikil NN TR 1
2 il NN TR 1
OIS NN NISIE] J)
ORI NN TIPS 1)
A NN AT il
hakl NN TR J)
T NN RIRIE] )
fakall NN TER J)
& NN Rk 1
R NN AT 1)
Rkl NN AR 1)
Rkl NN RS J)
e NN R J)
g NN T 1
st NN TR J)
Rk NN TR 1
ikl NN kil I
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NS NN oS 1
EEl NN UEES 1
Tl NN e 1)
Al NN S 1
AR NN <L) 1
AR NN T I
RIS NN sl 1
™ NN R 1)
GGl NN s I
gl NN AT 1
i NN Y 1
Eirbis NN TS 1)
et NN bl J)
Serifrret NN D] 1)
ool NN &kl J)
ORI NN ki 1
HALFO NN AL 1
&4 NN sl 1
gl NN LAl il
I NN ki J)
GRS NN il ]
T NN b 1
Fheq NN FSEl 1
Kilgl NN OLEl J)
Al NN Sl 1
S NN i 1
B NN bkl 1
ce NN kikigl 1
ot 1
?ﬁ‘f&ﬁ@ 1
sTfTe 1)
SR 1)
ST J)
e 1
D 1)
bkl 1
T2 ]
NG J)
Rl 1
BES; 1
TS 1

Table 6: Bangla positive polarity word list. NN, VM, JJ and RB stand for Noun,

Verb, Adjective and Adverb respectively. Highlighted words in gray indicate to the

inflected and misspelled forms.
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NEGATIVE Total 457 words

Noun Verb Adjective Adverb

RSIIES) NN | SR VM TIRA TR GEEIS RB
gfe NN | SR VM TR 1| gsAmEesE RB
RRILE NN | =W VM o | AR RB
wf2 NN | S VM alsal )| g RB
DA NN goifTe VM e 1] LRRienEec RB
LR NN | ST VM kS N | g RB
i NN | VM Rkzgl n | REger RB
ol NN | ST VM Y )| TSR RE
T NN qrare VM o 1 CNFETFOII RB
I NN | STefES VM o 1

o NN | S VM wfop T

kG NN | SRS VM Tge 1

kG NN | TR VM Tl I

AR NN Raldsil VM SREL )

N NN | I VM RAEIR T

A NN ikl VM BRIk )

RRIPES NN | @ VM RalRkaE T

wife NN | T VM wqfoe 1

opefifEre NN | FECer VM TIF 1

Nk N i VM S 1

TR NN | FRBRE VM sl 1

SIS NN | RBREG VM SRR 1

T NN | o5 VM REkis 1

oTEE NN A VM QAT 1

el NN | e VM kAl 1

Rkik NN | ol VM LG 1

rRuC NN RlERIEIE] VM WW ]

SERRS) NN gl VM Toifaive 1

RIES) NN | T8 VM BRGNS 1

el NN | gETe VM wdifea 1

S NN TR VM RkEl 1

IS NN | g VM afiers 1

RISIEE] NN | Tl VM RISk 1

el NN | T VM R 3

alkidsalil NN | TR VM wfex 1

o NN | aPoRE VM R T

RISk NN | e VM RREG 3

TSl NN | T VM kil 1

Eny NN | TR VM e T

il NN | el VM ekl 1

T NN | T VM RIRIES 1
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S3E NN | TR VM KSR 1
ST NN | Refes VM IS 3
FEE NN | R VM RSk 1
(@Y NN fge VM GRS 1)
TTE NN | e VM T 1
@ NN | RS VM bl 1
T8 NN | G VM RFH 1
FBe NN | T VM A 1
Bkl NN | T VM Kk 1
FReE NN vl VM Ty )
I NN cotaft VM AACITSTHF 1
kil NN | Sl VM EEl T
T8I NN | G VM ek BRIkER 1
O NN IS VM TR J)
ki NN | e VM RkicaEl T
W NN | TR VM hakikiul T
RlEld NN REY VM Rk J)
< NN faestt VM TR 1l
REL NN T I
T NN CEETHE 1
2kl NN RIECTaL 1)
BICst NN RIESE 1
21 NN RliEs] T
KAk NN gt 3
g NN arenfesrat 1l
il NN Sl J)
G NN arifEs 1)
gt NN RRIAEGH 1
Rl NN RSl )
RER NN RIRIEE 1
T NN RIRIE J)
©feTE NN IR 1
g NN B 1
il NN e Sail 1
7sd NN TR J)
LEs k] NN Sfaal )
EREY NN Sraoid 1
78 NN Teb 1
vl NN T 1
g NN facal T
T NN e 1
TR NN FARPE J)
LRRRIS NN il )
N NN o)l il
@ NN Fd J)
wesTIe] NN FEAI 1)
ikl NN L 1)
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LSRRG NN Caial ]
vge NN FE 3
ise NN (F MR J)
FS NN kSl 3
il NN Sl T
qHFe! NN KaICRanEs 1
EIREASIE] NN wfowd J)
feidfaet NN woaTe 1
feigfarera NN TSI T
et NN TS T
sAfereret NN bl I
BN NN S5l 1
am NN bkl J)
a2 NN Bkl )
TR NN comTet J)
fmm NN coitrECenfa= 3
fa+ifg NN GISEE 1
Kkd NN RER! 1
fae NN ERES I
Sk NN e T
(SREIEH NN 90 )
@At NN o 1
[ NN foeifys 1
il NN fofes J)
A NN fofeswry 1
A NN Ty )
ol NN Gl I
o NN SETRCT J)
ksl NN i 1
°7 NN afbe 1)
gt NN ST 1
ik NN 3% 1
i NN RRIEAICK] 1)
ikl NN TN 1
Ekl NN REREA J)
SIS NN FImMH J)
@ NN RERIGESS )
kil NN RERIRES 1
[s153 NN TFAR 1)
et NN R J)
RS NN 53 1
A NN AR J)
Rkl NN s )
Skl NN 73S 1
ST NN eETE il
FAB! NN kGl 1
IO NN TSRS 1
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bRl NN gl 1
Ak NN Gkl T
7R NN Rkl 1)
2 NN ftilinl 1
et NN Litaieall 1
ks J)
e 3
7ofe J)
RG] 1
gAfesmEe 1
g J)
FEid 1
ise 1
FSil T
79 1
FRRIEA 3
TR J)
grefas 1
Tofaa 3
e T
72 T
72 1
5= J)
IBEEEE 1
frg8 T
fafa 1
= 1
T 1
ferart 1
[BEISE I
[ERE i
frem 1
feraeraa il
fofa 1
GRS 1)
T i
forg 1
ettt 1
e 1
Bl T
(G115 1
TSI 1
2 1
AP 1l
Rkl 1
Kl ﬁ’i‘f 1)
Aremre 1
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Afes

1
ereifse 1
TR 1
RS )
o 1
== 1
feme 1
fawycs 1
famgs T
Rraasyd 1
e 1
[kl 3
s J)
frf 1
far 1
fafewa 1
fafeoms 1
@ 1
faifre 1
s )
SRR I
FreeA 1)
SEuig] 1l
SAIE] )
[SRIE 1
(T J)
[SIDIOE 1)
[SLTILIRED 1)
@AWS 1
@l 1
I 1)
s 1
s 1
bkl 1
EAll )
TR 1
w® il
Rkl 1
BECES 1
SRR J)
AR 1l
RIEUICES 1
e )
gt 1l
Rl il
REREL 1
4 1

41 |Page


http://www.isical.ac.in/~lru/wordnetnew/index.php/site/wordnet
http://www.isical.ac.in/~lru/wordnetnew/index.php/site/wordnet

iz 1
et 3
ik 1
RRLES) 1
EURI 1
SISt I
w8 T
T 1l
PR 1
BT 1
R 1
BRI 1
GEY 1
A 1)
& 1
Rkl )
oM™y J)
T I
o )
RO 1

Table 7: Bangla negative polarity word list. NN, VM, JJ and RB stand for Noun,
Verb, Adjective and Adverb respectively. Highlighted words in gray indicate to the
inflected and misspelled forms.
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