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Abstract

Text summarization entails the automated generation of a short overview of a long text,
such as an article, paper or collection of documents, while maintaining its main details.
It aims to compress the size of the original text while maintaining its fundamental sig-
nificance and expressing the key concepts. Our target is to enhance the precision and
insightful summarization of monolingual Bengali writing. In a monolingual setting, to
summarize Bangla text more precisely we will gather a dataset. The design of sophisti-
cated models and algorithms will develop the text summarization of the Bengali language,
thus aiding in the exploration of the distinct linguistic characteristics of Bengali. Bangla
text Summarization is beneficial for numerous individuals, such as scholars, learners,
teachers, reporters, creators, technology enthusiasts and language learners, who confront
Bangla texts regularly. In short,those who work with Bangla language documents and
want a concise synopsis of extensive materials would find it useful.

Keywords: Text Summarization, Summary, Bangla Text, Monolingual, Linguistic.
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Chapter 1

Introduction

Text summarization means rephrasing a long document into a condensed one with proper
meaning. This process involves important details from the text and minimizing unneces-
sary duplication. Text summarization is a Natural Language Processing (NLP) process.
NLP is the study of computer systems interacting with human language, specifically in
the field of computational linguistics. NLP refers to a broad variety of activities as-
sociated with language (e.g. analyzing text, recognizing speech, translating languages,
sentiment analysis etc). It allows computers to explain, produce, and respond to human
language in a significant manner. There are two well-known methods for condensing text
known as extractive and abstractive summarization. Extractive summarization chooses
and extracts significant sentences straight from the original text to create a summary.
On the other hand, Abstractive summarization entails producing a brief and logical sum-
mary by restating the information. Numerous methods for summarization have been
studied for the extractive and abstractive techniques. The objective is to assist in ef-
fective information intake, simplifying the process for readers to quickly understand the
primary message of a document. However, we will research Bangla text summarization.
A variety of techniques have been devised to condense English texts. However, because
of the complicated characteristics of the Bengali language, some limited attempts have
been made. In this study, we will employ Abstractive summarization technique. Our
objective is to improve the standard of Bangla summarization by employing enhanced
preprocessing, fine-tuning, extensive datasets, or more advanced procedures.



Chapter 2

Research

2.1 Problem Statement

Automated text summarization is one of the most used and important tools in our life,
whether it is very useful to understand the main context of a very large context within
a very short time. Though English text summarization is quite rich with the use of its
efficient summarization methods. But Bangla text summarization is not that kind of
good position. To improve the position of Bangla text Summarization our work focus is
to develop a quite good method which can give a satisfactory result to get a summary
over large Bangla text. To work with this kind of problem some common challenges
are faced such as repetition of same words multiple times, sometimes summary can not
generate the main context of the input text where some most important informations are
missed, length control with containing the main context of text etc. The main focus of
our research is to build an effective method which can handle these problems as much as
possible to generate a concise summary containing the main theme from a large docu-
ment. By building this summarization method a wide range of people will be benefited
who work with Bangla literature, students who try to get a summary from Bangla text
or newspaper and lastly the mass people who use Bangla in their day to day life.



2.2 Research Objective

The aim of the model is to develop a Bangla to Bangla text Summarization.

It will be able to generate Bangla summaries from large Bangla text.

The approach will allow users to quickly understand an extensive document by
saving users time.

Students, authors and those who deal with the Bangla language in their daily life
will benefit from this method.

We intend to release this system and publish our work after the research is complete.



Chapter 3

Literature Review

We looked into a few scientific articles that have been published recently and have a good
number of citations in order to understand the scope of the research on this subject.

A paper by Kamal Sarkar[6] researched the use of keyphrases to textually summarize sin-
gle Bangla and English documents.In order to create an extractive summary, this method
first extracts a set of keyphrases from the document, utilizes those keyphrases to choose
specific sentences from the document, and last, combines the chosen sentences. This
method has three main steps for summarizing a document, which are: Preprocessing,
keyphrase extraction and summary generation. The input document is separated into
a group of sentences in the preprocessing step, and each sentence is assigned a unique
sentence number. They have employed a keyphrase extraction module that has two sim-
ple processes: identifying potential keyphrases and ranking potential keyphrases. Here,
a sequence of words free of punctuation and stop words is a candidate key phrase. They
have also added some common verbs as stop words because keyphrases hardly contain
common verbs. Two of the changes made to their system to make it Bangla-compatible
are a Bangla stop wordlist and a Bangla stemmer. Their method of extracting candidate
keyphrases includes two steps. First, potential keyphrases are extracted using stop words
and punctuation as phrase boundaries. Next, longer phrases selected in the first stage are
broken up into shorter phrases. For example, if one candidate keyphrase generated by the
first step is “identify potential risk factors” then the second step will generate keyphrases
“identify, potential, risk, factors, identify potential, potential risk, risk factors, identify
potential risk, potential risk factors”. Potential keyphrases are ranked according to their
weight before being chosen as the keyphrases. In this case, the weight of the potential
keyphrase was determined using the PF (Phrase Frequency) and IDF (Inverse Document
Frequency) metrics. Finally, their system for choosing sentences and creating summaries
operates in two steps. Step 1 looks at the first n sentences in a document as poten-
tial summary sentences, ignores the remaining sentences, groups the potential summary
sentences into groups where each group contains sentences that contain the same key
concept, and then chooses the best sentence from each group to serve as the summary
sentence. Step 2 is initiated if the proper summary length is not reached in step 1. In
Step 2, each sentence that will be used in the summary is revised and ranked using the
weights. The next step is to choose sentences one at a time from the ranking list; if the
sentence hasn’t already been selected for the summary made in Step 1, it is added to the
summary. Step 1 of the summarization technique described here is more stringent than
step 2, which is only employed when step 1 is unable to provide the necessary length
summary. They put their suggested keyphrase-based summarization strategy to the test



using two separate datasets: one for Bengali and one for English. For the evaluation
of the English version, they have used DUC 2002 datasets. Their system has achieved
better results than the baseline results of DUC in both cases of stopword removed and
stopword not removed. The ROUGE-1 F-Score in case of stopword removed is 0.4308
[0.4220-0.4395] and The ROUGE-1 F-Score in case of stopword not removed is 0.4855
[0.4783 - 0.4925]. For the evaluation of the Bangla version, they have used documents
that were summarized manually by humans. To measure the performance they compared
their system to the existing Bengali summarizing systems. They had better results than
the other systems. The F-Score of their approach is 0.4242 whereas the LEAD baseline
F-Score is 0.4090.

Alvee Rahman et al.[13] suggested an extractive text summarization that simplifies
Bangla text material using Fuzzy C-Means, TextRank, and aggregate sentence scoring
techniques. From those three methods, they tried to find the most accurate method for
Bangla text summarization. Their method has three steps for generating the summa-
rization. Firstly, they pre-process the given text using tokenization, stopword removal
and stemming. Here tokenization is used to divide each sentence into separate words.
In the Stopwords removal process, it removes words that don’t help in summarization,
such as 97, €2, 90, F(IP. The process of stemming is used to find the root word. For
example, the root word of FIEE, FTEG is FTE. So, this process will stem the word FIEH or
Fre to Fe. TF-IDF Scoring, Sentence Length Scoring, Numerical value-based Scoring,
Cue/Skeleton Word Scoring, Topic Sentence Scoring, and Sentence Position Scoring have
all been employed in the sentence scoring procedure. The TF-IDF score, which stands for
Term Frequency-Inverse Document Frequency, indicates how significant a certain word
is throughout the entire text. They used Numeric value-based Sentence Scoring because
numerical values significantly improve the summary. Cue/Skeleton Word Scoring is used
by them because cue words like I, (MY, IM9EF etc. can hold the gist of the whole text
which is important for summarization. In their system, they compared other sentences
in each given paragraph with the topic sentence, and the sentences that include the topic
sentence’s words are given higher priority. They used Position based scoring where the
topic sentence and final sentence are given priority when reading through the paragraphs.
Finally, for sentence extraction and summary generation, they used FCM, TextRank, and
Aggregate Sentence Scoring algorithms. Fuzzy C-Means(FCM) is a clustering model that
was applied in their system and was obtained using 2-dimensional data produced by the
PCA model. Using the input data, the FCM model automatically determined the ideal
number of centers. Afterward, iteratively determining which center the data points are
closest to resulted in the creation of the clusters. The Fuzzy Partition Coefficient (FPC)
value is used to determine the optimal amount of centers; the higher the value, the more
accurate the selection of centers. A Textrank algorithm was used by them to compare the
two models. Aggregate Sentence Scoring was used to provide a summary using features
obtained through analysis of a certain text extract. They have used a dataset from an
online repository where text and human-generated summaries are given. As texts for text
summarizing, news pieces from several national daily newspapers have also been taken
into consideration. Out of the three models they have used in their system the model
Fuzzy C-Means has a higher F'1 Score than the both TextRank and Aggregate Sentence
Scoring models.

Alexander M. Rush, Sumit Chopra and Jason Weston[8] proposed an abstractive based



sentence summarization that simplifies sentence summarization using a neural attention
model. Their model is structurally very simple but can be trained with a huge amount
of training-data. This model uses a problastic based neural language model and an en-
coder. To generate a summary they have used a generation algorithm decoder. Their
problastic based neural language model was driven from a feed-forward NNLM (Neural
Network Language Model) model. Their neural language model has four parameters
(E;U;V;W). E is the word embedding matrix and U;V;W are weighted matrices. In case
of encoders they have used three well known encodes.These are Bag-of-Words Encoder,
Convolutional Encoder and Attention-Based Encoder. At first they used Bag-of-Words
Encoder but it has some modeling issues. To overcome this issue they used a deep Con-
volutional Encoder. But this encoder improvement also has an issue of representing the
whole input sentence. So they have modified their encoder and used an Attention-Based
Encoder. To generate a summary they have used a Beam-Search decoder. Lastly to
improve their model they have used extractive tuning, which has helped their model to
find extractive word matches when needed. For training they have used an annotated
Gigaword dataset which has more than 9.5 million news articles. For testing purposes
with Gigaword they have also used DUC-2003 and DUC-2004 datasets. To compare their
model result with other models they have used various baseline models. Those are IR,
PREFIX, COMPRESS, W&L, TOPIARY and MOSES+. For the DUC-2003 and DUC-
2004 datasets, their model ABS(Attention-Based Summarization) has over performed all
the models but couldn’t beat the MOSES+ in ROUGE-1, ROUGE-2 and ROUGE-L
scores. But their model ABS+ did overpermed all the models with ROUGE-1 (28.18) ,
ROUGE-2(8.49) and ROUGE-L(23.81) scores. In the Gigaword dataset both their mod-
els ABS and ABS+ have overperformed all the other baseline models. In this case the
ABS model has ROUGE-1 (30.88) , ROUGE-2(12.22) and ROUGE-L(27.77) scores.The
ABS+ model has ROUGE-1 (30.88) , ROUGE-2(12.65) and ROUGE-L(28.34) scores.

The topic of Automatic Text Summarization is the main emphasis of the work by Mo-
hamed Abdel Fattah et al.[3] Sentence position, sentence centrality, positive and negative
keywords, sentence similarity to the title, sentence inclusion of name entity, sentence
relative length, sentence inclusion of numerical data, Bushy path of the sentence, and
aggregated similarity for each sentence have all been used in this trainable system to
generate summaries. For sentence position they gave each sentence a ranking based on
their position, taking into account a maximum of five positions. For instance, the first
sentence in a paragraph receives a score of 5/5, followed by a score of 4/5 in the second
phrase, and so on. Positive keywords are the key that commonly appears in the sum-
mary and Negative keywords are those that will probably not appear in the summary.
Using sentence centrality they checked the similarity among all the sentences. They used
sentence inclusion of name entity to check proper nouns in sentences. Typically, the
sentence with the most proper nouns is the most significant and is most likely to ap-
pear in the summary. Which is also the same for numerical data. The feature sentence
relative length is used to cut down the short sentences. The bushiness of a sentence is
determined by examining its bushy path. High-bush sentences are interconnected with
many other phrases, thus they share vocabulary and are more likely to discuss topics
that are covered in many other sentences, which helps with summarizing. They have
used aggregated similarity to calculate the importance of a sentence. Then, they trained
genetic algorithm (GA) and mathematical regression (MR) models using the all-features
score function to determine the best combination of feature weights. Since this is a train-



able system for training GA and MR models they used 50 manually summarized English
text documents(After feature extraction). For testing the models they used 100 English
text documents(After feature extraction) which are different from the training text doc-
uments. To test their system they applied it to 100 religious articles. They assured that
their system has overperformed the baseline approach.

The proposed system by Tahmid Hasan et al.[23] is ¢ Large-Scale Multilingual Abstrac-
tive Summarization for 44 Languages’ which is an abstractive text summarization. In
this system, they provide XL-Sum, a vast and varied dataset made up of 1 million BBC
article-summary pairings that have been professionally annotated and extracted using a
series of carefully constructed heuristics. The dataset includes 44 languages that range in
resource requirements from low to high, many of which lack a current public dataset. Re-
garding the number of samples gathered from a single source and the variety of languages
included, to their knowledge, XL-Sum is the largest abstract summarizing dataset. They
experiment with multilingual and low-resource summarization problems and fine-tune
mT5 with XL-Sum. mT5 is the massively multilingual T5 text-to-text transformer model
from Google. They carried out summarizing experiments in two different contexts: mul-
tilingual and low resource. Multilingual training involves using training data from various
languages to train a single model. The multilingual model exceeded 11 ROUGE-2 scores
across all languages. Although several of these languages are low-resource, the model
nevertheless produced results that were competitive. Furthermore, they were the first
to disclose the abstractive summarization benchmark for a variety of languages, includ-
ing Bengali. To confirm that the dataset is versatile they train the model on individual
languages. In comparison to all models trained on a single language, the multilingual
model performed better. But the difference was less than 2 for R-2 scores. In the future,
they plan to look into the usage of their dataset for cross-lingual summarizing and other
summarization tasks.

Paper authored by Jingqing Zhang, Yao Zhao, Mohammad Saleh and Peter J. Liu[21]
proposed a method with a new self-supervised objective which is a pre-trained large trans-
former - based encoder-decoder model named PEGASUS. In this model, the sentences
which are important in the input document are masked and from those important sen-
tences one output sentence is generated by combining them which is the desired output
summary. This model is evaluated on 12 downstream summarization tasks such as emails,
stories, news, science, instructions, legislative bills etc. They used two tokenization meth-
ods in this work. These two are Byte-pair-encoding algorithm and SentencePiece Unigram
algorithm. This evaluation is analyzed from 32k to 256k vocabulary size. For pre-training
purposes they use C4 which consists of text from 350M web-pages and HigeNews which
is a dataset of 1.5B articles. Their proposed pre-training objective GSG is used in this
work. Also BERT’s masked language model objective is used for comparison. GSG is
basically a designed sequence-to-sequence self-supervised objective. In this step they
considered 3 primary strategies. First one is Random, which is basically selecting m
sentences randomly. The second one is Lead, which is selecting the first m sentences.
The last one is Principle. In the last one, top m scored sentences are separated by their
importance. Then they select those important sentences. By combining and comparing
all these 3 strategies they select the most important m sentences. While comparing the
results with GSG and BERT, it proved that Masked Language Model (MLM) does not
improve downstream tasks. They used PEGASUS Base model to evaluate the choice of



pre-training corpus while it was also proved that the Large PEGASUS model increased
the capacity of larger hidden size with the same number of pre-training steps. The result
of the Large PEGASUS model is quite good: it beat the previous result of 6 out of 12
datasets. They completed their full experiment into two steps. In the first step, the large
PEGASUS model on both HugeNews and C4 is compared with the results of the base
transformer. And in the second step, the large PEGASUS model is fine tuned and the
results proved that they are at least as good as reference summaries. By analyzing their
results, it proved that the summaries generated from this model were capable of achieving
human performance on different datasets.

Paper authored by Nobel Dhar, Gaurob Saha, Prithwiraj Bhattacharjee, Avi Mallick,
Md Saiful Islam[22] used a hybrid pointer generator network which is an abstractive
model. This model is mainly focused on the repetition of words and lack of sufficient
information in summary which is basically a major shortcoming of abstractive based text
summarization. After completing dataset preprocessing Recurrent neural network (RNN)
is implemented which works on sequentially data. As it works sequentially over every
sentence it works quite good on text. At the first step encoder RNN reads the whole
input text and after completing reading the decoder RNN starts to generate the sum-
mary. A probability distribution system named Attention distribution is used to find the
highest probability distribution where to focus for the next word. Attention distribution
creates a context vector with the weighted sum of encoder hidden states. After that
generation probability distribution is calculated by combining the attention distribution
and vocabulary distribution. The range of this score is between 0 to 1. Depending on
the score it decides whether it generates a word or pointing towards any word from text.
While creating words there must be a good chance for repetition of words. To solve
this a mechanism named Coverage is used. In this process, the value of the attached
coverage-vector with every word is changed after giving attention to the decoder. If any
word is getting more attention this mechanism helps to find out that, as a result duplicity
is reduced. To evaluate the accuracy of the system two rating matrices are used, one is
quantitative and the other one is qualitative. To evaluate the quantitative evaluation
they compare the Rouge value of those 4 dataset used in this model. Respectively the
values of XL Sum, BANS 19k, pointer 19k and pointer 133k In Rouge-1 is 0.29, 0.59,
0.66, 0.67, In Rouge-2 the values are 0.12, 0.38, 0.41, 0.42 and lastly in Rouge-L 0.25,
0.49, 0.38, 0.41. To evaluate the qualitative result a survey over 20 people of 5 points
has been done. Those results of the Bi-LSTM, BANS, Pointers on BANSData, Pointer
on BANS-133 models are 2.75, 2.80, 3.13, 3.18.

Paper authored by Md. Nizam Uddin, Shakil Akter Khan[2] discussed some techniques
for Bangla text summarization and some of them are implemented by them. The sum-
marizer which is implemented by them is an extraction based and written in JAVA which
is quite good for string processing. The methods they follow for summarizations are Lo-
cation Method, Cue Method, Title, Term frequency and Numerical Data. In Location
Method, which sentences are under headings and which position is quiet at beginning or
end are considered as higher priority. In the Cue Method, which is specifically focused
on the presence of pragmatic words in sentences. In this step, these sentences became
more important. Also when we focused on the title of any passage the words which are
used in the title got more importance than others. In the Title Method this process is
focused to find out the words which are used in the title. In the frequency method the



appearance of each word is counted and gets importance depending on the number of
appearances. A word gets more importance which appears more in total. And lastly,
the numerical data method is used to give more importance in those sentences with some
numerical value than the sentences without numerical values. By following these methods
this summarizer is implemented by taking the top 40 percent higher ranked sentences.
To evaluate the summarizer two parameters are considered which are summary informa-
tion and the size of the summary. By comparing the information of the original text
a summary is considered how good the summary is. When two summaries contain the
same information, the smaller one is prioritized. From a survey to measure the accuracy
of the summarizer where size was ranked from 20 to 60 percent by giving 5 summaries of
10 articles, it found that 40 percent is the most acceptable size of the summarizer.

The Paper by Md. Iftekharul Alam Efat, Mohammad Ibrahim, Humayun Kayesh[5]
proposed a method for Bangla text summarization which is Sentence Scoring and rank-
ing. The total system is divided into three main segments, which are: preprocessing
the input document, then scoring the sentence based on text extraction and lastly sum-
marizing the text input based on sentence ranking. Before implementing the sentence
scoring algorithm some preprocessing needs to be done. The preprocessing followed into
three categories. Which are Tokenization, Stop words removal and Stemming. In the
tokenization part, every sentence consists of more than one word and each word is con-
sidered as a token. In stop words removal segment, some Bangla words like ®12 (So), €3¢
(And), ==& (Or), =% (But) etc. are removed. Because these types of words are quite a
good number in sentences but not of a heavy importance. Lastly in the Stemming part,
all the words are transformed in their canonical forms. For example, J(&, &, JH all
are converted into its root form which is & After completing the preprocessing unit the
sentences of input are ranked based on their scores which would obtain from the four
important features. Those four features are Frequency, Position Value, Cue words and
Skeleton of the document. Frequency is measured from the occurrence of a word in the
input document. Which words have more occurrences in the input those are counted as
higher frequency and get more importance for summarization. Depending on the context
of a document, the position of a sentence is quite important. Position value is computed
by where a sentence appears in the input where it counts as a decreasing pattern, mean-
ing the highest value is counted in the first sentence and then gradually it decreases. For
summarization, cue words such as SR (Finally), 3J9R (Therefore), S=ME (On the
other hand) etc. are counted as an important factor. In those sentences if any cue words
are used they get more importance. Lastly, in the measurement of the Skeleton of the
document, those words are used in the title and headers get more importance than other
words. Because by reading the heading of a passage it is quite easily understandable what
is the main focus of the passage. After measuring all those four factors then the sentence
score is counted which is a linear combination of these four factors. Based on the total
score, sentences are ranked and providing the value of ‘X’ by a user the summary is made
by combining those first ‘X’ number of sentences. This algorithm is already compared
with human generated text summary and finally it found 83.57 percent average accuracy.

Paper authored by Ladda Suanmali, Naomie Salim and Mohammed Salem Binwahlan[4]
implemented fuzzy method for text summarization which is an extraction approach. Be-
fore implementing this method, the dataset is preprocessed by four steps. Those are
segmentation of sentences, tokenization, removing of stop words and stemming of words.

10



Detecting the boundary of sentences and separating texts from source into sentences is
called segmentation of sentence. Tokenization is called separating text into words and
considering them as token. Some stop words are used almost in every sentence, to get
better results. These stop words are removed from the input. After that, in the last step
all the suffixes and prefixes are removed from every word and converted to their root
from. To determine the values of sentences, eight steps are followed. Those are Title
features where the words which are used in the title are given more importance than
others. To extract important information from sentences measuring sentence length is an
important feature. By this process important information is extracted even from some
short sentences. Term weight is calculated from the word frequency and by this score
more frequent words get more priority. The position of the sentence is also important to
measure the value of the sentence where the first sentence gets the most priority and it
gradually decreases. By checking the similarity between sentences the value of sentence
to sentence is measured and evaluated the most similar sentences in text. By finding the
proper noun in sentences some important sentences can also be extracted. It is calcu-
lated by the ratio between the number of nouns used in a sentence and the length of the
sentence. Another feature is, the top 10 most used words are used as thematic words
and it is calculated by measuring the ratio of thematic words used in a sentence and
max number of thematic words. Lastly, some sentences in text are always with some
numeral data, these sentences got more priority than others. Then the fuzzy logic system
is implemented in four steps. Where the fuzzifier is the first step and in this step inputs
are translated into linguistic values. After that the inference engine refers this to the
rule base and lastly the defuzzifier determines the final value by using membership func-
tion. After this process top 20 percent compression rate sentences are extracted. In the
comparison to evaluate this process the highest correlation with human generated sum-
mary is 95 percent. Also when the fuzzy logic is compared with the baseline algorithm
it performs well where the result of fuzzy logic is 0.49769 and baseline algorithm is 0.47002.

The paper by Sumya Akter, Aysa Siddika Asa, Md. Palash Uddin, Md. Delowar Hossain,
Shikhor Kumer Roy and Masud Ibn Afjal[10] proposed a method for summarizing Ben-
gali texts by extracting important information using the K-means Clustering Algorithm.
Several methods have been created for summarizing English documents. But due to
the complex nature of Bengali language, a few efforts have been attempted. This article
presents a method for shortening text that chooses important sentences from one or more
documents written in Bengali. The attempts made earlier were focused only on single
documents or multiple documents but not both at the same time. However, this paper
presents a method that can be used for both single document and multiple documents.
They mentioned that extractive summarizers detect the most important sentences in the
document and also remove the unneeded details. They utilize a technique of clustering
sentences together to produce a summary from either one or multiple documents. In
this method, the general pre-processing actions such as noise removal, tokenization, stop
word removal, stemming are used. The Noise Removal process gets rid of unneeded data
like header and footers from the document. Tokenization is the procedure of dividing
the text into separate words. For Bengali text, words are divided by characters such as
comma (,), full stop (1) etc. In the process of Stop Word Removal, typical function words
like €3 (and) and $TeTE (how) are taken out in order to make the information easier.
For example, words such as IREMM= and IREMM=E are subject to stemming and simplified
to their basic form, which is IR=MM*. This preprocessing step improves the effectiveness
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and precision of summarizing Bengali documents. Next, the total score of each sentence
is calculated by adding together the words and their corresponding positions. TF*IDF
is employed to determine the score of every word. If a particular sentence contains more
unique words, it has relatively greater importance. If any cue word (e.g., (NIGHT, S_UII
etc.) or skeleton word (e.g., title of any document) comes in any sentence, then the score
of the sentence goes up by 1. Afterwards, the document is saved separately with the
scores of the relevant sentences for future analysis. For multiple documents, all the steps
(preprocessing, Scoring Process) are performed for every document and saved in one file.
In this same file, they are later combined. So to continue with the processing, scores
are arranged in a descending order. Lastly, the K-means clustering method is applied
on the sorted list. In the K-means clustering algorithm, two centroids are assigned to
the scores with the lowest and highest values. Sentences are then assigned to the nearest
cluster based on closeness. Therefore, two centroids values are changed for upcoming
iterations. This procedure is done repeatedly until two consecutive iterations yield the
same outcome. Lastly, the top K sentences are chosen from each cluster to form the final
summary. There are K statements that form 30 percent of all the statements in the com-
bined original text. The authors determine that many experiments have been conducted
to evaluate the suggested approach. Some are single documents and some are multiple
documents. It lessens repetition and provides enhanced summarization. Additionally, the
efficiency has improved when compared to different approaches. The time efficiency of the
suggested approach is #(n), which is quite beneficial. To enhance this technique, machine
learning approach can be utilized in place of TF*IDF to predict sentence significance.
In this case, parallel processing can be used for effectiveness, particularly when dealing
with a substantial document. The main disadvantage is sometimes the arrangement of
sentences is not synchronized. Therefore, to solve this issue,text cohesion analysis or
even supervised learning models may be determined to determine the optimal order for
sentences. The synchronization and coherence of the generated summaries may be eval-
uated using evaluation metrics, and the results can be utilized to make any necessary
modifications. Moreover, Abstractive summarization can be utilized which creates brief
sentences that may not be exact from the original text but convey the main idea of the
content.

Another paper by Ramesh Nallapati, Bowen Zhou, Cicero dos Santos, Caglar G ulgehre
and Bing Xiang[9] proposed a method called abstractive text summarization using Atten-
tional EncoderDecoder Recurrent Neural Networks. In abstraction text summarization,
a summary is created using different wording instead of just copying important sen-
tences that already exist. The authors concentrated on abstractive text summarization
since a majority of the current summarization techniques are extractive summarization
that chooses sentences from the original text. However, this could potentially lead to
summaries that are not coherent or similar to human summaries. They also aimed to
enhance the quality and coherence of abstractive summaries and manage lengthier texts
and effectively choose the most relevant information. For improving the precision and
significance, They also focused on investigating the efficient utilization of pointers to
indicate particular words or phrases in the original document. The authors utilized var-
ious models, with each one focusing on a particular weakness. Initially, they utilized
the baseline model but in order to improve it, they implemented a technique known as
the large Vocabulary Trick. Next, they employed Feature-rich Encoder. In order to un-
derstand the key concepts and significant aspects in the text, it is necessary to consider

12



more than just the definitions of words. This includes incorporating language elements
such as the roles of words, named items, and TF-IDF statistics. Furthermore, Manag-
ing unusual words in summarization, they utilized a switching generator/pointer model.
Afterwards the Hierarchical Attention Model is employed to understand the significance
of sentences alongside the understanding of wording for enhanced summarization.Finally,
in order to decrease repeat phrases in generated summary, Temporal Attention Model
is utilized. The models were originally trained using Gigaword Corpus but were tested
on the DUC corpus. However, they also assessed their models on the CNN/Daily Mail
corpus. After evaluating the datasets, the feats-lvt2k-2sent-ptr model (switching gener-
ator /pointer model) performs better than the rest in Gigaword Corpus. In CNN/Daily
Mail corpus, the words-lvt2k-temp-att model (temporal attention) outperforms others
and in DUC Corpus, the words-lvt5k-1sent model (a model with a larger LVT vocabu-
lary size of 5k) performs better than the others. They asserted that The suggested models
showed superior results in comparison to baseline models and previous state-of-the-art
approaches, indicating a remarkable progress in abstractive summarization research. To
enhance the method we could employ more sophisticated models such as transformers
and more complex neural networks. Our emphasis should be on creating summaries that
are grammatically accurate, logical, and simple to comprehend. Another possibility is to
incorporate a function that highlights important details or main ideas in the summary,
making it more informative.

The paper by Shusheng Xu, Xingxing Zhang, Yi Wu and Furu Wei[24] proposed a con-
trastive learning model for supervised abstractive text summarization. The proposed
technique, SeqCo (Sequence Level Contrastive Learning), maximizes the similarity be-
tween representations of a document, its gold summary, and summaries generated in
an adaptable manner. SeqCo promotes the encoding of important document details by
representing them in the same vector space, leading to the production of more precise
summaries.SeqCo modifies contrasting learning for the sequence-to-sequence learning sce-
nario. In text summarization, the summary Y is a brief version of the input document
X and they are expected to convey the identical message. Let Y~ represent one exam-
ple the model created from X. In essence, Y~ should also have resemblance to both X
and Y. Next, the transformer model (which includes an encoding transformer and a de-
coding transformer) is employed. The encoder Transformer changes the document into
a sequence of hidden states, while the decoder Transformer predicts each component
in the summary. SeqCo introduces an approach that emphasizes comparing education,
where X, Y, and Y~ are regarded as separate viewpoints of a mutual understanding.
The aim is to enhance their resemblance while they are undergoing training. Contrastive
learning is used to bring these perspectives closer together, ensuring that they represent
the same topic. SeqCo consists of creating similarity computations between sequences,
utilizing multi-head attention to contrast sequences, and executing a training loss that
lessens the differences between these representations. The author used three different
datasets to test their method. These are the CNN/DailyMail dataset, The New York
Times dataset and XSum dataset. The authors provided details regarding the ROUGE
scores for various models, emphasizing the superior performance of SeqCo in abstrac-
tive text summarization when compared to other models across various datasets. The
SeqCo system is evaluated against extractive and abstractive summarization systems in
the CNN/DailyMail dataset. SeqCo performs noticeably better than other models and
also BART ( When it comes to summarization duties, Bidirectional and Self-Regressive
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Transformers is a well-known and established model in the area of natural language pro-
cessing) in different setups that involve contrastive learning, showing the efficiency of the
suggested method.In the dataset of the New York Times, SeqCo ( x—y") obtains signif-
icant enhancements. It achieved a score of 54.25 in ROUGE-1, followed by a score of
35.82 in ROUGE-2, and finally, it received a score of 50.24 in ROUGE-L. In the XSum
dataset, the performance of SeqCo ( x—y) is superior to all models that have been previ-
ously released, excluding Refsum and PEGASUS (which were trained on a vast dataset).
It obtained a result of 45.65 in ROUGE-1, followed by a result of 22.41 in ROUGE-2, and
ultimately, it was provided a score of 37.04 in ROUGE-L. The writer additionally demon-
strated that their model obtains improved accuracy scores through Human evaluation.
To improve this method, the training datasets can be expanded with more examples, this
will help SeqCo learn better.

The article by Yang Liu and Mirella Lapata[16] suggested using pretrained BERT models
(Bidirectional Encoder Representations from Transformers) as a means to enhance text
summarization. BERT is highly effective for NLP tasks. They discuss how pretrained
BERT in summarizing text and suggest a universal structure for both types of models -
extractive and abstractive. They attempted to enhance the current level of automatic text
summarization in order to ultimately enhance the caliber of the produced summaries. Ad-
ditionally, their goal was to manage inputs consisting of multiple sentences and generate
sentence representations of better quality. This approach is selected for producing sum-
maries that contain more details and are logically organized, as compared to traditional
models. It also addresses the restrictions in the original BERT model’s maximum position
length and modifies it for summarization. When BERT comprehends text, it analyzes
separate words rather than sentences. However, for the purpose of summarizing, we aim
to select complete sentences. To modify BERT for summarization, a BERTSUM model is
created as a document-level encoder. To comprehend sentences, specific symbols ([CLS])
are appended at the beginning of every sentence. The writers additionally utilized section
embeddings to assist BERT in recognizing the start of a new sentence. Furthermore, sub-
sequent alterations in BERT result in enhanced comprehension of sentences. In BERT,
the lower layers concentrate on individual sentences while the higher layers analyze mul-
tiple sentences and their connections. Then Position embeddings were incorporated to
manage lengthier text. BERTSUM aids in extractive summarization by utilizing a unique
vector that signifies each sentence. The vectors become special by using some math op-
eration. After experimenting in various methods, they observed that the Transformer
with 2 levels performed the topmost. The specific design is called BERTSUMEXT. In
abstractive summarization, two parts are employed: an encoder (BERTSUM) and a
decoder (Transformer). BERTSUM has extensive knowledge, whereas the transformer
decoder begins with no prior understanding. To address this issue, a fine-tuning method
is employed which is called BERTSUMARBS. In order to improve the process, a two-stage
fine-tuning approach is applied. This concept is named BERTSUMEXTABS.The authors
conducted tests on three different datasets to demonstrate their accomplishments using
BERTSUM. These datasets include the CNN/DailyMail dataset, The New York Times
dataset, and the XSum dataset. The performance of the proposed method was evaluated
using the ROUGE metric. In the CNN /DailyMail dataset, The New York Times dataset
BERTSUMEXT, BERTSUMABS and BERTSUMEXTABS outperformed other previous
methods except ORACLE(produces the best possible summary). In the XSUM dataset,
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the performance of the extractive model was not good, but BERTSUMABS and BERT-
SUMEXTABS demonstrated notable advancements compared to other methods. In order
to enhance this approach, it is essential to comprehend the shortcomings of the model
as this can direct the enhancements. Therefore, examining the model inaccuracies and
fine-tuning the model to correct particular kinds of errors. Moreover, trying out various
attention mechanisms can effectively capture superior significant details and connections
within the document.

The research article by Li Wang, Junlin Yao, Yunzhe Tao, Li Zhong, Wei Liu, Qiang
Du[14] suggested a advanced machine learning framework known as Convolutional Sequence-
to-Sequence (ConvS2S) and self-critical sequence training (SCST) for improvement. The
objective is to create informative and accurate summaries while handling difficulties like
choosing significant information, and producing readable summaries for humans. The
suggested framework incorporates joint attention and biased probability generation mech-
anism to enhance consistency and variety in summaries. The suggested model employs
a convolutional architecture with input words and topics, a joint multi-step attention
mechanism, and a biased generation structure. In order to improve effectiveness, it em-
ploys reinforcement learning, particularly self-evaluative sequence training (SCST). The
structure employs the Convolutional Sequence-to-Sequence (ConvS2S) concept, integrat-
ing convolutional elements to produce representations for both word and topic levels. The
arrangement of data in a specific order can be maintained by using position embeddings.
Convolutional layers use a filter of size k to process the input elements, and the resultant
output is later passed to the Gated Linear Unit (GLU) function for further computation.
Multi-stage Attention is employed to ascertain the influence of input components on the
decoder’s condition via attention weights. The topic model is used to extract hidden in-
formation from documents, and the multi-step attention-based ConvS2S model includes a
topic-aware technique to include prior knowledge for text summarization. Pre-trained La-
tent Dirichlet Allocation (LDA) models are used to generate topic representations, which
capture hidden comprehension of documents. The collective focus procedure enhances
the convolutional configuration by integrating the individual’s data during decoding.
Partiality in probability generation employs a variety of consequences for sought-after
components, considering the outcomes from the decoder at both the word and topic lev-
els. Furthermore, they used a reinforcement learning method called self-critical sequence
training (SCST) to reduce the influence of biased text summarization. This was done
by maximizing the ROUGE metric, which cannot be differentiated, and generating se-
quences using both a greedy method and a sampling method to enhance the consistency
of the training and testing processes. The model has six convolutional layers, a scaling
factor of 0.99, 256-dimensional embeddings, and a 0.25 learning rate. The experiment
was performed over Gigaword, DUC-2004, and LCSTS datasets. In the Gigaword Cor-
pus, the ROGUE-1 score of Reinforced-Topic-ConvS2S is 36.92, the ROUGE-2 score is
18.29, and the ROUGE-L score is 34.58. The DUC-2004 dataset exhibits ROGUE-1 with
a score of 31.15, ROGUE-2 with a score of 10.85, and ROGUE-L with a score of 27.68.
In the LCSTS dataset, the ROGUE-1 scores are 39.93/45.12, the ROUGE-2 scores are
21.58/33.08, and the ROUGE-L score is 37.92/42.68. The suggested framework demon-
strates the greatest ROUGE scores when compared to alternative models. To improve
this model, Trying out different levels of convolutional layers, kernel sizes, and hidden
layer sizes might help.
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The paper by S. M. Afif Thne Hayat, Avishek Das, and Mohammed Moshiul Hoque|[25]
proposed an automated abstractive summarization system using transformer based mod-
els for Bengali text in the paper. The goal of this work is to bridge the current gap
between the more resourceful high resource languages and less resourceful Bengali in
the domain of summarization. In the paper, five ( B-T5, B-T5-Base, mT5-Small, mT5
Base, and mBART-50) different transformer based approaches were evaluated and they
found that the Bangla-T5 is the best performing model. The proposed model includes
the text-to-text-transfer Transformer (T5) model. For the models, they used two pub-
licly available datasets, namely BANS and XLSum. BBC Bangla has 10,126 document
summary pairs in XLSum and BANS has 19,000 pairs. The transformer models are fine
tuned on the XLSum dataset and then reevaluated in the combined dataset. The T5
model is an encoder-decoder architecture. Self attention and feed forward layers in the
encoder take input and produce attention vectors. These vectors are used by the decoder
to get outputs and repeat this until completion. The output is fed to a linear layer then
softmax and then gets the final probabilities. It contains the Bengali text normalization
and tokenization using SentencePiece to convert numeric text input into something that
a transformer understands. T5 base models along with their multilingual variant are all
pre trained on the C4 corpus (mC4). BART is a seq2seq model trained as a denoising au-
toencoder. It means the model takes an input text sequence (which can be noisy, as a few
words might be missing) and returns the corrected version of it. Because of this training
style BART learns how to generate coherent text that is close to natural human lan-
guage, and is thus effective for text summarisation and other natural language processing
tasks. The weighted ROUGE F-measure scores were used to compare the performance
of the models and the Bangla-T5 (B-T5) model achieved the best ROUGE scores across
transformer based models on the XLSum dataset (27.59 ROUGE 1, 10.78 ROUGE 2,
and 23.7 ROUGE L). Additionally, the B-T5 model yielded the highest ROUGE scores
on the merged dataset (33.58 ROUGE-1, 13.83 ROUGE-2 and 26.24 ROUGE-L). On the
XLSum dataset, B-T5 achieved ROUGE-2 score of 10.78, which was a 57.17% improve-
ment over mT5-Base(6.86). For the merged dataset, The B-T5 demonstrated a 52.31%
improvement in ROUGE-2 (13.83) over mT5-small (9.08). Overall, it seems that B-T5
outperforms multilingual models, especially when trained on language specific datasets.
Training with the merged dataset led to an average 35.3% improvement in ROUGE-2
scores for the models, with B-T5 showing the most consistent performance. Neverthe-
less, B-T5 outperformed other models in both datasets. However, this method can be
further improved by enlarging datasets to learn more. More high quality text-summary
pairs, and from multiple domains (e.g., news, medical, academic) allow the model to be
better trained. Making sure the dataset is clean and has a proper associated summary
will reduce any ambiguities in the data which result in unpredictability, causing issues
for the model.

The paper by Yinhan Liu et al [19] presents a simple approach to improve the quality
of machine translations (MT) in several languages, including low-resource languages by
making use of multilingual pre-training. In this work, the authors present mBART (Mul-
tilingual BART) a sequence-to-sequence denoising auto-encoder, pretraining on multiple
languages. To do this, the team improved supervised and unsupervised machine transla-
tion quality by introducing pre-training models which can share multilingual knowledge
in the nature of cross-aligning sentences across languages directly also for language pairs
that have no parallel data. As the researchers explain, their work aims to overcome
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drawbacks in current MT systems that either pre-train portions of model components or
concentrate on high resource languages like English. They pre-train mBART on CC25
a subset of 25 languages and correctly corrupted inputs using the noise functions such
as span masking, sentence permutation to reconstruct text. They further fine-tuned
the new model on low-resource and high-resource translation pairs, validating it in both
a sentence-level test and document-level test. The mBART model led to substantial
enhancement. It even gained 12 BLEU points over a few language pairs with lower re-
sources. In addition, the model showed promising zero-shot transfer translating between
languages it had not been trained on. The experiments also demonstrated improvements
in document-level translation, as the proposed method excelled over baseline systems and
delivered state-of-the-art results for a number of downstream tasks involving low-resource
languages.

The paper by Kira Sam and Raja Vavekanand [30] focuses on creating a gigantic LLM
called Llama 3.1 having over 405 billion parameters. The main objective was to build a
model which is efficient, scalable and highly customizable that could work well on multi-
lingual and complex reasoning tasks. They also wanted to address the model’s handling
of long context windows up to 128K tokens, challenging it with tasks like summarization,
question answering and content generation.The model was trained on a large dataset of
15 trillion tokens drawn all over the net from websites, books or research articles. Utiliz-
ing more than 16,000 H100 GPUs for massive parallel training over advanced and flexible
network configurations. They concentrated on refining the architecture of their model
by a standard dense Transformer model with enhanced training stability by avoiding the
complexity of mixture-of-experts models. Then they fine-tuned the model using tech-
niques like supervised fine-tuning (SFT) and rejection sampling. In many benchmarks,
such as multilingual translation and coding or reflection tasks, Llama 3.1 could outper-
form its predecessor Llama 2 andeven a model like GPT-4. They achieved state-of-the-art
performance across more than 150 benchmarks and displayed strong zero-shot capabili-
ties. This model is highly scalable and efficient, able to facilitate a variety of use cases
across many industries ranging from content creation to automated customer support.
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Chapter 4

Dataset Analysis

Dataset analysis is very important in the field of machine learning , data science and
especially in natural language processing. It gives us various angles and aspects of the
data which helps us with the research work.

Dataset analysis firstly helps us to understand the data clearly. By this we can clearly
know the data distribution, the variables of the dataset and more importantly the rela-
tionship between the data. It also gives us the information if the dataset has any error or
inconsistency. Which helps us to insure the quality of the dataset. Moreover, analyzing
the data set can be crucial in case of feature selection. We can easily understand which
features are important for our work by dataset analysis. Dataset analysis is very crucial
in case of data pre-processing and model selection. Lastly, exploratory data analysis
gives us the insight of data. Which can be crucial in discovering patterns in data. These
patterns and insights of data can be helpful in the decision making process of the research.

4.1 Data Collection

Our research is based on Bangla text summarization. In the Neural Language processing
field Bangla language is a low resource language.For Bangla language Creating or collect-
ing dataset is one of the tough tasks. For our research we tried to collect data from open
source resources.

For our research we have collected a dataset from BUET CSE NLP Group. XL- Sum,
a vast and varied dataset made up of 1 million BBC article-summary pairings that
have been professionally annotated and extracted using a series of carefully constructed
heuristics. This data contains 44 languages where there are low-resource languages like
Ambharic, Igbo, Somali and Bangla to high-resource languages like English, Hindi and
Russian. We have collected the Bangla portion of the dataset which will help us in our
Bangla text summarization process.

The dataset we collected has only BBC article-summary pairings. So we tried to extend
the dataset and create a new dataset containing data not only from BBC but also from
other sources like The Daily Star, The Ittefaq and Prothom Alo. We tried to include
different types of domains. But we only got article-summary pairings data from The
Daily Star. We couldn’t fetch data from The Ittefaq because it was restricted and from
Prothom Alo because they don’t have article-summary pairings data. The quality and
robustness of a summarization model can be greatly improved by using different domains.
Different writing styles, different content structures and different topics in datasets from
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different sources help explore models differently and the more models can generalize over
wider spreads of inputs.

“id”:“news-48103267”,“url”: “https://www.bbc.com/bengali/news-48103267",

“title”: RPTS! TERIT L05s: RORF A ARFMCHE TS 2RSS S FAZ
RPMR, “summary”: 2/[@ AACAGAR 2 IRFAWH WE =19 Tt 2 RS Prars
Fe RPR| 9@ Qg 93w SEPhR WEee Se W e 2@ @6 | “text”:
RERFIR FOIOT IRET 7@l TR (@1 SIS F2 99 [EHF0 2095-93 &)
JRETA=! TSI WA ST SrUTEw (IR [GHF (@6 R | @F2IANY WRF 041
AT CHTGINH T3S 2 TTRFIoPMI AR ST FEIOE | O1F @3 B9 o1TsTE0s @
ST PR A QU 2IBog % 27 W= SAEb1- TN | SR Tenes
R T 2@ STNCEGAR P2 oG GHF0 @6 | 7eprsl et T SAr=iers sy saies
STNICEATGE AT LS RIFTor ST (F02 €T (& @ IS TOETS WIbT SemT et IR
R | T @3 e @ S0 #17e | S (F AIST ST 2T FOTTI I NI SITI-T
CIICS (P ACER QI A ATFC02 A4S TR T AP | @A A TN
ZITGT T et e FATS SIS AT | 2TFIAF (T S AN e e oiesy S0
@ R IeTg, Ove TUeme <are @e R L AR | EhTs g 2w @ ®
a1, ST AT 8 RSO ATGT #17et S0 TenRRens | <5y SIaiT S J0e (767
AT A6 WS, - STIRreTs []Aa e W4T e m e B | Sreim omd (F919F
8 GEBIEE ITOR T PR IE W@ @2 Qi< T | A9 e, O [<=ipTet S
T SR S WS 23 | QI 072 AIIOI TS AP FNQE S PO
2@ RORGE | Ame GIENE @2 TR ’IF SRR T IR < IR | S Q¥
SR ST ST (S Z(F | 9 JZS 972 JCS AR AT (FF A GG, S QF6T
AT (B8 TR, ”-JEARLE [T (o1 | St e SR060H I8 AACEAGAGT Z& SAFA
F @F TE | (FORE 42 AEd ST TNes [RTed 'Re Quy oG | Siaee @2 enhis
AITFR AT AT NS0T A AT FARA O GOTF TTOr8 FIForeiyy’ Ienge [
TS FTAT B | ARFAD IR (W (o 191 FIET DA, IR G2 AR SIS
JZ (ATF 19 T | Y ST ST AIANY FAE-AJS 1240 o7 T 27 I "QF Y I
A oM RS T IT T & NS AR AJS AT 16T I S A AEAH! (R |7
FAER G AR P e 7o R e - @ 2099 T8 @2 12 T I9E
"SAFOT RGN || O S90S SEPAE NS ST A QYN AE BT (72
IR THFD [T | R IRE STy 473 SN [0; o163 Wiemd S F90T 13/e
QETACRR ST TF BTRTS A2 TS D2

The dataset is stored in JSONL format. The dataset contains the following fields: id,
url, title, summary, and text. Among these, the most important fields for our research
are the summary and text, as these are key for performing intrinsic evaluations of the
summarization models. This table serves as a demo of how our dataset is structured and
what kind of information is stored in each field.

4.2 Data Pre-Processing

Data pre-processing is an important part of Natural Language Processing (NLP) which
involves cleaning, preparing raw and removing unwanted data for model training. If
the dataset is pre-processed properly it will lead to better model accuracy. So we have
pre-processed our dataset which we have fetched from The Daily Star. Firstly, we have
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seen if there are any null values and removed them because it will negatively impact the
summarization performance. Then duplicated data is discovered and discarded to pre-
vent redundancy. Moreover, the texts that are not twice the length of the corresponding
summary are identified and removed.

4.3 Exploratory data analysis for the XL-sum dataset

4.3.1 Dataset Overview

The dataset has a total of 10126 samples.The dataset is splitted into 8:1:1 split, where
80% of the samples are used for training the model. 10% is for validation and another
10% is for testing the model. So, we have 8102 training samples, 1012 testing samples
and 1012 validation samples.

Figure 4.1: Dataset Overview

4.3.2 Text Length Distribution

In our dataset every data has three sections: title, text and summary. This histogram
shows the text length distribution of the dataset. The X-axis represents the length of
the texts in words. Which is labeled as “Word Count”. The Y-axis represents how many
times a text of a certain length occurs in the dataset. This axis is labeled as “Frequency”.
This histogram has a right skewed distribution. Which means most of the samples of the
dataset have lower word count. From the histogram it is visible that the highest number
of samples has 400-600 words. Also most of the samples have word count between 100 to
1500. Very few samples have word count over 2000 words. Lastly the average text length
is 601.72 words.
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Figure 4.2: Text Length Distribution

4.3.3 Summary Length Distribution

Figure 4.3: Summary Length Distribution

This histogram shows the text length distribution of the dataset. The X-axis represents
the length of the sumarries in words. Which is labeled as “Summary Length (words)”.
The Y-axis represents how many times a summary of a certain length occurs in the
dataset. This axis is labeled as “Frequency”. his histogram also has a right skewed
distribution. Which means most of the samples of the dataset have lower word count. In
this histogram the summary length distributions of the training data can be seen. Here,
the highest number of samples falls between 20-25 words. Most of the summary lengths
are between 5 to 50 words. Very few summaries in training data are above 50 words. In
the training dataset Average Summary Length is 23.04 words.
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Figure 4.4: Text length vs Summary length

4.3.4 Text length vs Summary length

Here the Text length vs Summary length scatter plot is visible. The X-axis represents
the length of the text in words. Which is labeled as “Text Length (words)”. The Y-
axis represents the summary length in words. This axis is labeled as “Summary Length
(words)”. From the scatter plot it is clearly visible that most of the texts have a summary
between 10-40 words. Very few texts have summaries above 50 words. Also, when the
text length increases the summary length also increases, but not so intensively. There
are many texts with the length between 2000-3500 words but their summaries are not
that long.

4.3.5 Uni-gram Analysis

Figure 4.5: Uni-gram Analysis

This bar chart represents the frequency of unigram,which is the frequency of single words
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in the dataset. From the uni-gram analysis we can see that words like @2, Fq, @, =T
is so frequent. The most frequent word in the training data is @2 Uni-gram analysis
is so valuable in text summarization. It helps to identify the commonly or frequently
occurring words. Frequent words in a dataset can be important for the summarization.
Also, uni-gram analysis can help in data pre-processing. By uni-gram analysis the less
important but commonly occurring words can be founded and can be added as stopwords.

4.3.6 Bi-gram Analysis

Figure 4.6: Bigram Analysis

This bar chart shows the frequency of Bi-grams, which is the frequency of two worded
phrases in the dataset. Here the X-axis represents the common Bi-grams and the Y-axis
represents the frequency of those common Bi-grams The most frequent phrase in Bi-gram
analysis is T . Phrases Like 9T 23, I AR, WS I S 2T is frequent in
the train data. *TOC® AT, A g such phrases are frequent in this data set because
this dataset in created from the BBC news articles. For coherent summary generation
understanding the context of the original text is necessary. Bi-gram analysis helps to find
the commonly used phrases, which can help to capture context of a sentence. Moreover,
Bi-gram analysis helps to resolve ambiguity. Some words can have different meanings in
different contexts. Bi-gram analysis is very helpful in those cases.

4.3.7 Tri-gram Analysis

This bar chart shows the frequency of Tri-grams, which is the frequency of “sequence of
three words ”. Here the X-axis represents the common Tri-grams and the Y-axis has the
frequency of those common Tri-grams. From the Tri-gram analysis it is clearly visible
that the phrase ST 2T T has the highest frequency. Phrases like IR IR&T SICET,
JIRETS AT I, AREY AT 20 are frequent in the dataset. Those phrases are frequent
because this dataset is created from the BBC news articles. From Tri-gram analysis
we can see which words tend to come together in many sentences. Also, tri-gram carries
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Figure 4.7: Trigram Analysis

more sequence and meaning which can be so helpful in removing ambiguity and capturing
context of a text.

4.4 Exploratory data analysis for the merged dataset

4.4.1 Dataset Overview

The dataset has a total of 22531 samples. The dataset is splitted into an 8.55:1:0.45
split, where 85.5% of the samples are used for training the model. 10% is for validation
and another 4.5% is for testing the model. So, we have 19266 training samples, 1012
testing samples and 2253 validation samples. We only extended the training data and
the validation data in our extended dataset.
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Figure 4.8: Dataset Overview

4.4.2 Text Length Distribution:

The X-axis represents the length of the texts in words. Which is labeled as “Word Count”.
The Y-axis represents how many times a text of a certain length occurs in the dataset.
This axis is labeled as “Frequency”. This histogram has a right skewed distribution.
Which means most of the samples of the dataset have lower word count. From the
histogram it is visible that the highest number of samples has 250-500 words. Also most
of the samples have word count between 100 to 1500. Very few samples have word count
over 2000 words. Lastly, the average text length is 542.25 words.

Figure 4.9: Text Length Overview
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4.4.3 Summary Length Distribution:

Figure 4.10: Summary Length Overview

This histogram shows the summary length distribution of the dataset. The X-axis rep-
resents the length of the sumarries in words. Which is labeled as “Summary Length
(words)”. The Y-axis represents how many times a summary of a certain length occurs in
the dataset. This axis is labeled as “Frequency”.This histogram also has a right skewed
distribution. Which means most of the samples of the dataset have lower word count. In
this histogram the summary length distributions of the training data can be seen. Here,
the highest number of samples falls between 20-25 words. Most of the summary lengths
are between 5 to 55 words. Very few summaries in training data are above 60 words. In
the training dataset Average Summary Length is 23.82 words.

4.4.4 Text length vs Summary length:

Here the Text length vs Summary length scatter plot is visible. The X-axis represents
the length of the text in words. Which is labeled as “Text Length (words)”. The Y-
axis represents the summary length in words. This axis is labeled as “Summary Length
(words)”.From the scatter plot it is clearly visible that most of the texts have a summary
between 10-60 words. Very few texts have summaries above 60 words. Also, when the
text length increases the summary length also increases, but not so intensively. There
are many texts with the length between 2000-3000 words but their summaries are not
that long.
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Figure 4.11: Text Length And Summary Length

4.4.5 Uni-gram Analysis:

This bar chart represents the frequency of unigram,which is the frequency of single words
in the dataset. From the uni-gram analysis we can see that words like 3 , @8 , @ , T is
so frequent. The most frequent word in the training data is ¥F. This word has occurred
more than 8000 times in the dataset.

Figure 4.12: Uni-gram Analysis

4.4.6 Bi-gram Analysis:

This bar chart shows the frequency of Bi-grams, which is the frequency of two worded
phrases in the dataset. Here the X-axis represents the common Bi-grams and the Y-axis
represents the frequency of those common Bi-grams The most frequent phrase in Bi-gram
analysis isToTW 3. This Bi-gram has occurred more than 10000 times in the dataset.
Phrases Like (927%1 & , R IREAE, T 27, I AR, 2NV 2T, S 1 is frequent
in the train data. (G B , [RDT AEMS, (TS S, SET 2GS . such phrases are
frequent in this data set because this dataset in created from the BBC and The Daily
Star news articles.
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Figure 4.13: Bi-gram Analysis

4.4.7 Tri-gram Analysis:

Figure 4.14: Tri-gram Analysis

This bar chart shows the frequency of Bi-grams, which is the frequency of “sequence of
three words ”. Here the X-axis represents the common Trigrams and the Y-axis has the
frequency of those common Tri-grams. From the Tri-gram analysis it is clearly visible
that the phrase (92 BRC&F W@ has the highest frequency. This Tri-gram has occurred
more than 3500 times in the dataset. Phrases like (927e1 BF e, RO IREATT ST,
R ST 479, [T AEANF A are frequent in the dataset. Those phrases are frequent
because this dataset is created from the BBC and The Daily Star newspaper.
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4.5 Dataset Evaluation:

In natural language processing (NLP) dataset evaluation is important because considering
the fact that the quality of the dataset is directly related to the performance of the model.
Developing meaningful statistical models is impossible without having high quality data.
In other words, the models will pick up the right task without learning irrelevant patterns
or biases. Due to the unique challenge that the task poses in the context of summariz-
ing, dataset evaluation becomes particularly important. In the merged dataset, we used
intrinsic evaluation to assess the quality and see if the merged dataset holds the similar
quality as XL-Sum dataset. The intrinsic evaluation assesses certain, measurable charac-
teristics of summaries. There are many automatic metrics to quantify important features
of abstractive summaries (e.g., abstractivity, novel n-grams, compression, redundancy,

BERTScore, BLEU).

4.5.1 Abstractivity:

The amount of the content in the summary that is newly generated (distinct from copied)
content from the source document is called abstractivity. By being more abstractivity,
the dataset indicates that a model can learn to generate new content rather than just
obtain text from it. Abstractivity is measured by finding fragments that are greedily
matched between the input article and the summary [18] [11]. Abstractivity is measured

by

> reris |1
|Si[P

4.5.2 Compression:

Compression refers to the amount of how much information in the document is summa-
rized in a short length. A higher compression score is required. The higher the score, the
shorter the summary and yet it includes the same information. Compression is calculated
as the ratio of the length of the text and of the summary[18]. Compression is measured

by

15

CMP(A,S) =1— a

(4.2)

4.5.3 Novel n-grams:

The extent to which new words or sequences of words (n-grams) appear in the summary
compared to the text is measured by novel n-grams: uni-gram measures novel words,
bi-gram, tri-gram for novel two and three word sequences respectively. On abstractive
summarization datasets, higher percentages of novel n-grams are better [12]. Novel n-
grams are measured by
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Number of Novel n-grams

(4.3)

Novel n- =
ovel n-grams Total Number of n-grams in Summary

4.5.4 Redundancy:

The redundancy measures the amount of repetition of information in the summary, uni-
gram redundancy is to repeat the common single words, bi-gram redundancy is to repeat
the pairs of words. Lower redundancy scores are better for abstractive summarization
datasets because they mean the summarization contains less repetition, which improves
readability and conciseness [23]. Redundancy is measured by

RED(S) = % (4.4)

Metric XL-Sum Dataset | Daily Star Dataset | Merged Dataset
Abstractivity (%) 72.76 70.81 71.60
Compression (%) 94.74 88.02 92.78
Novel Uni-grams (%) 38.81 48.84 43.12
Novel Bi-grams (%) 81.10 80.91 81.30
Novel Tri-grams (%) 92.10 91.47 92.40
Redundancy (Uni-grams) (%) 2.93 3.35 3.55
Redundancy (Bi-grams) (%) 0.25 0.35 0.34

Table 4.2: Comparison Of Different Metrics Across Different Datasets

From the table we can see the metrics for the Merged dataset are generally close to those
of the XL-Sum dataset across most of the evaluated parameters. The Merged dataset
has an abstractivity value of 71.60 %, slightly less than 72.76 percent for XL-Sum. In the
Merged dataset, the compression score is 92.78% compared to 94.74% for the XL-Sum
compression score is close to the same level of conciseness. Regarding novel n-grams,
in the Merged dataset uni-gram shows a value of 43.12%, which is somewhat higher
compared to 38.81% for XL-Sum, while for bi-gram the values are quite close to 81.30%
for Merged dataset and 81.10% for XIL-Sum. The tri-gram also has minor differences, with
the Merged dataset having 92.40% compared to 92.10% for XL-Sum. The redundancy
values for uni-gram and bi-gram metrics also indicate a close match. The uni-gram
redundancy for the Merged dataset is 3.55%, while for XL-Sum it is 2.93%. Similarly,
the bi-gram redundancy shows a minimal difference, with 0.34% for Merged compared to
0.25% for XL-Sum. These small differences across the metrics suggest that the Merged
dataset can hold some similar qualities as the XL-Sum dataset.

4.5.5 BERTScore:

BERTScore is a natural language generation evaluation metric, including summariza-
tion. BERTScore is very well applicable to the summary generation task of paraphrasing,
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Figure 4.15: Comparative Analysis of Abstractivity, Compression, Novel n-grams, Re-
dundancy Across Different Dataset

rephrasing. Considering semantic meaning which is essential to abstractive summariza-
tion, BERTScore can better evaluate the summaries. It uses precision, recall and the
F1 score. The precision entails the amount of the summary relevant to the text. The
recall measures how much of the article content is contained in the summary. And the
harmonic mean of precision and recall is F1 score. This score tells us how well the sum-
mary matches the original text in terms of both what it includes and how relevant that
information is [27] [17].

Metric XL-Sum Dataset | Daily Star Dataset | Merged Dataset
Precision(%) 73.63 74.82 74.05
Recall(%) 62.00 63.01 62.59
F1 Score(%) 67.28 68.37 67.80

Table 4.3: BERTScore Across Different Datasets

From the table we can see the Merged dataset reaches 74.05% precision and 73.63%
for XL-Sum which means the quality of the generated summary in terms of relevance
is similar. The Coverage of the content of the merged dataset is almost the same as
XL-Sum, because recall of the merged dataset is 62.59%, and 62.00% for XL-Sum. The
F1 Score for Merged dataset is 67.80% and that of XLSum dataset is 67.28% which is
balanced over precision and recall across both datasets. These small differences imply
similar inherent quality, relevance, coverage properties for the merged dataset compared
to XL-Sum dataset. The fact of this close alignment means that the quality attributes
of the XI-Sum dataset are preserved in the merged dataset.
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Figure 4.16: Comparative Analysis of BERTScore Across Different Dataset

4.5.6 BLEU

Until now, we have evaluated different types of metrics to understand how much abstrac-
tive the dataset is by measuring semantic richness, and novelty of content, as well as
how well the generated summaries reflect the meaning of the original text instead of just
copying. These also help to understand the quality of the summaries in terms of coverage.
Now we will evaluate the BLEU metric which is commonly used for summarization. For
this case, low BLEU values represent abstractive summaries as it only sees exact words.

BLEU (Bilingual Evaluation Understudy) is an evaluation metric to see how well the text
generated is similar to the reference text by using n-gram overlap. The BLEU measures
the number of n-gram (e.g. uni-gram, bi-gram, tri-gram) from the summary that overlaps
the n-gram of the reference text.The uni-gram precision is used to observe how much the
each word of the summary document matches with the reference document. Bi-gram is for
two-word sequences between the generated summaries and the reference text. Tri-gram
precision is for three-word sequences [1].

Metric XL-Sum Dataset | Daily Star Dataset | Merged Dataset
Uni-gram(%) 2.07 2.18 2.44
Bi-gram(%) 1.06 1.21 1.26
Tri-gram(%) 0.65 0.76 0.77

Table 4.4: BLEU Score Across Different Datasets
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The table shows that the n-gram values for XL-Sum and the merged dataset are extremely
low.The merged data’s n-gram values are close to the values of the XL-Sum dataset. Low
BLEU scores among the various n-gram levels suggest that the merged datasets are highly
abstractive, similar to the XL-Sum dataset. Consequently the summaries in the merged
dataset do not closely represent the reference texts in terms of exact wording and word
sequence, which are typical traits of the abstractive summarization.

Figure 4.17: Comparative Analysis of BLEU Across Different Dataset
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Chapter 5

Model Description

5.1 T5

The model T5 (Text-To-Text Transfer Transformer) is a type of deep learning model
which is basically focused on Natural Language Processing tasks. It is a Encoder-Decoder
model and it converts all NLP problems into text-to-text format. It means the input and
output of this model is both in text format. This model is pre-trained on the C4 corpus
which is a very large dataset containing clean text extracted data from web pages. Pre-
training on this large corpus helps this model to learn the language patterns and many
other things that play an important role while working on text.

Figure 5.1: T5 model with different prefixes

This figure [5.1] [28] shows how this model works on different prefixes. It receives the
prefix which is basically an instruction of what type of task that the model needs to do.
Along with the input and prefix, this model next does the task which has been instructed
for example: summary, expansion of input text etc.

This figure [5.2] [20] is a more detailed view of what types of tasks the T5 model does.
The first type of task in the figure shown is translation. Here the model translated the
following input according to the instruction. The second type of task is, linguistic ac-
ceptability and understanding of any input. In this part, it is checked that an input is
grammatically correct or not or the following sentence is linguistically accepted or not.
The third one is an example of semantic textual similarity between two sentences. Here
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Figure 5.2: Framework of the T5 model

the output is a number where the range of the output is 0 to 5. This model compares
between the input sentences and it produces output in between that range. The last one
is a summarization task. Where the input is a quite large document and the produced
output is a summary of the input. This model does this kind of textual task while the
format of input is, giving the actual input or sentences on which the model works along
with the prefix, which is mentioning what type of task the model has to be done.

Figure 5.3: Architecture of the T5 model

This figure[5.3](28] is presenting the architecture of the T5 model. From the Inputs
part, the model gets the input on which it will be working on. In this part, tokenization
is completed meaning the whole input text is splitted into smaller pieces so that the
model is able to do the necessary processes with these tokens. As transformers do not
contain any track of token order, each token gets its position in the sequence from the
positional encoding part. This model is a combination of a bunch of encoder-decoders.
After receiving position from the positional encoding, the encoder part starts to pro-
cess the input text and also tries to understand the context of every word. Fach block
contains layers of self-attention and feed forward neural network. The importance of
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every word comparing each other is calculated in the self-attention process. And feed
forward is a neural network which processes the output of the attention layer. Each sub
layer which consists of self-attention and feed forward neural network is connected with a
residual connection which is add and normalize. It is followed by layer normalization and
controls the stability of the learning process. The Decoding part is also made up with
a bunch of decoders where each layer contains self-attention, encoder-decoder attention
and feed-forward neural networks. Similar to the encoding part of self-attention, in this
part of decoding it limits what each place in the output sequence can do to what comes
before it. The encoder - decoder attention part works for the decoder to focus on relevant
parts of input sentences. And the feed forward neural network processes the output in
that similar way of the attention layer. The linear layer is basically a representation
of the vocabulary of the model which converts the output of the decoder to a higher -
dimensional space. And lastly, the softmax is a probabilistic function which is applied to
the linear layer output for every token of the vocabulary to determine the next token.

5.2 BART

In Natural Language Processing (NLP) one of the notable models is BART (Bidirectional
and Auto-Regressive Transformers). BART is an encoder decoder network which shares
similarity with BERT and GPT models. Over small supervised datasets, the BART
models can be fine tuned to create domain specific tasks. BART has multiple encoder
and decoder layers.

Figure 5.4: Bidirectional Encoder And Autoregressive Decoder [15]

It is an autoencoder, a form of denoising autoencoder. This is a neuron network which
learns useful features by encoding degraded input sentences and decoding it back into
its original form. The model is used for text summarization, question answering , and
language translation. The encoder is similar to BERT and is bidirectional (allowing it
to understand context in both directions) and the decoder similar to GPT generates the
output in an autoregressive manner (token by token).

Each encoder layer has many components. Before entering input embedding the tokeniza-
tion is completed. Then in input embedding the input tokens are converted into numerical
vectors. Furthermore in positional encoding, the positional information is added to these
embeddings because the transformer model doesn’t inherently understand the order of
words. The multi head attention mechanism after that allows the encoder to attend to
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Figure 5.5: BART single encoder-decoder network architecture [29]

different parts of the sentence and analyze relations of words (in a bidirectional manner).
So that the encoder will be able to capture both preceding and succeeding words, and
that’s really what makes it effective in understanding the entire context. After the multi
head attention mechanism, the encoder adds the original input to the output of the at-
tention layer through skips connections. Then the layer normalization is applied next to
stabilize the network and maintain consistency of values across tokens, making its way
to all tokens uniformly processed. The process of outputs being further processed to the
feed forward neural networks provides further representations to each token. And then
the output is just a sequence of contextual embeddings, for each input token ready to
feed to the decoder. BART has a decoder which goes autoregressive where it goes token
by token, given the previous tokens it is trying to predict the next one. First output
Embedding takes the shifted right output sequence. Similar to the encoder, positional
encodings are added to maintain the correct word order in the positional encoding layer.
In the decoder part, as the current output tokens, the Masked Multi Head Attention
layer processes them and ensures that the model does not see any future tokens. It helps
predict one token at a time, by only attending to the already generated tokens. Further-
more, the decoder is connected to the encoder output by the Cross-Attention layer. This
layer takes the encoder’s embeddings. By linking up the created output with the input
sequence, it gathers relevant information. Like the encoder, the output from both the
masked self attention as well as the cross attention layers is added back through skip
connections and further layer normalized in add and norm layer. Then the linear layer
processes the output that is produced by decoder. And the layer converts the output in
logits. Then the softmax layer transforms them in probabilities and makes sure every
probability is in a range. Based on the highest probability the next word is chosen [15].
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5.3 Llama 3.1

Llama (Large Language Model Meta ATI) 3.1 is a transformer-based language model which
is developed by Meta Al with a focus on various natural language processing (NLP) tasks,
more specifically where generation is the main goal such as text summarization, transla-
tion, question answering etc. Llama 3.1 is very much effective as it was trained over 15
trillion tokens, at the same time continuous optimization for scalability and efficiency.
Utilizing over 16,000 H100 GPUs ensures a very high quality performance and resource
management of this model.

Figure 5.6: Architecture of Llama 3.1 [30]

Llama 3.1 is a decoder-only transformer model whose architecture is particularly very
effective for the autoregressive tasks. In autoregressive tasks, models predict the next
word in a sequence based on the whole context. In text generation tasks, this model
performs in this way. The first step of Llama 3.1 is the transformation of input which is
basically text. This step is token embedding, where each input text is represented as a
high-dimensional vector with capturing the semantic and syntactic properties of the text.
To generate meaningful text with actual context, capturing the semantic and syntactic
properties are very important. But this doesn’t include remembering the positions of
tokens. Although it’s very important to contain the actual meaning of the input text.
That is the reason why positional encodings are added to the token embeddings, which
ensure to keep track of the position of the generated tokens in a sequence. The next step
is Self-Attention Mechanism which is the core of the Llama 3.1 model for its multi-head
mechanism. This mechanism ensures Llama 3.1 to focus on different parts at the same
time of the input text. Because of this mechanism Llama can capture both long and short
term dependencies between words in a sequence. Capturing these long and short term
dependencies ensures to generate more relevant and coherent text. After processing the
information in self-attention, these are passed through feed-forward networks. By passing
through this layer, the model learned the representations while providing additional ab-
straction. This process enhances the ability to generate from the input text. For deeper
understanding of input text and to ensure more coherent and contextual output there
can be more occurrences of this layer. To make sure the model is learning efficiently nor-
malization is applied in various points of the model. To pass the information efficiently
between layers and prevent the degradation of learned features residual connections are
employed. The last step is the output layer which is basically the generation of desired
text. This layer produces probabilities for every next token in autoregressive fashion
based on the processed input and generates one word at a time.
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5.4 Bloom 576M

Bloom (BigScience Large Open-science Open-access Multilingual Language Model) is a
decoder-only transformer model which is designed for natural language processing (NLP)
tasks such as text generation, translation, question answering, sentiment analysis etc.
With a capability of zero-shot and few-shot learning, this model has the ability to trans-
late across 46 natural languages and 13 programming languages.

Figure 5.7: Architecture of Bloom [26]

This diagram represents the BLOOM architecture. This model follows a transformer
architecture with several important designs which ensures optimizing both performance
and training stability. Bloom is built with the use of 70 stacked decoder blocks, where
each of them processes the input tokens by passing through multiple transformer layers.
In each layer there are self-attention and feed-forward sub-layers. Before going to the
next layer the generated tokens go through layer normalization. This model uses a multi-
head self-attention mechanism which basically allows one to focus on different parts of
the input sequence simultaneously. Because of this it can capture dependencies in a long
sequence more efficiently. In this mechanism, a key-query product is calculated which is
followed by a softmax layer and applies an ALiBi mask. The main purpose of the mask
is to adjust attention weights which are calculated based on the distance between tokens
and it ensures the performance on longer sequences. The outputs from the attention
mechanism are passed through feed-forward networks (MLP), which ensures further ab-
straction and transformation of the input data for generating more relevant and coherent
text, also training stability and smooth propagation of gradients. To adjust attention
wights BLOOM uses AliBi (Attention with Linear Biases) positional embeddings, which
ensures better performance for longer sequences. In the Head Fusion step, all outputs
from all the heads which are the attention scores combined into a single vector. After
that a weighted sum of values is calculated by using the attention scores as weights and
compute the sum of values. Here the most relevant parts of the inputs are combined
which generate more informed representation for next processing. After that, these val-
ues are passed through the subsequent layers of the model to generate the final output.
For example in text generation, the output is predicting the next token in the sequence.

39



Chapter 6

Result Analysis

6.1 ROUGE Score

In our research we used ROUGE score to evaluate the fine-tuned models. We used
ROUGE-1 , ROUGE-2 and ROUGE-L metrices. Those ROUGE metrices and ROUGE
scores are based on the n-grams concepts. ROUGE-1 measures the overlap of Uni-grams
between the model generated summaries and the human generated reference summaries of
the test dataset. ROUGE-2 measures the overlap of Bi-grams and ROUGE-L measures
the Longest Common Sub-sequences. ROUGE-L doesn’t necessarily need consecutive
matches, it can work with in-sequence matches.

Model Batch Size | Epoch | ROUGE-1 | ROUGE-2 | ROUGE-L
mT5 (Collected Dataset) 32 1 20.92 7.60 18.49
mT5 (Our Dataset) 32 1 21.01 7.58 18.36
BanglaT5s 32 10 16.19 5.24 14.49
mBART 32 10 14.49 4.03 11.98
Llama 3.1 - - 13.10 3.71 11.50
Bloom-576 M 8 5 7.81 1.62 5.55

Table 6.1: Model Performance(ROUGE Score)

We have fine-tuned mT5, BanglaTh, mBART and Bloom-576M models. Firstly, we
have fine-tuned the mT5 model with the collected dataset and our dataset. After
training the model with these two datasets we tasted the model with the same test-
ing dataset to evaluate them. The ROUGE-1 , ROUGE-2 and ROUGE-L generated
by mT5(collected dataset) consecutively are 20.92, 7.60 and 18.49. The ROUGE-1 |,
ROUGE-2 and ROUGE-L generated by mT5( Our dataset) consecutively are 21.01,7.58
and 18.36. Here, the mT5 model fine-tuned by our dataset beats the mth model fine-
tuned by the collected dataset on the ROUGE-1 score. The ROUGE-2 score is almost
similar. But on the ROUGE-L score mt5 fine-tuned by the collected dataset is higher
than the mT5 model fine-tuned by our dataset.

Then we fine-tuned more models to evaluate which model can perform better in Bangla
summarization. The fine-tuned BanglaT5 model has generated ROUGE-1 , ROUGE-2
and ROUGE-L scores consecutively of 16.19, 5.24 and 14.49. Which is lower than the m'T'5
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model fine-tuned by the both datasets. But higher than other models we fine-tuned. The
fine-tuned mBART model has generated ROUGE-1 , ROUGE-2 and ROUGE-L scores
consecutively of 14.49, 4.03 and 11.98. Another model we fine-tuned is Bloom-576M
. This is one of the two LLM models we tried for generating Bangla summary. The
ROUGE-1 , ROUGE-2 and ROUGE-L scores generated by this model consecutively are
7.81, 1.62 and 5.55. The scores generated by the Bloom-576M model are so low because
this model didn’t generate a summary of the given text. It has generated a passage based
on the given text.

Lastly we used another LLM model named Llama 3.1 to generate Bangla Summary. We
didn’t train this model with our dataset because the model is created for doing multiple
tasks and training it with another dataset is beyond our computational capacity. We
used prompt engineering(langchain) to make the model generate summaries. We used 4
bit quantization because using the whole model is beyond our computational capacity.
The ROUGE-1 , ROUGE-2 and ROUGE-L scores generated by this model consecutively
are 13.10, 3.71 and 11.50. These results can be improved if we can increase the compu-
tational capacity.

However, ROUGE has some limitations when it comes to abstractive summarization and
semantic accuracy. In the case of abstractive summary, summaries are generated using
completely different words or sentence structures that have the same meaning. ROUGE
tends to fail in measuring the evaluation of those summaries since it relies on word over-
lap. Bangla is a rich language which has many synonyms of one word. Bangla is also
a morphological language with various sentence structures and word forms. Because of
this the calculation of word overlap faces many mismatches which causes lower ROUGE
value [7].
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6.2 Other scores

In order to find out the quality of the summaries generated by the models. We evaluated
the summaries in Abstractivity, Compression, Novel Uni-grams, Novel Bi-grams, Novel
Tri-grams, Redundancy(Uni-grams) and Redundancy(Bi-grams) metrices.

Figure 6.1: Comparison of Models Across Various Metrices

6.2.1 Abstractivity

The Abstractivity metric score describes how much abstractive the generated summaries
are. Since we are working on abstractive summarization this score is very important.
In terms of Abstractivity metric summaries generated by the BanglaTh model has the
highest score. It has a score of 62.70% . Then comes the summaries generated by the
mBART model, it has a score of 54.12%. Both of the models beat the score of the mT5
model, which is 45.32%. The Llama 3.1 model has an Abstractivity score of 30.01% and
the Bloom-576M has a score of 28.17%. From those scores we can say that the summaries
generated by BanglaTh and mBART models are more abstractive than the mT5 model.
But summaries generated by Llama 3.1 and Bloom-576M models are less abstractive than
the mTH model.

6.2.2 Compression

The compression metric score shows how much shorter the generated summaries are
compared to the reference text. The higher the compression score, the shorter the sum-
mary and yet it includes the same information. Here the summaries generated by m'T5,
BnaglaTh5 and Llama 3.1 have almost similar scores consecutively 96.64%, 96.27% and
96.38%. The mBART model has a slightly lower score than these three models , which
is 91.92%. Where the Bloom-576M model has a negative score of 2.88% , which means
the Bloom-576M model generates expanded passages rather than summaries.
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6.2.3 Novel Uni-grams, Novel Bi-grams and Novel Tri-grams

Novel Uni-grams, Bi-grams and Tri-grams in a summary describes how many unique
words, two worded phrases and sequence of three words are present in the summary. The
higher score in these metrices are better for abstractive summaries. The BanglaT5 model
has the highest score in all three of the metrices. The novel Uni-grams, Bi-grams and
Tri-grams scores of the BanglaT5 model are 33.12%, 74.79% and 90.26%. After BanglaTh
, the mBART model has best scores , which are 30.50% in novel Uni-grams, 66.08% in
novel Bi-grams and 79.89% in novel Tri-grams metrices. Both BanglaT5 and mBART
have beaten the mT5 model in Novel Uni-grams, Bi-grams and Tri-grams scores. The
mT5 model has novel Uni-grams score of 21.49%, novel Bi-grams score of 58.94% and
novel Tri-grams score of 77.14%. Novel Uni-grams, Bi-grams and Tri-grams scores of the
Llama 3.1 model consecutively are 15.49%, 38.80% and 50.09%. Lastly, the Bloom-576M
model has lowest scores in these metrices. Novel Uni-grams, Bi-grams and Tri-grams
scores of the Bloom-576M model consecutively are 16.29%, 23.89% and 26.55%.

6.2.4 Redundancy(Uni-grams and Bi-grams)

The redundancy measures the amount of repetition of information in the summary, Uni-
grams redundancy is to repeat the common single words, Bi-grams redundancy is to
repeat the pairs of words. Lower redundancy score is better for abstractive summary.

The mT5 model has a lower redundancy score in Uni-grams and Bi-grams than other
models. The Uni-grams redundancy score is 0.47% and Bi-grams redundancy is 0%.
BanglaT5 is slightly higher with the Uni-grams redundancy score of 4.10% and Bi-grams
redundancy of 0.57%. The mBART model also has very low redundancy values. In
case of Uni-grams redundancy The mBART model has a score of 7.33% and in Bi-grams
redundancy it has a score of 0.47%. The Llama 3.1 model has beaten BanglaT5 and
mBART models in case of Uni-grams redundancy with a score of 3.16%. The Bi-grams
redundancy score is also very close to other models, which is 0.85%. But the Bloom-
576M has a Uni-grams redundancy score of 40.05% , which is very high. It also has a
high Bi-grams redundancy of 9.61%.

From the scores of these metrices we can see that the summaries generated by BanglaTh
model have beaten all other models in abstractivity, Novel Uni-grams, Bi-grams and Tri-
grams. It also has lower values in Uni-grams and Bi-grams redundancy. The compression
value is also higher and close to other models. The mBART model also beat the base
mT5 model in case of abstractivity, Novel Uni-grams, Bi-grams and Tri-grams.It also has
lower values in Uni-grams and Bi-grams redundancy. The compression value is also higher
and close to other models. The Llama 3.1 model has a very good score in compression
higher than mBART and BanglaT5 , but it has fallen behind in other metrices. From
the results we can say that BanglaTh and mBART is better than the base model mT5 in
case of abstractivity, Novel Uni-grams, Bi-grams and Tri-grams. Those models have very
good scores in compression, Uni-grams and Bi-grams redundancy, but slightly lower in
compression metrices and slightly higher in Uni-grams and Bi-grams redundancy metrices
than mTH model. Lastly, the abstractivity, compression, Novel Uni-grams, Novel Bi-
grams ,Novel Tri-grams and redundancy score of the Bloom-576M model shows that it
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has generated extended passages rather than summaries.

6.3 BERTScore

BERTScore can better evaluate the summaries considering semantic meaning which is
essential to abstractive summarization. The BERTScore precision shows the amount of
the summary relevant to the text. The BERTScore recall is how much of the article
content is contained in the summary. And the harmonic mean of precision and recall is
F1 score. This BERTscore F1 tells us how well summary matches the original text in
terms of both what it includes and how relevant that information is.

Figure 6.2: BertSCORE Comparison of Models

From the barcharts we can clearly see that the mT5, BanglaT5, mBART and Llama 3.1
models have good scores in BERTScore precision which means the summary generated by
those models is very relevant to the text. The mT5 model has precision score of 76.57%
, BanglaT5 model has precision score of 74.22%, mBART model has precision score of
69.77% and Llama 3.1 has precision score of 72.43%. Only Bloom-576M has a lower score
of 61.90%.

In case of BERTScore recall all the models have scores above 70% except Llama 3.1, it
has a score of 69.31% which is also close to 70%. So all the models cover a good amount
of article’s information in the summary. The mT5 model has recall score of 72.99% ,
BanglaTh model has recall score of 70.81%, mBART model has recall score of 72.73%
and Bloom-576M has a recall score of 73.91%.

Lastly, in the case of BERTScore F1 score all the models have a good F1 score ,which
means how well summary matches the original text. Here mT5 beats other models with
the score of 74.68%, but others models are close to the score. Summaries generated
by BanglaTh have a score of 72.43% F1 score. The mBART model has an F1 score of
71.19%. Llama 3.1 has 70.77 and Bloom-576M has a score of 67.34%.
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From all the scores we can say that all the models have almost similar semantic meaning.
Since the BERTScore precision, recall and F'1 score of all the models are close to each
other.

6.4 Example of summaries generated by the models

Text

PRIN ZATEI0Ts (AF AT AT ¢o &MY (e FE B A
3 Toa T2] Amaq @I0 RETArs ey, e @feoE CTRRE (S
IS T T AT A1GT (FITOC- S5 TFMI FTHHT AU (TS O 2T
ANIFCNE 5 AFE | A3] SRR ST SR, IRFAWC 28T QT
9IT ¢q 7Y Sb TEF bbo Tl AN (TS BT [« | o< 7oy e
BT (IR &5 #Y ¢e TOMF 5% G| BF IR G @ oFF [«7ae
FER A% AN b O ¢ve T | IRAH @FF % 92 PIs W,
T O[S BT AT @R TWHLTSET S FT T @F TR FAIH
MUR | FAIIIR TR [FIRHNRE NN S0 PRI SADLOD (o FAT
RG-S (SIS (PTG oo (G (OIS BT FRAZS Tl Telaies
T g ATSHD (AF @3 2T A@ q0 A (e HF e, R |
RS 0y AT BH FIFR (PR Torzrd MR | (72 2o AAWesR (16
OF I § &Y (OTS B (PR, TF G0 IG S8 WA 20 ONR |
2PFT9I0 AN (OreT BFT A AHTFOIE I8 A PTas Wz FFe |

Original Sum-
mary

ISR MRS AN (AF TSI 0 AN (0187 AT 5
IF Mog TG |

Summary
Generated by
mT5

T FIMOC-55 BIE AN (OIS (AT FIEGFN 5 I A% [« AR
AP |

Summary ARFACH FETATSTZAH BT T AT O I3 AT TTT TR AT |
Generated by | % IR Mg, TS 80¥ G120 (AF TIR A €F &6 QG TR
mBART ooy TORFT (131 51 S0 Se) TS H12 M A |

Summary ARFATWCH FRATATSIZIAR TIMI FHA0 I I PIEs g AP |
Generated by

BanglaT5

Summary PR 2AT0I0E0 ((F AREMC 2ATONTA ¢o @Y (OIS I VI AT
Generated by | 31 @& T2y Wiz @I [efdrs sfaeng, =g 2499 ©re B3I @
Llama 3.1 ARSI I6 AR PIas W JH |
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Summary PR 2T (WF AREMW 2ATONCT ¢o &MY (UG A HH ST
Generated by | I @@ 2] W3 @IF0 [RBTAO TR, LW @@ GEE W0&F
Bloom-576M | s[5! @i o T 5148 (FI190-4s DIMIH FTEGNS AAN (01 TFT oW
ANTFONS 6 AR | T3] SAMAEE O S, AW 387 @fefe
T ¢ Y Sb T bbro Tel AN (OIS 0T (AR | 919 [0/ rernes
O o= &5 &MY ¢e TOTF 1% T | THT IR T @ oFF W
FEAE A% Y O eve O | IRAWH ¥ T @2 Prars Wi,
T TS BFT AT @oF TS ST FT T OF TR AFH
MR | ([AIIS AT [IHNET NN SIS TN ZHABIOOE o 4T
SHCFTC-STH (SRS (FITOHTG 6o (116 (Orer BT FHeazd Sl e
IR | I ATSIAD (WF @2 2¥% M@ 90 AT (TS BT NS 1NZ |
RS 0% Y THT AIFE (PR TS Q| (72 T2 QLA (W16
OF I & A7 (OTS BT (PR, TF G0 I8 SR WA 20T 0% | @3
PTG AN (OreT BT AT ATNTFOIE I8 I AS W AP |

We can see from the example that summaries generated by m'T5H, BanglaTh, mBart and
Llama 3.1 models are very concise and have the main concept of the text. But the
Bloom-576M model generates a whole passage rather than a summary of the text.
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Chapter 7

Error Analysis

We manually analyzed the generated summaries to see their overall quality. This will
help to know the area where the summarizing procedure needs to be improved.

o The length of some generated summaries were longer or shorter than the reference
summary length.

Example:

Original Sum-
mary

TS (@ [P AFAHCR IS BT AT DA 2T {7
73R o |

Summary
Generated by
mT5

FILECH SRS ST TR, TS FAPM 4T AT (P’ AR O
TN I |

Summary IREMCR SRS SH9 JeNR, TO ¢o IR GIFTN AIBIECS @M= 5™

Generated by TR TS | IS OIT02 T I ([T IR AAoreef T« Faes 7 A1 O =ieF |

mBART RteForRT I, @D BITRAT @92 &1 (7 O[T IR IO AN T |
T G ITTT ST BTl IO AR [GIred IS | F0E 9 -0
T IR MG MR e |

Summary BTFTY SHETSIRSE oINS SIFoTT AR AT bIT=wT |

Generated by

BanglaT5

Summary TS PG 4 GIPIE AT DTG (0 OGO R, [

Generated by | R QI FFCHIIF HITRAT SCHLATOIR & AR |

Llama 3.1
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Summary TREIST S JEE, TS ¢o IZE GIFTY HIBILCS @+ TN (TR €34 |
Generated by | 99 O92 T F(F [T IR Aores] [WHae™ 19 1 @ [ieF | [erord
Bloom-576M | I5&, @TF BITRAT @2 &1 (7 ST IEE FAS AN o | g W17

QAR Ao | REFORT 60", @F AT GG AT - (=BT AT W &
Ty WIPIF - O ACME 2T (712 | TS IR <Y Y2 57 @7 | bIE @I10
et o @1 [FaEe e QiR N QAT | o qeRd,
@1 BITHIE FTE WS TSR MR RGO | S @ 3o FrewT
Torenr TS APR [res AT | F0E 92— O R[S AT W
TR |

Here we can see the summary generated by mBART is significantly longer than the
reference summary. And the length of the other generated summaries is within an
acceptable range. Moreover, Bloom generated detailed passage instead of concise

summary.

Original Sum-
mary

IRENC AAMAF [T RBTICS SACAT 2R (T AT AT S
e (WSAIE) (FET AT BHATN LI (AT 50 [HEANNOTE, NaT (AP
voe 8 ITFAT W IS (AF Lyo (AN HHFA-AF »[*GN SRzl
R |

Summary
Generated by
mT5

NG DA ARFNMCR ST CF GLF 2T 2AT(F A0 SRS AT
SR | IARNT ST T2 IS FAE 0T IS 277 2SS AT ST
A= |

Summary AREATMCHR TG SO FACS 2T NG ST | QO(F I 2R '9 34
Generated by | RPMRES TFAEF M NS TN, IR ARLEH SAGHATT FRIPOT
mBART 8 IR

Summary IREATWCH ST 2 NG A2 AT 2Tl MCO AT A0 ST FAT
Generated by | T®R|

BanglaT5

Summary AT A2 L SIS Z[AE O IS 275 2GTF WG ST AR |
Generated by

Llama 3.1
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Summary
Generated by
Bloom-576 M

NG H@ YN AT TS T €5 TS TEIoE W ST
2T YA @ BHANNE NS SBF T FTe [ORRATS (AF [<§Fa A A
WY AT TAFE TOGFT IO A | ARSI Ioe W =0T
JRE SITHRH, oT0 IRAH 8 SRCOF AT THIA IR0 GFAeH
TE TRH WS ZA0S AT | "ATTS o1 SR I SR Qe 9T O
ATF BRAMR2 | OF QAT @6 @F FeMS RFCATNONIRE (& 0 | 912 1l
(A AR G191 Q=TI [ (T AME QR @F o SR OIS IR
ST STHIA S S | SRS ST [T o8 6 23R
T G @ SRR SN ToRFET SBCE ¢-50 F6 THOIA SATZIA 20O
AT | SRS SAEMAEF SAROTETE AHGe SZW IR, TIAT ST
T IS T O TS 2475 TSR AT AT AR |

From this example it is visible that the summary produced by Bangla T5 and Llama
3.1 is noticeably shorter than the reference summary.

e Because of the presence of union words and complex structures, few summaries
ended up with meaningless messages.

Example:

Original Sum-
mary

Rt @4 SEnbe AT FFAMHT (2PNGT (OeG Jri| TWes F1e @R
FUF o) TOTe VTN DA (U0 HATHTS T |

Summary
Generated by
mT5

TFAMHT (@PNGT FE0® (OAFG HriF W C=re  TNGAd s
SCATGT 5o |

Summary (RIAZG 2T (OTAG HTF AT 717 TS FCAFMA A ATASIP (AT
Generated by | ST ARFCII JGT TR AT FHER [F9F, AW ZTNAS TOT0S
mBART AR ONF Y72 U 8 [ |

Summary RIEE IS SACEADAE (FREY ZET JEAHT (@PTCT (O HT |
Generated by

BanglaT5

Summary S ST QF0 ST T SR |

Generated by

Llama 3.1
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Summary
Generated by
Bloom-576M

Ao AR QICET TR FHMI2 FT AR FT0F | ™ IR <eaman
i FCST A2 [T T3] FAA @F 2ATOFMS SIS H1 | IFAHT
(2PIES WA ZF 27 (WFLIT2F TW T (9P AT 2R, AAAF
TR 2T FECE T AT ZAR TEIATIF [T (T[T T2 Tore
AR | OF @23 g THRCAG ARG (20T Jroi e 9w 591 |
PR SRS @3I9S Y AT 2T FT 2R (&1 FAS <, TORADG T
BT SE0R | 27 b F6 & & THOrA=IN (OIS 51 [ead s (o
ST FTHT, QAT A S (WS 51 @ 26 (11 741 | 967 (7 QI<oyeem
LT (SITME OIS HTF AN QT U AT 20T W A0 | :
B SIS @ RIREET FOMR NN A & {66 I
BIE(R (APISIE3 2T | O@ @ E% (OA7C JIT7F (&€ TGl ATS
I |

As we can observe, the summary produced by Llama 3.1 concludes with an irrele-

vant message.

o Several summaries added unnecessary content.

Example:

Original Sum-
mary

%A AR O S5 S (7 (G0F 0T N[ @ G IR, T
(A YT oIS QFOT NI =0 =T 477 |

Summary
Generated by
mT5

Summary
Generated by
mBART

e RTos e 301900 ITFONO0 4T AR €32 OF 2ATOIRT TR [[/ros
el <Ten g e |

Summary
Generated by
BanglaT5h

A ARIRR B S B0 0T 23T 2R G0 Ao 7= (TS AT |

Summary
Generated by
Llama 3.1

T W21 SR (A *I2FF WA =) STl W T3 |
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Summary TG FITFATCH: T AT W SRS AP Q2 IS P NP (o7
Generated by | @3 2 TR @I "SMEAGTEH @F ATSITON | OF @2 IS SN
Bloom-576M | 2T qvd ToATATors o A, OME @ BIE Ig 320 | g 199
SBTA0 95 I A ¥, O O[MF A SRFLAL (T 19 (T [ | &Fo
TeTeTbra SE<a CIrd "G 1Y’ [/ S0 (73971 92y (T FE0T, OIS
4T 0% T IgF 0ofb M0 TTS Y00 I LRFCOIE SOIAAG 5 I A
FARE | "I QFAGT TF, ST QA TG GAGES (I I 2T T | QA
@S A 1| IS A, [P AT 1 | I TR0 QST ST QT
FAEEIR [, TERA WA | "AFOT AT ST TO1d A WA Tel ST
QIO §FF TR, 6 S A6 qToet 0 Mo AR, F1ee e
SIS FICTHT FACS ATTON T | QT (T FHIACA6 LI = T | SIS
IESTOF FPONFI N FACOT, AN OIS GIoFFT FATR | AACE JTATIOT
ST WF, ST g F9 TR 7 I SA1T% SR TS ST NPT T
TAGIRTEF BTl A[AE (ORI WCE 07 AT | TR0 IR QT
ST T A2 T SR NI SO TS 2107 A, I90" =0T |

From this example we can see the summaries generated by mBART and mT5 in-
clude unnecessary content. However, the summaries produced by the other models
provide relevant information. And the passage generated by bloom is also not
relevant.

o Important information was missing in several summaries.

Example:
Original Sum- | PTST2E TE19TOIE ©T6 SR TR OR 0¥ AMFATY T FRATOT==s4
mary ‘{@? Wl |
Summary ARFAHCR SPoATHDS (& A TR ST [T 0 |
Generated by
mT5
Summary AR TR P T AL |
Generated by
mBART
Summary ARFACRR ST QR0 NI T=FA S Tl ST o0 =07 |
Generated by
BanglaT5
Summary R TR ARFAHCRT AAGCH TS T TR |
Generated by
Llama 3.1

51



Summary
Generated by
Bloom-576M

AR TR GO A T 25T ATENT AL OB SO STITF ST
TS T (T KR IRFANE SR, IRFAH! AT ST (1 A HIFOIY
A T W N | AT (A ST, P DIFUATN SR
SR TORTR AN ST ZARE FJI 4l | @ ST GIPTH folpUsae
TRETS QIS 6 SOTF IR O | AN S el OIS 4TS AN
FPeree BIFUSER AFE 2[ TS wol=l &2 P (Weq T F
TR | ARENWC I T DIFOAR KT AT IR SIo4F (37 |
TR (FRIET6H TR | IS SIS T & IRIZ OF AF0H 2(F T[S
JE ORI 594 A O JTOETS AT [HGE O W& 0T M oS
ST I Tl | 8o IR A PN AR ST[2 SIS &1 o1 |
TG ATFTS THATRIEN e T3S |

This example shows that Llama 3.1 could not produce important information.

o There were some incomplete summaries.

Example:

Original Sum-
mary

A (T T AT AT2AE QN TFE 20D AE A 9 I AR
SEPIET SN NHAETY | TOF T TRIHAE ETONHB TS AT 2T SR

LT |

Summary
Generated by
mT5

ARFAIC] JRFYE QDA I (AT BT SIS 6 HBHO (W0 S Ve
STERFT AFT* FIAE T TOF O[T =T T JoT AR |

Summary T LI AR N&J G T [OTS §IRA WA 77 @1 g AHIIS @R
Generated by | A4ETF IRFPEANE @HAN J2F FTHEH ARG F9 27 @ [AT ToFo
mBART ST JCECR DI AT BT ST |

Summary =T AILFS FTOF T

Generated by

BanglaT5

Summary AR (FHT TRFF SO T 7 SN (JTAOAR) RIS
Generated by | o9 TIfF F1 AR

Llama 3.1
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Summary
Generated by
Bloom-576 M

AR TS B To 1 A {0 TOTAATE S IR | (12 X A0
ALTE @R AT ARF O A6ET JAF FTIEFA ATS FRAR | 1058
S SAT2IAF TS M IRFACR (FAT ARFF M6 S0 (I S0 a7
TR TS BRI o1 SOOI, AMCF TR TS 2fATS QAT o168 AN
IV B ToAT I 2T | QI (AL AR LN [0 MO AR AT
T @10 SR TN | O AT BT ZAE QAR SR TS Ser2
TR M TORRNET TS ToF I AR MR AT (RPN §2 470
AN | G FANMEETI SMEF 2ATSIT ! (WF TR (I ARIHF o1
TRCE ST =9, K03 b IE IRAW AREF [Foms (UF 9L g MF Gvs
o FIH-TOTES QIAE 29 SR IRAWR [ITOn AMCF AR SNl
BTEICS SITCF | ARFC QTGES Jr STETHTOF oo 9o T ATF(E IRFES
QbaN I (T BT TS 8 ABFG (O SAMF 2TVl T SA=RFT A7
T T | @ R JRIYENS AN TOFOIAAF 32T TS JeT T
BTs | 1 AT @ ATHTAIE FAFST [ SR, NFNETH
WEF JMoAH (TR IRF GR THE JPRIYPENCS 62 63 A 23|
IR (PUIT ARF AT ARFYENCOE & FGFT FoF 0T AR |

Here, we can notice that Bangla T5 generated an unfinished summary.

e Repetition words were generated in a few summaries.

Example:

Original Sum-
mary

OIATST AT TMTE QTG STZe Q=T (ZIGCE YA E0f TS 39 T
TYJ (AT | TOWMF T OF 191 '8 @FT6 *)e T |

Summary
Generated by
mT5

Mz @I TTRge QT (RIGCE S (@0 SF9 $9 T 9 (AR |

Summary TIACSF ASHTA MBS QI STZe QFTFT A0 (2O S (&0 TS
Generated by | 39 AT I AR, I N @ FIFC ARTFE JCARH A0 SR
mBART e oamt wswe 3 @ wiw FIET |

Summary OIS AT WMIER @I [ (ZI0a NI e (SRR S
Generated by | =TI

BanglaT5

Summary WER @I Gw[ga @RI (FHE S S @0 989 59 O Y
Generated by | (R | AR |

Llama 3.1
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Summary OIS AT MTER @I TTga QT (=H0E WA &0 959 39
Generated by | o9 T 22 | W2od SR 241 (WF A6CS (RIGES ST (20 A
Bloom-576M | TMIRIE e 2ffem™! SR | SRS (&% FCIFST STATE SN (ZIGER B0
= At MO AT (So0RA | S@ ™ME TR A ACOIH (o1 Je0Re, @I
oPl YR AR ANF | Gl AR, AGGHA (7 Qe (RO O
AZW FE, CRIAL G0 QFAPT, I AR TG A ST @ ey
(SF TS S &0 | ANFe ST 167 17 o0l SiRAW NT-H ST, (ord
G HIRGT ME OIS FNZ SN MK A_ ST | BIISET A S
TR, S O TOTosT K MIoeTs RS G | <ofb A< TG FIF
TOIF (5T 21T oY T T SIS (A0 A0 Sl (O | Wbe] ST (=I5
AT 0¢ TN THF IFICS (PR | |9 MR AN (DO 8o 0 97 vo
JRrerR O IRy Qe e wNee IO SR | TFe ST
@HE (AT 9¢ TNF THF IS (AR | (WO IRCCRAES I
AMATER AFT S B BTG AT, I AQAFAS IO AF [0
IS AT T |

Llama 3.1 produced some redundant words in summary. Likewise, there are repet-
itive words in the passage produced by Bloom too.
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Chapter 8

Limitation and Future Work

The present state of Bangla text summarization is not favorable due to certain constraints.
For instance, there is a vast amount of data accessible for the English language since it
is a commonly used language. However, there is a scarcity of data regarding Bangla
language. Furthermore, the Bangla language has a complicated script. The grammatical
intricacies, idiomatic expressions and complicated sentence patterns are difficult to sum-
marize. Additionally, there is a shortage of adequate resources. A lack of resources can
affect the standard of models for the Bangla language. Furthermore, Bangla provides
a wide range of different kinds of content. Handling various types of content can be
challenging. Moreover, there were some computational challenges during this research
work. GPU availability was one of them, which restricted this research from running
larger-scale experiments efficiently.

In the future, our plan is to improve the Bangla text summarization by expanding our
dataset from more diverse domains to ensure a large area of coverage. Also, we will work
on manual annotation on our data to ensure the best quality of our dataset. With better
computational resources, we aim to fine-tune advanced models like Llama specially for
Bangla text summarization, which was not feasible in this work due to time constraints
and computational limitations. Moreover, we want to explore the performance of more
models to evaluate their performance and ensure the best possible results in our research
area.
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Chapter 9

Conclusion

Enhancing Bengali text summarization requires a comprehensive strategy that involves
comprehending the language, developing a framework, organizing the data, and assessing
its effectiveness. To create a concise summary, it is necessary to have a thorough compre-
hension of the language and context of the text. In our research. Ongoing investigation
in the field of NLP aids in the development of progress in summarizing methods. Sum-
marizing Bengali language content is a significant and difficult goal. In our research, we
have collected the XL-Sum dataset from BUET CSE NLP Group and also extended the
dataset by fetching text-summary pair data from The Daily Star newspaper to include
different types of domains. Different domains help explore models differently. Then we
pre processed our dataset which we have fetched. We have fine-tuned mT5, BanglaT5,
mBART and Bloom-576M models. We also used Llama 3.1 but could not train the model
Due to limited computational resources. Then we have analyzed the results across differ-
ent models with ROUGE metric (ROUGE-1, ROUGE-2 and ROUGE-L) and BERTScore
metric (to check semantic similarity). To find out the quality of the summaries generated
by the models, we also used Abstractivity, Compression, Novel n-grams, Redundancy
matrices as it is difficult to understand the semantic similarity of abstractive summary
by ROUGE metric. After evaluating the results, we have seen the quality of summary
of BanglaT5, mBART and Llama are close to the quality of summary of Mt5. There are
some limitations we had to face. Bangla is a low resource language due to the relatively
limited availability of datasets, linguistic resources and tools compared to high resource
languages like English. Also we had limited computational capabilities. In future the
scores of Llama 3.1 can be better if we get more computational capacity. Also we will
also increase the dataset from different domains and try more advanced models. Look-
ing at different models helps us understand how they work and the problems caused by
limited computing power. Our research shows the difficulties and possibilities of natu-
ral language processing for languages like Bengali, which have limited data and complex
word structures.
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