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Abstract

People utilize fashion as a significant form of self-expression for a variety of reasons.
It appears to be an essential component of every person’s existence in contemporary
civilizations, from routine activities to noteworthy moments and events. Since there
is a great demand for fashionable goods, the fashion sector is viewed as desirable
and lucrative. Although there is a great chance for businesses to engage in industries
related to fashion because of the enormous demand, there are also a number of dif-
ficulties in meeting the demands of the market. Systems that recommend clothing
have been developed to meet these needs. The complex conceptions of this domain
and their relevance have been developed, justifying fashion domain-specific traits.
Retrieving clothing items, recommending complementary items, outfit recommen-
dations, and capsule wardrobes are the four core functions of image-based fashion
recommendation systems. There have been three primary eras and the most recent
breakthroughs depicted in an evolutionary trajectory of image-based fashion rec-
ommend systems with regard to computer vision advancements. In this project, a
CNN-based transfer learning approach for recommending fashion items was imple-
mented. And for visual representation, an angular template was used to show the
results. For implementing this, I tried various transfer learning image classification
algorithms, among which Resnet50 got the best result. Also, two classifiers were
used to improve the performance of the algorithm.

Keywords: Image-Based, Machine Learning, Deep Learning, Transfer learning,
Web application, Angular.
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Chapter 1

Introduction

1.1 Aims and Objectives

The goal of the project is to develop an intelligent fashion recommender. The system
will take an image of any fashion product and will be able to recommend similar
fashion products available in the inventory based on a similarity ranking. In addi-
tion, it will consider some user-specific data for personalizing purposes. For example,
if a user does not like the color yellow, doesn’t recommend the product for its color.
A customer may upload an image of a fashion item or the image might be selected
from an image database, then the recommender system will calculate the similarity
ranking and predict some similar fashion items based on similarity ranking. The
image dataset will have metadata for the images. This metadata includes the in-
formation of gender, age category(men/women/girls/boys), item category, season,
year, etc of a certain fashion item. I will include these metadata of a fashion item
image to filter age, gender, season, etc based on fashion that are complex(Not pos-
sible) to get from the image alone. It will help us to avoid age and gender-related
major issues(mistakes) to make the system more accurate. I will use(train) Ima-
geNet based Keras pre-trained models(ResNet, Xception, Inception, NASNetLarge)
to extract features of fashion items. Here I will apply cosine similarity on extracted
features to get image similarity ranking and will use a triplet of images to get image
similarity. There will be the given image, the positive(most similar) image, and the
negative(most dissimilar) image, from these three images our model will find the
most similar images for a recommendation.

1.2 Project Problem

I will discuss the key difficulties that recommend systems in the fashion industry
confront in this part:
Due to the lack of purchase data or the lack of information about the aesthetic
appearance of the product in category names, traditional recommend systems like
Collaborative Filtering or Content-Based Filtering struggle in the fashion sector [5].
Recent literature, on the other hand, has made use of models that capture a rich
representation of fashion items through product images [4], text descriptions or cus-
tomer reviews [7] [6], or videos [5], which are frequently learned through surrogate
tasks like classification or product retrieval. However, in order to generalize effec-
tively across various picture (or text) styles, attribute changes, etc. while learning
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product representations from such input data, vast data-sets are required. Further-
more, there is still work to be done in developing a representation that learns which
product aspects buyers value the most when assessing fashion products.

1.3 Literature Review

Deldjoo et al.[13]recently published a study on RS that makes use of multimedia con-
tent, such as visual, audio, or textual characteristics. This survey looked at a variety
of areas, including media streaming for audio and video suggestions, e-commerce for
product recommendations, clothing, news and information recommendation, social
networking, and more. Although the writers talked about fashion RS as well, they
only included a limited selection of works and subjects in this field. Here, we ana-
lyze and provide a thorough analysis of key duties, difficulties, and material types
encountered in the project.
Additionally, I have located surveys [10][3]where the authors provide an overview
of the literature on methods combining computer vision (CV) and/or natural lan-
guage processing with fashion (NLP). Despite the fact that I believe these works
are pertinent to this topic, they continue to be review given here because those
systems don’t concentrate on RS but rather on other facets of the fashion industry,
like posture estimation or text generation from photographs. Additionally, I offer
current methods for representing item visual and textual content that are used by
RS approaches as additional point of distinction.
The most recent book chapter on fashion RS by Jaradat et al.[8] is possibly the
most pertinent piece of research to our current survey. In particular, the authors
assert that deep learning represents a turning point in comparison to the traditional
methodologies and as a result, the authors analyzed four different tasks that lever-
age this new methodology. This chapter focuses on discussing the state of the art
of fashion recommendation systems. They also included examples, potential issues,
and their assessment. The authors specifically concentrated on the size suggestion
problem and social media duties in their review.
I studied another paper where they recommends items based on visual similarity us-
ing CNN model[11]. In this approach, models are trained on a specific data-set for
classification. Their classes are different target classes of fashion items. Features of
the images are extracted from the CNN model and get embedding of them. Then cal-
culate the similarity of images applying distance calculating methods(cosine, ham-
ming distance, etc) on extracted features of images from CNN model. Return the
most similar images based on the calculated similarity score.
Another paper is recommendations based on embedding and calculating distance[9]
Make the layers of ImageNet-based Keras pre-trained model non-trainable and
feed images for feature extraction. Get the embedding of all images from the
model.Calculate the distance of all images from embedding applying distance cal-
culation methods.Return the most similar images.
I also researched the paper on applying transfer learning to pre-trained models.[2]Apply
transfer learning on image classification models with their own data-set. Classify
the images based on your own defined classes of images. Return the images of the
identified class.
There is also work done on Recommendations based on image triplets image search
technique[8].Apply triplets of image for image searching.Find out similar images
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based on the prediction score. Return the matched similar images.
In my survey, in addition to examining the current state of the art of the most
popular algorithms across a variety of jobs, I delved further to identify the key
elements employed by the more contemporary fashion recommended systems. In
fact, a thorough debate is made on how the features of the user and the objects
themselves might serve as a source for the construction of models that make precise
recommendations. A thorough analysis of computer vision methods for improving
the interpretation of item images is also covered here because the fashion domain
places a strong emphasis on visual characteristics[12].

1.4 Organization Of The Report

The report is structured in the following manner -

Chapter 1 describes the aims and objectives, project problem, literature review,
study approaches, and organization of the report structure of my project work.

chapter 2 briefly explains the business understanding and data understanding of
my project. In the business understanding section, I explain the business objective,
assess the situation, determine project goals, and plan production. In the data un-
derstanding section, I discuss the initial data collection process, data description,
data exploration, and verification of data quality.

Chapter 3 briefly explains the methodology part of my project which includes
the data set description, proposed approach, reasons to choose the approach, and
method.

Chapter 4 explains the experiment part in depth, including the training procedure,
evaluation criteria, and model comparison.

chapter 5 describes the results and discussion which contains model exploration1,
model exploration2 , transfer learning, and model selection.

Chapter 6 contains the visual representation during working on this project.

Chapter 7 presents the conclusion and recommendations for the future while de-
scribing the system’s weaknesses.
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Chapter 2

Business And Data Understanding

In Business understanding and data understanding phase I try to define the goals
of the project by understanding the business needs and the data available to us. I
iterate between focusing on the business and exploring what data is available. This
iteration typically involves specifying the business problem and then exploring if
the appropriate data are available to develop a data-driven solution to the problem.
During this stage of the project, I spend a great deal of time collecting data from
different sources and trying to understand whether it can fulfill our needs.

2.1 Business Understanding

Understanding the project objectives and requirements from a business perspective,
then converting this knowledge into a problem definition and a preliminary plan
designed to achieve the objectives. This step includes-

2.1.1 Determine Business Objective:

Understand what the customer really wants to accomplish. Understand the objective
and constraints that must have to be properly balanced. Uncover important factors
that can influence the project outcome.

2.1.2 Assess Situation:

Find detailed facts about all of the resources, constraints, assumptions, and other
factors that should be considered in determining the data analysis goal and project
plan.

2.1.3 Determine Project Goals:

Specify the project goals or project objectives in technical terms. That is what the
project will do from a business perspective.

2.1.4 Produce Project Plan:

Description of the intended plan for achieving the project goals and thereby achiev-
ing the business goals. The plan will specify the steps to be performed during the

4



rest of the project, including the initial selection of tools and techniques.

2.2 Data Understanding

Collecting data and proceeds with activities to become familiar with the data, iden-
tifying data quality, discovering first insights into the data, and/or detecting inter-
esting subsets to form hypotheses regarding hidden information. This step includes-

2.2.1 Collect Initial Data:

Acquire the data listed in the project resources. If the data source is multiple then
integrate the data. Use the necessary tools to load and understand the data.

2.2.2 Describe Data:

Examine the “gross” or “surface” properties of the acquired data

2.2.3 Explore Data:

Distribute the key attributes, and relationships between pairs or small numbers of
attributes. Explore properties of significant sub-populations and do simple statisti-
cal analyses. It may address the project goals.

2.2.4 Verify Data Quality:

Examine the quality of the data, addressing questions such as: Is the data complete
(does it cover all the cases required)? Is it correct, or does it contain errors, and if
there are errors, how common are they? Are there missing values in the data? If
so, how are they represented, where do they occur, and how common are they?

5



Chapter 3

Methodology

3.1 Data set Description

I have collected a data set from Kaggle.It contains about 44424 fashion product
images and metadata of all the images in a CSV file. From 44424 data, 5 images were
not found, so we have 44419 images. The CSV file is well-filled with corresponding
values in each column. It has 10 columns of features. They are id, gender,master-
Category, sub-Category, article type, base Color, season, year, usage and product
display name. The images are very clean and have a nice and clear background.
Most of the images are 2400x1800 in size. Some of them are 1600x1200. The link
for the data is https://www.kaggle.com/datasets/paramaggarwal/fashion-product-
images-dataset .
Model was trained in 2 ways for 2 different purposes:

3.1.1 Inventory Items(known) Recommendation:

In this case, I train the model for the image feature extraction to get embedding
of them, so the whole data-set was used to train the model with no different train,
test, and validation split of the data set.

3.1.2 Unknown(new/no filter) Item Recommendation:

In this case, I train Keras pre-trained model ResNet50 with total image = 7905
and total class=15. We split train, test, and validation as test=0.2%, validation =
2% of (total-test), and train = total-test-validation. Here we freeze 170 layers of
ResNet50.

3.2 Proposed Approach

Briefly describe the approach. Emphasize why I selected this approach among dif-
ferent competing alternatives. I make two types of recommendations in my system:
(1)For Inventory Images
(2) For New(outside image uploaded by user) Images.
In my project, I intended to use the keras pre-trained model for feature extraction
and used the cosine similarity method for calculating the similarity of the images. I
stored the features in a variable.
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3.2.1 For Inventory Images:

I calculate the cosine similarity of the embedding of the images’ features to get the
images to get the top most similar images in order.

3.2.2 For Unknown Images:

First, I classify the image to get it’s subcategory, then I use another classifier to get
its type(gender and article type) for filtering. Then I use the keras model to get
the feature embedding and apply cosine similarity to get the topmost images from
the filtered ones. I mainly do 2 part classification to reduce the inference time. At
first, when I was not using any classifiers, it took about 43 seconds. Then I added
the subcategory classifier to reduce the number of images. Then the system took
24 seconds for the results. Then I added a 2ND classifier to reduce the number of
images further. Then it was giving results within seconds. For inventory images, I
get the recommendations within seconds. Additional filters can also be provided for
better recommendations.

3.3 Reasons to choose the Approach:

1. I chose Keras pre-trained model as I have only 44k data. Transfer learning helps
get the expected accuracy level get the expected level of accuracy with a low amount
of data.
2. Pre-trained model performs better in feature extraction and embedding.
3. I used two classifiers to reduce the time complexity of similarity calculation to
make the system real-time.

3.4 Method:

3.4.1 System Overview:

How different components interact.I add some diagrams so it is easier to get an
overall picture.
In my project, I have two types of recommendations. They are for inventory images
and non inventory inventory images. First, I used the Resnet50 model for feature
extraction. Then for inventory images, I calculate the similarity with cosine similar-
ity with all the images and show the best results. I also add some filters. If filters
are added then the number of images is reduced. For unknown images, I add two
classifiers for subcategories and derived type features. And then I extract the image
features using Resnet50 Models. Then I calculate the similarity of the images using
cosine similarity and show the results. The following images briefly show how the
different components interact with each other.

3.4.2 Neural Network Architecture/Machine Learning Ap-
proach:

For inventory image recommendations, I got the embedding of all images from
the features that were extracted with the Resnet50 model. The feature extraction

7



Figure 3.1: Recommendation for Inventory Items

Figure 3.2: Recommendations for Unknown Items (search by image)
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method is explained in the Feature Extraction section. I then stored the embedding.
Users can choose features to filter out the results.Though this is optional. If a user
chooses to add filters then the system calculates the cosine similarity of the embed-
ding of all the filtered images to get the top similar images as recommendations.If a
user chooses not to add filters then the system calculates the cosine similarity of the
embedding among 44419 images to get the top similar images as recommendations.
For example, suppose a user chooses Blue as the base Color for filtering and there
are 5000 image of base Color Blue and chooses an item, then the system will calcu-
late the cosine similarity of the items embedding with the 5000 images embedding
with the base Color Blue and gives the top similar images as recommendations. For
unknown images, I first classify the image by its subcategory, then by its derived
Type which is a combined feature added by us and then extracted the features and
used those features for embedding and calculate the cosine similarity with sub Cat-
egory and derived Type as default filters. Other filters may be added if the user
chooses some. The filters work as it does for the inventory images. Our derived Type
feature is composed of gender and article Type. An example for the derived Type
may be ”Men T-shirt”. Suppose a user uploads an image and it’s subcategory is
top wear. Let’s assume that the Top wear subcategory has 12000 images. Then the
derived type classifier is run on the 12000 images. Let’s also assume that the image
is classified as a Men T-shirt and this feature has 800 images. Then the system will
calculate the cosine similarity of the image’s 5 embedding that was found from its
feature with the 800 image’s embedding and gives the top similar images as recom-
mendations. It will be explained in detail in the next section. From the features
mentioned in the Data set, i use subcategory as a feature the for one classification
and also use gender and article Type combined as derived Type as a feature for the
2nd classification. For subcategory classification, I used the keras classifier model,
Resnet50. For derived Type classifiers, we calculate the similarity with a “candidate
image” of each derived Type. There are 280 unique derived Types. So we just need
to compare the image with 280 images. For this candidate image selection at first we
extract all images features for embedding. Then we calculate cosine similarity with
all the images. After that we calculate summation of all similarity scores for every
image in every derived Type group. Then for the 280 groups, we select an image of
every group with the highest score as that group’s candidate. When we classify an
unknown item, for article type model to classify it against subcategory. Then we
classify the item further with the candidate classifier. Here cosine similarity of the
unknown item is calculated against all candidate items of that subcategory. From
the highest similarity score, we find the closest derived Type for the unknown item
and this is the derived Type of the known item detected by the candidate classifier.
Afterward, I calculate the similarity of the unknown items against that identified
derived type group and recommend the most similar items for the unknown item.

3.4.3 Feature Extraction:

For feature extraction, I used the Resnet50 pre-trained model on Image Net. I
just used the layers that are used for feature extraction. We froze all layers of the
model and used GlobalMaxPooling for feature extraction. Then get embedding of
all images from these extracted features from the model.

9



3.4.4 Augmentation:

For Inventory image recommendations, I did not use any image augmentation tech-
nique as it’s not needed here. For Unknown(without any filtering parameter) image
recommendations, I used model-level default augmentation which is performed on-
line(on the fly) during model training for subcategory classification.

3.4.5 Prepossessing:

The fashion product image data set consists of 44419 images with metadata. These
metadata describe product id, product type, gender, etc. I delete incomplete data
and derive some new features(columns) for computational, performance, and accu-
racy for the predicted similar products for a recommendation. I prepossess images
online while feeding those to Keras model that is done by the model and resize
images to fit the model.
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Chapter 4

Experiment:

In this section, I provide details of how experiments were conducted, the results
obtained and their implications. The following subsections must be included in all
reports.

4.1 Training Procedure:

For feature extraction model selection, I experimented with images of article type
with 500 or more images. The number of images we used was 34719. I used slightly
smaller data than the original because when I took all the images memory ran out.
I used pairwise cosine similarity for all the images. This gave us a 34719 X 34719
similarity matrix. For a single image, I checked the top 10 most similar products and
compared their article type and gender. If it matches the current product’s article
type and gender then it’s a good recommendation. I did experiments on Inception,
Xception, NasnetLarge, InceptionResnet, Resnet50, Resnet50V2, Resnet152 as they
give 7 exceptionally good results for image similarity detection. I took the top 10
recommendations with error thresholds of 0, 0.1, 0.2. For selecting a proper pre-
trained keras model for image classification we also had done some experiments. I
compared the performance of several models including ResNet50 and Xception. I
also ran the same model with different hyperparameters such as learning rate, batch
size, data augmentation, etc. Also took different amounts of data to train, and
changed the class and number of classes. All those experiments showed that our
selected model ResNet50 gives the best result on classifying the images into sub-
categories with training and validation accuracy of 90% and 85% respectively. The
description of the trained model and its hyper-parameter are pictured below

4.2 Evaluation Criteria:

In a recommendation system, no wrong prediction should be allowed even if some
good recommendations are omitted. So I needed to be precise with the recom-
mendation. I also measured the performance of the feature extractor model after
calculating the similarity between products. Then I took the top 10 similar products
into consideration and compared their article type and gender. If they are equal I
counted it as a true positive. I calculated accuracy with this value. The formula is
Accuracy = Count(True Positive) / 10

11



Figure 4.1: ResNet50 customization for sub-category classification

So the error of the model for the current product is-

Error = 1 - Accuracy

If the error of the current model for that particular product is less or equal to the
threshold then count it as TRUE POSITIVE. Following this step for every other
selected(34719) product I calculated TRUE POSITIVE. Then calculated the model
performance as below
Performance = Count(True Positive) / 34719
I mainly focused on the article type and gender as our evaluating features. If any of
the recommendations on gender or article type is wrong then that recommendation
is wrong. For the sub-category classifier model, I considered the train, validation,
and test accuracy. Train and validation accuracy(as well as a loss) are calculated
when the model is trained. After running the trained model on test data, I calculated
train accuracy manually. For all three cases, the formula is same,
Accuracy = Count(True Prediction) / Total sample .

4.2.1 Model Accuracy Metric:

For calculating accuracy, I used the accuracy algorithm that was built into the
model. For accuracy the metric is:
Accuracy = (TP+TN)/(TP+TN+FP+FN).
1.True Positive, or TP, are cases with positive labels which have been correctly
classified as positive.
2. True Negative, or TN, are cases with negative labels which have been correctly
classified as negative.
3. False Positive, or FP, are cases with negative labels which have been incorrectly
classified as positive.
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4. False Negative, or FN, are cases with positive labels which have been incorrectly
classified as negative. In my case,
5. If a T-shirt is correctly classified as a T-shirt, then it is true positive or TP.
6. If a Pant is classified as T-shirt, then for a T-shirt it is false positive or FP.
7. If a Pant is classified as anything other than a T-shirt, then for a T-shirt it is
true negative or TN.
8. If a T-shirt is classified as anything other than a T-shirt, then for T-shirt it is
false negative or FN. So basically the accuracy we calculated is, the percentage of
correctly predicted classes. Mathematically,
Accuracy = Correct Prediction / Total Samples.

Figure 4.2: Model Accuracy Metric

4.3 Model Comparison:

4.3.1 Data Description:

The data is composed of 44419 images with sizes varying from 2400X1800 and
1600X1200. As the models work with images with varying sizes, I chose a standard
size for resizing that can be used by all the models. The standard size I used is
600X450 as it is of the same ratio as the original except for NasnetLarge which only
takes images of size 331X331. For time issues I am not using all the data. I am using
images with article types that have 500 or more images for all the models except
NasnetLarge.For NasnetLarge, i am using images with article types that have 650
or more for memory issues in Kaggle. With that filtering I will use 34719 images for
all other models and for NasnetLarge I will use 31284 images.

4.3.2 Accuracy Metric:

I can use 3 accuracy metrics:
1. Accuracy
2. Precision
3. Recall
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As this is a recommendation system, so I can not have wrong predictions even if
some good recommendations are omitted. So i need to be precise with the recom-
mendation. So I use precision.

4.3.3 Features Used For Calculating:

I am mainly focusing on the article type and gender as it would be embarrassing if
I recommended a pair of heels when a man’s shoe is given as a reference item or if I
recommended a shirt when a watch is given. So I am emphasizing article type and
secondly gender.

4.3.4 Comparison:

Table 4.1: Xception TopN 10

Feature Tolerance Performance(%)
article Type 0.2 80.96
article Type 0.1 75.56
article Type 0 66.38

gender 0.2 75.98
gender 0.1 68.27
gender 0 56.40

gender and article Type 0.2 63.16
gender and article Type 0.1 54.46
gender and article Type 0 42.41

Table 4.2: InceptionV3 TopN 10

Feature Tolerance Performance(%)
article Type 0.2 78.15
article Type 0.1 71.85
article Type 0 61.81

gender 0.2 75.04
gender 0.1 66.62
gender 0 53.77

gender and article Type 0.2 60.23
gender and article Type 0.1 51.04
gender and article Type 0 38.41

4.3.5 Decision:

As we can clearly see from the above plots, if I use the Resnet152 model for feature
extraction, it gives the best results for all the important features chosen but the size
of this model is 232MB. So it will take up more space in the memory. That will be
a problem as I need to keep 44k embedding for getting a faster recommendation for
unknown images so memory issues will arise. But we can also see from the above
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Table 4.3: ResNet50 TopN 10

Feature Tolerance Performance(%)
article Type 0.2 82.21
article Type 0.1 76.73
article Type 0 67.84

gender 0.2 81.02
gender 0.1 74.24
gender 0 63.67

gender and article Type 0.2 67.50
gender and article Type 0.1 58.92
gender and article Type 0 47.03

Table 4.4: ResNet152 TopN 10

Feature Tolerance Performance(%)
article Type 0.2 82.99
article Type 0.1 77.44
article Type 0 68.66

gender 0.2 81.39
gender 0.1 74.75
gender 0 63.94

gender and article Type 0.2 68.48
gender and article Type 0.1 59.98
gender and article Type 0 47.80

Table 4.5: Resnet50V2 TopN 10

Feature Tolerance Performance(%)
article Type 0.2 81.97
article Type 0.1 76.17
article Type 0 66.78

gender 0.2 79.32
gender 0.1 71.74
gender 0 60.26

gender and article Type 0.2 65.50
gender and article Type 0.1 56.42
gender and article Type 0 44
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Table 4.6: InceptionResnet TopN 10

Feature Tolerance Performance(%)
article Type 0.2 78.27
article Type 0.1 71.93
article Type 0 62.78

gender 0.2 73.73
gender 0.1 65.49
gender 0 53.68

gender and article Type 0.2 59.01
gender and article Type 0.1 49.99
gender and article Type 0 38.61

Table 4.7: NasnetLarge TopN 10

Feature Tolerance Performance(%)
article Type 0.2 82.71
article Type 0.1 77.40
article Type 0 68.48

gender 0.2 75.81
gender 0.1 66.86
gender 0 54.14

gender and article Type 0.2 64.91
gender and article Type 0.1 56.12
gender and article Type 0 43.75

Figure 4.3: Precision-Tolerance For Article-Type
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Figure 4.4: Precision-Tolerance For Gender

Figure 4.5: Precision-Tolerance For Both Article-Type And Gender
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plots that Resnet50 is a close second but its size is just 98MB which is almost 125%
lesser than Resnet50. So, I am using Resnet50 for feature extraction.

18



Chapter 5

Result And Discussion

5.1 Model Exploration 1

5.1.1 ResNet50

Data Augmentation:
rotation range=30
zoom range=0.15
width shift range=0.2
height shift range=0.2
shear range=0.15
horizontal flip=True
fill mode=”nearest”

Table 5.1: Model Description for ResNet50

Result No Trainable Layers Dropout Dense Dropout Dense(Prediction)
1 4 upper layers 0.2 512 0.2 512
2 4 upper layers 0.2 512 0.2 512
3 4 upper layers 0.2 512 0.2 512
4 all layers=false 0.2 512 0.2 512
5 4 upper layers 0.2 512 0.2 512
6 4 upper layers 0.2 512 0.2 512
7 4 upper layers 0.2 512 0.2 512

Table 5.2: ResNet50

Result No Class Column Classes Batch size Learning Rate
1 master category 4 32 0.00001
2 master category 4 10 0.00001
3 master category 4 5 0.00001
4 master category 4 10 0.00001
5 master category 4 10 0.00001
6 master category 4 10 0.00001
7 gender 5 10 0.00001
7 baseColour 11 10 0.00001
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Table 5.3: Accuracy And Results for ResNet50

No Train Accuracy Train Loss V Accuracy V Loss(avg) Test Accuracy
1 71% 0.7822 72% 1.10 71%
2 76% 0.6653 79% 0.69 78.91%
3 75% 0.65 80% 0.78 78.91%
4 75% 0.69 80% 0.36 79.8%
5 81% 0.52 77% 0.37 76%
6 77.5% 0.62 79.9% 0.34 79%
7 46.7% 1.35 42% 1.3 41.4%

Figure 5.1: ResNet50 model training and validation history for batch size-5
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Figure 5.2: ResNet50 model training and validation history for batch size-10
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Figure 5.3: ResNet50 model training and validation history for batch size-5
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Figure 5.4: ResNet50 model training and validation history for batch size-10 and
shuffle=False for validation data
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Figure 5.5: ResNet50 model training and validation history for batch size-10 and
removing dropouts
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Figure 5.6: ResNet50 model training and validation history for batch size-10, adding
a dense layer and a dropout after it
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Figure 5.7: ResNet50 model training and validation history for gender classification
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5.1.2 Xception:

Data Augmentation:
rotation range=30
zoom range=0.15
width shift range=0.2
height shift range=0.2
shear range=0.15
horizontal flip=True
fill mode=”nearest”

Table 5.4: Model Description for Xception

Result No Trainable Layers Dropout Dense Dropout Dense(Prediction)
8 all layers=false 0.2 512 0.2 512
9 all layers=false 0.2 512 0.2 512
10 all layers=false 0.2 512 0.2 512
11 all layers=false 0.2 512 0.2 512
12 4 upper layers 0.2 512 0.2 512
13 4 upper layers 0.2 512 0.2 512
14 4 upper layers 0.2 512 0.2 512

Table 5.5: Xception

Result No Class Column Classes Batch size Learning Rate Optimizer
8 subcategory 5 25 0.00001 SGD
9 master category 6 25 0.00001 SGD
10 subcategory 5 25 0.00001 RMSProp
11 subcategory 6 25 0.00001 RMSProp
12 subcategory 4 10 0.00001 SGD
13 master category 4 10 0.00001 SGD
14 gender 5 10 0.00001 RMSProp
14 baseColour 11 10 0.00001 RMSProp

Table 5.6: Accuracy And Results for Xception

No Train Accuracy Train Loss V Accuracy V Loss(avg) Test Accuracy
8 28.58% 1.55 18.41% 20.56 17.76%
9 45.28% 1.59 17.32% 27.76 16.56%
10 86.39% 0.476 19.39% 151.188 17.36%
11 83.54% 0.56 18.02% 106.4 16.9%
12 34.86% 1.52 20.04% 25.57 21.36%
13 77.5% 0.62 79.9% 0.34 79%
14 46.7% 1.35 42% 1.3 41.4%

Notes:
1. If dropout is increased, training accuracy degrades. It will help when the model
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Figure 5.8: Xception model training and validation history for batch size-32
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Figure 5.9: Xception model training and validation history for batch size-10
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Figure 5.10: Xception model training and validation history for batch size-5
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Figure 5.11: Xception model training and validation history for batch size-10 and
shuffle=False for validation data.
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Figure 5.12: Xception model training and validation history for batch size-10 and
removing dropouts.
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Figure 5.13: Xception model training and validation history for batch size-10, adding
a dense layer and a dropout after it
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Figure 5.14: Xception model training and validation history for gender classification
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is over-fitted.
2. If validation accuracy increases over each epoch and validation loss fluctuate then
check if validation data is being shuffled or not. If validation data is being shuffled
every time ( shuffle=True for imageDataGenerator ) then turn it off.
3. When dropout is added to the model, the validation accuracy might be higher
than training accuracy. Because validation takes place on the actual model.
4. If the number of data per class is very low or the difference of train data of two
classes is high then the accuracy degrades. There should be an equal number of
train data in each class or at least the difference must have to be very low.

5.2 Model Exploration 2

5.2.1 ResNet50

Data Augmentation:
rotation range=30
zoom range=0.15
width shift range=0.2
height shift range=0.2
shear range=0.15
horizontal flip=True
fill mode=”nearest”

Table 5.7: Model Deimage data generatort50

Result No Trainablethe Layers Dense Dropout Dense(Prediction)
1 25 upper layers 512
2 25 upper layers 512 0.2 512
3 25 upper layers 512

Table 5.8: ResNet50

Result No Class Column Classes Batch size Learning Rate
1 baseColour 7 10 0.0001
2 baseColour 7 10 0.00005
3 baseColour 7 10 0.001

5.3 Transfer Learning

Pre-trained model’s performance analysis Trained using 5000 different prod-
uct images and checked similarity ranking. Following is the output of different
models
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Figure 5.15: Accuracy and loss graph for ResNet50 model with 25 fine tuned upper
layers
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Figure 5.16: : Accuracy and loss graph for ResNet50 model with 25 fine tuned upper
layers, a fully connected dense layer and a dropout.
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Figure 5.17: Accuracy and loss graph for ResNet50 model with 25 fine tuned upper
layers and no custom layers on top of it
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Figure 5.18: Query image of sandal and suggested similar products

Figure 5.19: Similar ids indices and corresponding similarity value for each sandal
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Figure 5.20: Query image of sport shoe and suggested similar shoes

Figure 5.21: Similar ids indices and corresponding similarity value for each shoe
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Figure 5.22: Query image of shirt and suggested similar shirts

Figure 5.23: Similar ids indices and similarity values of corresponding shirts
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Figure 5.24: Query image of belt and suggested visually similar products

Figure 5.25: Similar product’s ids and similarity values of corresponding shirts
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Figure 5.26: Query image of sandal and suggested similar products

Figure 5.27: Similar ids indices and corresponding similarity value for each sandal
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Figure 5.28: Query image of sport shoe and suggested similar shoes

Figure 5.29: Similar ids indices and corresponding similarity value for each shoe
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Figure 5.30: Query image of shirt and suggested similar shirts

Figure 5.31: Similar ids indices and similarity values of corresponding shirts
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Figure 5.32: Query image of belt and suggested visually similar products

Figure 5.33: Similar product’s ids and similarity values of corresponding shirts
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5.3.1 ResNet50

5.3.2 Xception

5.3.3 ResNet50 vs Xception

Figure 5.34: Similarity between product-879 and first 50 other products

Figure 5.35: Similarity between product-987 and first 50 other products

5.4 Model Selection

For model selection based on accuracy of image(no filter parameter) recommenda-
tion, I got the best result for Resnet50 and Resnet 152. The following table shows
the results for both:
As we can clearly see from the above plots if I used the Resnet152 model for feature
extraction. it gives the best results for all the important features chosen but the size
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Figure 5.36: Similarity between product-2993 and first 50 other products

Figure 5.37: Similarity between product-3524 and first 50 other products

Table 5.9: Best Result for ResNet50 TopN 10

Feature Tolerance Performance(%)
article Type 0.2 82.21
article Type 0.1 76.73
article Type 0 67.84

gender 0.2 81.02
gender 0.1 74.24
gender 0 63.67

gender and article Type 0.2 67.50
gender and article Type 0.1 58.92
gender and article Type 0 47.03
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Table 5.10: Best Result for ResNet152 TopN 10

Feature Tolerance Performance(%)
article Type 0.2 82.99
article Type 0.1 77.44
article Type 0 68.66

gender 0.2 81.39
gender 0.1 74.75
gender 0 63.94

gender and article Type 0.2 68.48
gender and article Type 0.1 59.98
gender and article Type 0 47.80

Figure 5.38: Feature extractor model comparison for article type

Figure 5.39: Feature extractor model comparison for gender
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Figure 5.40: Feature extractor model comparison for article type and gender

of this model is 232MB. On the other hand, we can also see that Resnet50 is close
enough to Resnet152 but its size is just 98MB, which is almost 125% lesser than
Resnet50. So Resnet50 is lighter and faster while extracting features from images.
So, I used Resnet50 for feature extraction.

5.4.1 Classifier(for subCategory):

Table 5.11: Classifier(for subCategory)

Train accuracy 90%
Train loss 0.27

Validation accuracy 85%
Validation loss 0.16
Test accuracy 86.46% ( 1367 / 1581 )

5.4.2 Classifier(for articleType/derivedType):

After an image is classified in subcategory, I classify it further in the next level
for identifying its derived type; that is gender and articleType. In this case, use
a candidate-based classifier that works on calculating similarity among candidate
images of every group. Here I also take Precision as an accuracy metric. That is: if
any of the recommended items is wrong by gender or article type, then the whole
recommendation is treated as wrong. In this case for 5000 images, Precision: 75%.
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Figure 5.41: Training history of custom classifier on sub-category
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Chapter 6

Visual Representation

After training the model with the best model with the two classifiers, I saved the
model. The embeddings were also saved in a file. I used these files for the API
implementation. For generating API Flask library was used in this project. After
making the API, I displayed the result in a frinto Angular template named “Fashion
House”. In this template, we can checkout the most popular fashion items of each
category in the homepage. If we click on one of them top recommendation in that
category is shown in a different page. There is a search option also for unknown im-
ages in which we can upload an image optionally. Imagine if we like a certain dress
not in inventory, then we can click a photo of the liked fashion product and upload
it, then the system would recommend us images similar to the fashion product we
like, we can also customize the search with various filters.

Figure 6.1: Top rated Item shown on the Homepage
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Figure 6.2: Top rated apparel shown on the Homepage

Figure 6.3: Top rated footwear shown on the Homepage
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Figure 6.4: Top rated footwear list after selecting a men black flipflops

Figure 6.5: The search modal for searching items
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Figure 6.6: The search modal after selecting an unknown image of an earring

Figure 6.7: Top similar earrings after searching for an unknown image
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Chapter 7

Conclusion And Future Work:

7.1 Conclusion:

The majority of the current recommended systems’ attention is given to making
similarity-based recommendations[1]. I implemented Resnet50 Pretrained model
embeddings for comparing the similarity scores. I used cosine similarity for com-
parison. The more the cosine similarity score, the more similar the items are. I
also used two classifiers for better performance. With two classifiers, the searching
is almost instant for all the product barring internet speed. Then I used this model
and also embedding for making the API. For that, I used the Flask library. Then I
displayed its result through an angular UI. With it, we can search for two types of
items. They have known items and unknown items.

7.2 Future Work:

7.2.1 Limitations:

1. I only built, tested, and ran it on PC. Mobile platforms are not considered here.
2. There might be some way to improve accuracy and inference time for unknown
item recommendations.

7.2.2 Future Research:

1. Build it for mobile platforms.
2. I have planned to improve accuracy and inference time for an unknown item
recommendations.
3. Extract current fashion trends from social media and apply them to fashion
recommendation.
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