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Abstract
Malnutrition remains a significant global health issue, particularly affecting children,
leading to severe developmental challenges. Current diagnostic methods are often
inefficient, relying on time-consuming physical assessments. This study explores
the potential of deep learning techniques to automate the detection of malnutri-
tion in children by analyzing facial images. Several state-of-the-art Convolutional
Neural Networks (CNNs), including VGG16, VGG19, InceptionV3, MobileNetV2,
DenseNet121, and a custom MobileNetV2, were trained and evaluated on a dataset
of 1,953 images. After augmentation, the dataset increased to 9,765 images to en-
hance the models’ performance. Among these models, the custom MobileNetV2
achieved the highest accuracy, with 99.23% during training and 98.57% on vali-
dation data, significantly outperforming other architectures. This demonstrates the
effectiveness of using CNNs for malnutrition detection. The results highlight the po-
tential of AI-driven solutions to offer faster and more accurate assessments, which
could be particularly beneficial in resource-constrained settings. Future research will
focus on improving model robustness by incorporating a more diverse dataset, ad-
ditional health indicators such as body mass index (BMI), and further optimization
for mobile application deployment. These advancements could help healthcare pro-
fessionals to detect malnutrition early and provide timely interventions to improve
child health outcomes.

Keywords: Malnutrition, Deep Learning, InceptionV3, VGG19, VGG16, DenseNet121,
MobileNetV2
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Chapter 1

Introduction

Malnutrition is a huge issue both for rich and poor countries [9] and could even
be worsening. The most common cause of malnutrition is lack of consumption of
the right amount of nutrients and energy, that leads to health issues such as stunt-
ing, wasting and micronutrient deficiencies mostly for children. About two-thirds
(approximately) of children less than five years in age are malnourished in India
[1], 5-8% being severely malnourished and the rest having mild to moderate forms
of malnutrition. The high prevalence of malnourishment (based on a study [2] of
720 children in Bangladesh (Jamalpur)). In particular the number of children un-
derweight was 34.3 percent, stunted at 41.5 percent and the wasting rate at 18.9
percent. The fact this pervades malnutrition in child health, means it is one of the
common illnesses affecting them.

There are limitations and drawbacks of traditional approaches to the detection of
malnutrition. Our more efficient solution to this challenge is enabled by the massive
rapid developments in deep learning and computer vision [8]. Artificial intelligence
(AI) has made great progress in using deep learning in a variety of visual tasks such
as object detection, image categorization, and facial recognition. Researchers and
health experts have also started to examine how facial characteristics could be used,
through deep learning algorithms, to spot signs of malnutrition in children. Face
recognition is a subset of AI that involves algorithms that automatically analyze fa-
cial features like a person’s eyes, nose and mouth in order to identify who an image
represents. This technology not just helps in health science but also helps doctors,
nurses, physicians to identify the malnourished children by their facial traits.

Artificial intelligence in general, and the deep learning within that, can be charac-
terized as a specialized area with focused training of complicated artificial neural
networks – this time, with many layers. This subfield deals with automatic extrac-
tion of fine features and representations in data. Deep learning makes its way distinct
from other artificial intelligence strategies in that it incorporates many layers, which
are called deep architectures, inside these neural networks. This multi-layer struc-
ture allows the networks to train and learn discriminating hierarchical features and
representations from input data autonomously, reflecting its ’deep’ learning taste.

In this paper, we intend to tackle the problem of malnutrition of children using the
capacities of advanced neural network architectures such as the VGG16, VGG19, In-
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ceptionV2, MobileNetV2 and DenseNet121 models. These models have established
themselves as leaders in the field of image recognition and classification, and now
present us with a chance to explore them in the direction of detecting malnutrition
with basic facial analysis.

1.1 Problem Statement
In the field of health diagnostics, deep learning techniques learn to solve the criti-
cal problem of child malnutrition through analyzing body and facial features. The
objective of this study is to build a descriptive deep learning model for identify-
ing malnutrition symptoms using the images of children. In this focus, we will be
dealing with advanced deep learning algorithms, generally using CNN architectures,
such as VGG19, VGG16, InceptionV3, DenseNet121, and MobileNetV2 which are
successfully used in image classification and feature extraction. The models will be
trained rigorously using a vast dataset of images from malnourished and well nour-
ished children, in order to distinguish the two. The automated method described
here would significantly reduce the time needed for malnutrition detection, bringing
healthcare providers a fast and reliable way to identify at risk children and avoid
negative outcomes.

1.2 Research Objective
The idea is to develop an intelligent solution that will help to diagnose cases of
malnutrition in children based on their facial patterns. Doctors and nurses will
be able to diagnose malnutrition in kids on time, enabling them to provide proper
treatment for the children early on. The research objectives for this paper are:

1.3 Report Organization
Our report consists of five chapters, each covering different aspects of the project.

Chapter 1 provides an overview, including sections such as 1.1 Problem Statement,
1.2 Research Objectives, and 1.3 Report Organization.

In Chapter 2, we discussed about the Related Works.

The research methodology, along with its subsections, is presented in Chapter 3,
which includes 3.1 Data Collection, 3.2 Data Augmentation, 3.3 Data Preprocess-
ing, 3.4 Model Selection and 3.5 Proposed Model.

In Chapter 4, we discuss about the experimental result, including 4.1 Results Anal-
ysis, 4.2 Model Evaluation and 4.3 Discussion.
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In Chapter 5, we delve into the discussion with sections like 5.1 Conclusions, and
5.2 Future Works

Throughout each section, we have created scenarios to support and enhance our
research.

1. To investigate the applicability of deep learning models for detecting malnu-
trition in children through facial feature analysis.

2. To evaluate and compare the performance of various convolutional neural
network (CNN) architectures, including VGG16, VGG19, InceptionV3, Mo-
bileNetV2, DenseNet121, and a custom MobileNetV2, for malnutrition detec-
tion.

3. To develop an automated malnutrition detection system based on facial image
classification that can assist healthcare professionals in early identification of
malnutrition in children.

4. To optimize the selected models through techniques such as transfer learn-
ing and data augmentation to improve the accuracy and robustness of the
malnutrition detection system.

3



Chapter 2

Literature Review

Using the power of AI, the authors in [4], investigated the potential relationships
that exist between facial features seen in photos and their respective BMI. While
trying to find out if BMI can be determined through facial photos, they concluded
that facial features from photos can be used as a form of biometric identification.
They proposed a deep residual neural network method, ResNet, to derive the BMI
using facial photos. MTCNN is used for their model, with which they can locate
facial features with a higher degree of accuracy and thereby increase the accuracy
of face detection. Experiments were carried out on 1,530-record datasets. Ample
data preprocessing was carried out to handle missing values, convert height, and ul-
timately compute BMI. They also take into consideration performances via metrics:
AUC, MAE, and RMSE. Comparisons against previous methods give the impression
that this technology might just be a game-changer in health assessments through
analyzing images online. The results are reported to clinicians along with related
pictures and features. The details of the workflow for this project are given using
an explicit flowchart that is needed for understanding and application.

In [5], investigators studied the influence of nutrition on child health in underprivi-
leged areas of Ethiopia. They analyzed data taken from USAID and also used CIAF-
Composite Index for Anthropometric Failure to identify malnutrition. However,
these traditional approaches were not efficient in handling multi-variables. Contrar-
ily, machine learning was a more accurate method to that end. It was then divided
for training and testing/optimization, where several algorithms were applied, but
RF proved to be the best. The results of the analysis of more than 29,000 children
are that almost half of them are suffering from malnutrition, and the potential sig-
nificant factors are parental education, rural residence, poverty, and poor access to
media and sanitation. The RF model far outperformed traditional techniques by a
huge margin, hence proving the potential of machine learning in child malnutrition
predictions. These findings have shown areas where interventions are most needed.
To the policymakers, this is a focused approach towards solving the problem. Fu-
ture research should, therefore, focus on further refining these models for a holistic
approach toward the health of the children.

While studying the specifics of malnutrition, thus it is crucial to use accurate pre-
diction methods. Analyzing [8], the base TabNet and Random Forest H2O are used
to identify Risk factors for malnutrition reflected in IDHS 2005-2006 and 2015-2016
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datasets. Maternal, child, and household information data sets in the form of ”Chil-
dren Recode” files, derived from these surveys, form the analytical bedrock. Using
the data collected between the years 2015-16, TabNet reports the highest overall
accuracy (74.53%) and the AUC- ROC score of (82.55%) for Stunting (HA index).
Being accurate at Wasting (WH index), TabNet achieves 86.30% as compared to the
Random Forest set in H2O with AUC-ROC scores of 99.95%. For the concurrent
Stunted-Wasting index, Maintaining the same trends, TabNet reaches the apex of
accuracy 96.46% and the second-best AUC-ROC is delivered by the Random Forest
model in H2O with 98.53%. The results show the high effectiveness of both models
for all significant nutritional parameters. It could also be a direction for future re-
search to fine tune these models with a view to getting a more rounded picture of
malnutrition.

The study [12] focuses on one of the health threats facing the society that of malnu-
trition during COVID-19 pandemic with the introduction of a smartphone approach
to raising height, weight, And different important health indicators that are other-
wise so easily accessible. This makes the use of this innovative system employ 3D,
facial, body and gesture recognition in record times and meta-characters, performing
after shooting the subject full-body pictures with the device’s camera, preceded by
thorough image analysis. The methodology involves some initial steps such as face
and full body detection and recovery of 3D models and features which are concluded
into an Android application prototype. Terse highlights show that high-precision
3D depiction, multimodal learning, and edge device utilization is effective for high
grades of state of the art weight predictions. This shows that benchmark tests
support this new model over previous methods. As directions for further research,
the study is intended to further improve the approaches regarding training and ori-
entation and to establish a higher reliability of height prognosis. The role of the
research is underlined by the use of data received from 30 volunteers and owing to
the availability of Dr. Min Jiang’s data set. In a COVID affected environment, the
paper provides the first glimpse of a mobile first approach to combat malnutrition
and promote health surveillance.

The study [14] tackles the critical issue of child malnutrition, particularly in chil-
dren under five, a condition that is widespread in developing countries. The study
introduces a new method that utilizes data mining and machine learning techniques
in order to forecast malnutrition depending on key factors such as height-for-age
(HAZ), gender, weight-for-age (WAZ) and age. Two core categorization techniques,
the Bayesian classifier and K-nearest neighbor (KNN), are explored. Conventional
methods of data analysis are often slow with lower accuracy; thus, machine learning
offers a more efficient and precise alternative. The study also explores the use of
other classification techniques, such as Decision Trees, to classify children into differ-
ent nutritional statuses, including stunted growth, underweight, and wasting. The
proposed system aims to develop a real-time application using Visual Studio and
SQL Server, offering timely insights for healthcare providers to facilitate swift inter-
ventions. Data is gathered from platforms such as Kaggle and Dataworld. Though
the Naive Bayes and KNN algorithms are central to the system, the paper also
elaborates on the steps and functionalities involved. The ultimate aim is to support
healthcare practitioners by offering predictive capabilities and dietary guidance to
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address the significant issue of child malnutrition.

The study [6] presents a novel approach to the automatic detection of malnutri-
tion in children under five years old using Convolutional Neural Networks (CNNs),
mainly leveraging the AlexNet model.The system uses Transfer Learning to analyze
images and determine children’s nutritional status, achieving 96% accuracy with
a 0.001 learning rate during evaluation. The system classifies children into three
categories—Malnourished, At Risk, and Normal—using image analysis and z-scores
for Weight-for-Age (WAZ), Weight-for-Height (WHZ), and Height-for-Age (HAZ).
Malnutrition continues to be a serious global issue, with WHO data from 2020 in-
dicating that 5.6% are overweight, 6.9% are wasted and 21.3% of children under
five are stunted. Findings from the National Family Health Survey in India show
continuing battle with malnutrition. Also, other methods were studied such as color
data analysis, improvements in anthropometric measurements, Clinical Nutrition
Specialists (CNS) work, and alternative predictive models. Further, research should
seek to make CNNs better able to differentiate between malnutrition types. The
intent of this approach is to offer deeper lessons for combating malnutrition and
strengthening more effective interventions.

The architectures of the convolutional neural networks VGG19 and ResNet50 are
described in the work [7]. The VGG19 is equipped with 16 convolution layers, 5
levels of max-pooling, three fully connected layers, as well as 1 softmax layer. This
design has a filter size of 64, 128, and 256 during the convolutional layer. This
analysis gave many details about this VGG19 and especially about this amazing
dimension, telling us that several layers are useful to detect these features. While
the paper considered ResNet50, another type of convolutional neural network with
48 convolutions, 1 maximum pooling, and 1 average pooling. A new feature of
ResNet50 is that using fast connections makes it possible to implement the func-
tions of residues. Dial-ar knew that shortcut connections gave the choice to jump
over some of the tiers of the network. Shortcut connections aid in reducing retrain-
ing error in five deep neural networks with several stacks of layers created. Thus,
indicating in the analysis carried out on the study, how it elaborates at an excellent
level, the weaknesses of the designs of neural networks with several layers with the
architecture of ResNet50. In general, ResNet50 had better performance in training
errors through the implementation of shortcut links and residual functions, hence
promoting enhancement of training precision as well as future outlooks in real image
classification. In the presentation, the author explained how ResNet50 was created
to solve deep neural network problems and to show how it could be helpful in uti-
lizing applications instead of the conventional design, VGG19, for analytical image
classification.

The study [3] is therefore dedicated to proposing an image classification model uti-
lizing MobileNetV2, a modern lightweight deep learning model intended for mobile
and other embedded vision applications. It has its root from the MobileNetV1 archi-
tecture with added techniques of depth wise separated convolution, linear bottleneck
and inverted residual connection. These innovations are essential in attempting to
solve problems of high computational requirements while still achieving high image
classification accuracy. I particularly manage to capture how the study avoids the
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use of numerous parameters by using depthwise separable convolutions in order to
make it faster and suitable for use in mobile. Also, MobileNetV2 enhances on in-
verted residuals and linear bottlenecks, it addresses the issue of inhibiting features
by ensuring that information flow does not undergo a thorough transformation dur-
ing a convolution process. Such enhancements in architectural designs are first run
and evaluated on datasets by adopting criteria such as test set accuracy and training
time. Analyzing these methods, the paper underlines that MobileNetV2 can provide
the high rate of successful classification of images with conditions of required low
computational resources. Such capabilities make the algorithm especially useful in
real-time applications where computation capabilities of the devices are a limiting
factor on the IoT frontier such as smartphones and IoT devices. Using T-SNE for
visualization and dimensionality reduction to further illustrate how the model effec-
tively inspects large scale image datasets, the paper elaborates more skills in this
aspect.

In this following study [11] we get to see that the identification of facial paraly-
sis for the diagnosis of stroke has been enhanced through the recent deep learning
models in the form of DensityNet121, a convolutional neural network that special-
izes in biomedical pictures. This model is especially successful in assessing facial
weakness due to strokes by analyzing such factors as eye movement, imbalance of
the mouth, and wrinkles. The study employs static face photos enhanced by em-
ploying data augmentation means like cropping, flipping, and resizing to enhance
the model capacity despite limited data. Compared with the other researched net-
works, DenseNet121, with a highly connected structure, can well develop relevant
characteristics for face features, enhancing accuracy. This Kaggle dataset contains
both normal and afflicted people, and that makes it have the primary diversity that
is used to train the model. Standard measures of performance like accuracy and
computation capacity reveal the capability of differentiating the stroke patients by
using small distinguishing tendencies in facial features. Not only does this technol-
ogy hasten the diagnosis of the stroke, but it offers an adjunct or less invasive means
over the current methods with which stroke can be diagnosed and hence be treated
early, thereby making this technology an essential enabler.

In this study [13] they have chosen FER as one of the main areas of focus because
the CNN used in this work demonstrated high accuracy in emotion recognition. For
standard CNNs, the severity identification accuracy rates of such algorithms have
exceeded 70%, and with more advanced techniques involving the transfer learning,
the best percentage achieved was 92.42%. This feature of parallel convolutional fil-
ters clearly deciphers this recent CNN model known as InceptionV3, as it helps to
capture both local as well as global facial neuroscience features, leading to a suc-
cessful prevalence over previous showpiece network models. With the data sets such
as the Karolinska Directed Emotional Faces (KDEF) that embrace a wide range
of emotions and through processes such as image normalization and converting the
pictures to grayscale, it has been realized that the score of our Inception V3 models
has reached a 91.33% accuracy. Nonetheless, improvement was extended by join-
ing CNNs with LSTM classifiers, and some approaches reached the accuracy level
beyond 99%. The evolutions with respect to the CNN design and data processing
algorithms ensure that the FER will continue to deliver improvements to areas of

7



health, learning, and human-computer interfaces.

In the study [10] the literature on facial emotion detection shows a range of strate-
gies and methods used, as well as differing research approaches, and that indicates
the development of approaches used in facial emotion recognition based on deep
learning. Pandey [1] in his work used a basic structure of CNN that comprises of
five convolutional layers, which has 76.62% validation accuracy using the minimally
preprocessed FER2013 dataset, and Dar [2] combined some changes to the Efficient-
SwishNet model with 100% accuracy on the CK+ dataset. Pham [3] provided an
innovative architecture known as the Residual Masking Network and produced di-
verse accuracy levels with different datasets, implying that architecture design plays
a critical role in performance results. The CoAtNet architecture described by Dai [8]
has been designed to merge CNNs and vision transformers (ViTs) and has demon-
strated near-optimal performance with limited resources. Moreover, the paper con-
ducted by Hardjadinata [10] compared the facial expression recognition on Xception
and DenseNet architectures, indicating that there are different choices of models
for emotion recognition. Last, multimodal techniques highlighted by Agarwal [14]
also focuses on the fact that using facial landmark data improves image process-
ing, outlining the general tendency towards increasing the accuracy due to data
fusion. Together, these papers point toward an arc of increasing complexity of mod-
els rendered through the use of mixed hardware-software systems and multiple data
modalities toward the creation of facial emotion detection algorithms that are more
robust and accurate.

In the study [10], the hybrid model of CoAtNet - a combination of Vision Transform-
ers (ViTs) and Convolutional Neural Networks (CNNs) – is used to develop a facial
emotion detection system. First, the system is trained and validated by the FER2013
dataset, a popular benchmark in emotion recognition applications. The models are
compared to different popular CNN models, VGG16, DenseNet121, ResNet50 and
Xception, and it is found that the CoAtNet model reaches the highest validation
accuracy of 80.314%. Furthermore, the paper demonstrates an ingenious method for
increasing the performance of these deep learning models with facial landmark data
by using a Multimodal Fusion technique, further increasing accuracy, and ending
with a final validation accuracy of 83.458% for CoAtNet.
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Chapter 3

Methodology

In this section we are going to elaborate the proposed methodology for our work
which includes data collection, data cleaning, preprocessing, model training and
evaluation. Diagram of the overall methodology is shown in Figure 3.1 and every
step of the methodology is further discussed in the following subsections.

Figure 3.1: Proposed Methodology

3.1 Data Collection
In order to conduct our research, we have used secondary dataset collected from
Kaggle. The dataset comprises 1953 photos which divided into 2 categories Nutri-
tion and Malnutrition. The distribution of the images is given below in Table 3.1.

Table 3.1: Distribution of Images by Class

Class Number of Images
Nutrition 1002
Malnutrition 951
Total 1953
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3.2 Data Augmentation
Image data augmentation is the process of generating new transformed versions of
images from the given image dataset to increase its diversity. To create diversity,
we used augmentation techniques. We transform one image into five images. The
distribution of the images after applying augmentation is given below in Table 3.2.

Table 3.2: Distribution of Images Before and After Augmentation

Class Original Image After Augmentation
Nutrition 1002 5010
Malnutrition 951 4755
Total 1953 9765

3.3 Data Preprocessing
We carried out image rescale using (1/255) that is aimed at changing the pixels of
the images from the (0, 255) range to a range of (0, 1) so that the images do not
dominate in case of loss. The modified images have a fixed resolution of 224 by 224
pixels. A total of 9764 images belonging to two categories have been internally and
externally stored (Google Drive) for future purposes. All these images are utilized
for the purpose of training, testing and validation of the model. In total 7812 im-
ages were selected for training the model. In the same procedure of creating training
dataset, to prevent the model from being biased, the testing dataset and validation
dataset are also created in a different way which separates the training dataset into
portions. The testing dataset portion is made up of 976 images and the validation
dataset portion consists of 977 images for the model’s prediction.

3.4 Model Section

3.4.1 VGG16
There are sixteen VN layers in VGG 16 – the layering is sequential with 13 convolu-
tional and 3 fully connected in the end. All the convolutional layers use 3x3 kernels
of unit strides. This is useful in capturing the spatial and finer details within a pixel
while at the sametime preventing the rise of countless trainable parameters. Max
pooling takes place after some convolutional blocks to aid in the further reduction
of the feature maps and softmax classification is done on the remaining 3 fully con-
nected layers. Implementation of VGG16 is not restricted by its complexity and such
a simple architecture achieves great results in large scale image classification tasks
even without deep learning such as in ImageNet. This is VGG’s unique feature, the
architecture works on different levels of abstraction hence cannot miss out on any
detail in the images. Unfortunately, the storage requirement to make this neural
network work is more than 138 million which is quite expensive. The model also
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suffers from overfitting drawbacks and in most cases with help of such a structure
it is impossible to train on smaller datasets. This is caused by the huge inflow of
parameters, which also makes the training a long process. The essential analyzed
features are the thirteen convolutional layers, 3x3 filters, max pooling layers, and
around 138 million parameters.

Figure 3.2: Architecture of VGG16

3.4.2 VGG19
Just like VGG16, VGG19 is designed in a layered form but consists of more con-
volution layers than VGG16 and VGG 19 contains 16 convolutional layers 3 fully
connected layers thus totalling to 19 weight layers. As VGG16 it features 3x3 size
filters, max pooling, and fully connected layers for the purpose of classification. The
extra layers in the VGG19 structure serve the purpose of enabling it learning more
complex features and deeper representations making it very suitable for image clas-
sification and object recognition on rich datasets. Despite its advantages, VGG19
is much more resource-hungry as it contains 144 traces, and therefore will be slower
in training even than VGG16. The wider architecture also poses the challenge of
overfitting, especially for small data sets. Essential attributes consist of 3x3 convo-
lutions, max pooling, 16 convolutional layers and billions of parameters rendering it
more limited to computational resources than VGG16.
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Figure 3.3: Architecture of VGG19

3.4.3 InceptionV3
InceptionV3 is an effective deep learning model which is based on the Inception
architecture where images are convoluted, with several filters applied at the same
location, i.e., 1x1, 3x3 and 5x5. The results are then combined together so that both
the local as well as the global structure in an image can be well understood. It is
effective in performing a myriad of tasks due to the multi-scale nature of the feature
extraction. InceptionV3 also employs factorized convolutions (splitting big convo-
lutions into smaller pieces), auxiliary classifiers to improve gradient flow and batch
normalization to help in speed and stability during training. InceptionV3 has about
23 million numbers of adjustable weight parameters, which makes it less demand-
ing in terms of computing resources than VGG models but able to remain highly
precise. However, the existence of several branches makes it harder to make, use
and fine-tune and although it is economically designed, training still needs high-end
computers. Main features include the Inception module with parallel convolutions,
factorized convolutions, auxiliary classifiers, and about 23 million parameters.

Figure 3.4: Architecture of InceptionV3
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3.4.4 MobileNetV2
MobileNetV2 is aimed at devices with limited resources like mobile phones and em-
bedded systems, and it takes as a foundation the concept of depthwise separable
convolutions availed in MobileNetV1. Such convolutions divide the process into two
distinct stages, namely, depthwise which considers only one channel at a time and
pointwise (1x1), thus leading to reduced costs. In MobileNetV2, inverted residual
blocks are introduced with the goal to take in data, reduce it and then expand
it. To enable these transformations, linear bottlenecks are incorporated to help
with information retention. MobileNetV2 has struck a balance between architecture
complexity and accuracy with about 3.4 million parameters and fast inference per-
formance making it suitable for real time applications. Small model size comes with
a drawback of reduced accuracy, when compared with larger architectures like VGG
or Inception, as well as a limited ability to model very complex patterns. Notable
elements include depthwise separable convolutions, inverted residual blocks and lin-
ear bottlenecks among other elements to enhance its efficiency.

Figure 3.5: Architecture of MobileNetV2

3.4.5 DenseNet121
DenseNet121 introduces pioneer architecture since it directly implements feed-forward
connectivity to all the layers even the ones that came before it and this is different
from the residual connections used in the ResNet for example. In DenseNet121’s
case, this helps as one of the design philosophies, feature reuse, Each layer takes as
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input the outputs of all prior layers which means that this architecture makes very
good use of parameters. In this sequence, Dense blocks are followed by transition
layers in the architecture which do batch normalization, 1x1 convolutions, and 2x2
average pooling for reducing the size. DenseNet121 has an approximated 8 million
parameters, which is less when compared to computationally intensive networks like
VGG, and dense connections assist in improving gradient flow thus lessening the ef-
fect of fading gradients and enabling training of deeper networks. Nevertheless, the
drawback of the dense connectivity is that it results in high memory consumption
during training attributed to the feature maps and its implementation is challenging
due to the intricacies of its design. Densely connected layers, downsampling transi-
tion layers, and low parameter cost are the main characteristics.

Figure 3.6: Architecture of DenseNet121

3.5 Proposed Model

3.5.1 Custom MobileNetV2
Initial Stage (First 10 Epochs):

To begin with, a model is created based on the MobileNetV2 architecture with pre-
trained weights on ImageNet. The top classification layer is omitted (’include_top=False’)
and remaining layers are kept frozen (’trainable=False’) so that their weights will not
be modified in this stage. The images fed into the network are resized to 224× 224
pixels in order to suit the input size requirements of the MobileNetV2 model. After
the base model a GlobalAveragePooling2D layer is placed, which serves for reducing
the extracted feature maps dimensionality before the final Dense layer with softmax
activation which classifies the output to the number of classes needed (‘class_count’).
The model was additionally optimized according to the Adam optimizer with 0.0001
learning rate, whereas the loss function was categorical cross-entropy. Within these
10 epochs, the frozen base model provides the existing network with already learned
features while allowing only new top layers added to the model for classification
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to be trained, this ensures a good understanding of the present architecture before
moving to the next stage.

Customization Stage (Next 10 Epochs):

When the initial 10 epochs have been completed, the model shifts to the next stage.
In this stage, the base MobileNetV2 layers are set to trainable with the intention
of optimization of the already trained layers. Also, extra layers are provided to
improve feature extraction. In particular, two Conv2D layers with 64 and 128 filter
strength are incorporated, with each of them including a MaxPooling2D layer for
downscaling the feature maps. A GlobalAveragePooling2D layer is applied again
before the top layer of the model starts in order to minimized the size. The output
layer still remains as a Dense layer, which is softmax activated, for classification.
The model is then recompiling with same Adam optimizer and loss function and
training is continued for 10 more epochs. At this stage, the model is given the abil-
ity to tune not only the pre-trained weights but also the extra layers, which gives
an opportunity to better include the specific features of the domain and raise the
performance.

Figure 3.7: Architecture of Custom MobileNetV2

Figure 3.8: Architectural Summary of Layers Added
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Chapter 4

Result Analysis & Discussion

4.1 Result Analysis
For the purpose of carrying out the model’s training, certain parameters were pre-
determined at the onset of the process. The batch size of the models was set to 16,
while 10 was the number of epochs established for each model. The performance of
each model in terms of accuracy and loss is given in the Table 4.1.

Table 4.1: Training and Validation Loss and Accuracy of the models

Model Training Validation
Accuracy Loss Accuracy Loss

VGG16 0.9050 0.2735 0.9161 0.2564
VGG19 0.8979 0.3126 0.9007 0.2943

InceptionV3 0.9562 0.1265 0.9519 0.1299
MobileNetV2 0.9628 0.1048 0.9529 0.1219
DenseNet121 0.9531 0.1295 0.9550 0.1281

Custom MobileNetV2 0.9923 0.0198 0.9857 0.0904

Table 4.1 presents the performance metrics of six models, including VGG16, VGG19,
InceptionV3, MobileNetV2, DenseNet121, and a custom MobileNetV2, evaluated on
both training and validation sets. VGG16 achieved 90.50% accuracy in training and
91.6% in validation with a moderate loss of 0.2735 and 0.2564, respectively, show-
ing a good balance between training and validation performance. VGG19, while
close to VGG16, had lower accuracy (89.79% training and 90.07% validation) and
higher losses, indicating it might require further tuning. InceptionV3 performed
strongly with over 95% accuracy in both sets and low loss values (0.1265 in training
and 0.1299 in validation), showing excellent generalization. MobileNetV2 followed
closely with 96.28% training accuracy and 95.29% validation accuracy, coupled with
low loss values, highlighting its robust performance. DenseNet121 showed similarly
high accuracy, with 95.31% in training and 95.50% in validation, indicating solid gen-
eralization and consistency. The custom MobileNetV2 model significantly outper-
formed all other models, reaching 99.23% training accuracy and 98.57% validation
accuracy, with the lowest loss values (0.0198 in training and 0.0904 in validation).
This suggests the custom model is highly optimized and generalizes well across the
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dataset. The consistency between training and validation metrics across most mod-
els indicates little overfitting, except for slight tuning needs in the VGG models.
Overall, the custom MobileNetV2 is the best-performing model in this comparison,
while InceptionV3, MobileNetV2, and DenseNet121 also show strong results.

Figure 4.1: Training and Validation Accuracy and Loss Curve for VGG16

The figure shows the training and validation loss (left) and accuracy (right) curves
for the VGG16 model over 10 epochs. Both the training and validation loss de-
crease consistently with increasing epochs, indicating improved model performance
and convergence. The validation loss remains slightly lower than the training loss,
suggesting good generalization. On the accuracy side, both training and validation
accuracy increase steadily, with the validation accuracy slightly outperforming the
training accuracy after around 7 epochs, which is a positive sign of minimal overfit-
ting. The best epoch is marked at epoch 8 for accuracy, where the model achieves
its peak validation performance.

Figure 4.2: Training and Validation Accuracy and Loss Curve for VGG19

The image depicts the loss (left) and accuracy (right) curves for training and valida-
tion processes of the VGG19 model across 10 epochs. In both training and validation
processes, the loss continues to drop, which shows the enhancement in the model,
although the validation loss is observed to be generally lower than the training loss.
In the curves showing the accuracy for training and validation, both rush upward in
the first few epochs with a resort after around 4 epochs. Training accuracy is lower
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than validation accuracy, which indicates training generalization. The final results
are presented for epoch 10 where both accuracy and loss shown for validation are
at their best.

Figure 4.3: Training and Validation Accuracy and Loss Curve for InceptionV3

This image illustrates the loss (left) and accuracy (right) curves for training and
validation of the InceptionV3 model over 10 bulbs. Both the training and validation
loss exhibit a clear decrease especially at the beginning epochs and then flatten out
at the later epochs showing that learning has taken place and convergence has been
reached. It can be noted that the validation loss remains on the average lower than
the training loss which is a positive indicator. For accuracy, both training accuracy
and validation accuracy obs reveal an increase and level off around epoch 5 where
validation accuracy remains moderately higher than the training accuracy. The last
epoch to demonstrate sensitivity is assigned epoch 8 when the model lets the accu-
racy impressive performance.

Figure 4.4: Training and Validation Accuracy and Loss Curve for MobileNetV2

The diagram represents the MobileNetV2 model’s training and validation loss (to
the left) and accuracy (to the right) graphs over 10 epochs. And both the training
and validation loss are decreasing throughout the epochs, and the validation loss
is lower than the training loss, signifying proper learning and healthy overfitting.
The accuracy curves exhibit a sharp upturn in the beginning epochs, while both
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training and validation accuracies plateau after the fourth epoch, that too at quite
a high level. And training and validation accuracies are almost the same indicating
a good generalization of the model with not much overfitting. The model showcased
its optimal performance at epoch 9 where the highest validation accuracy was noted.

Figure 4.5: Training and Validation Accuracy and Loss Curve for DenseNet121

The graph illustrates the loss (left side) and accuracy (right side) of the DenseNet121
model at the end of 10 epochs training. The graphs indicate that both the training
and the validation losses decrease over epochs, further the validation loss is con-
sistently lower than the training loss depicting good generalization. The accuracy
curves exhibit rapid growth in the first several epochs; this is followed by training
and validation accuracy curves that remain flat after epoch 4, the two accuracy mea-
sures achieving greater than 95% values. The high degree of resemblance between
the training accuracy curve and validation accuracy curve indicates that the model
has not overfit optimally. The highest value of validation accuracy of the model
occurs at epoch 9, which signals the highest achievable performance of the model.

Figure 4.6: Training and Validation Accuracy and Loss Curve for Custom
MobileNetV2

The graphic showcases the custom MobileNetV2 model’s performance across 21
epochs, (left) displaying loss and (right) accuracy. Training loss decreases consis-
tently, reflecting the model’s learning improvement, while validation loss fluctuates
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initially but stabilizes towards the later epochs, with the 21st epoch being optimal.
Both training and validation accuracy curves show strong performance with mini-
mal divergence. Although there’s a minor dip in validation accuracy mid-training,
it recovers, demonstrating the model’s effective generalization and stable training.

Table 4.2: Precision, Recall, F1 Score and Accuracy of the Models

Model Precision Recall F1 Score Accuracy
VGG16 0.92 0.92 0.92 0.92
VGG19 0.90 0.90 0.90 0.90

InceptionV3 0.95 0.95 0.95 0.95
MobileNetV2 0.96 0.96 0.96 0.96
DenseNet121 0.95 0.94 0.94 0.94

Custom MobileNetV2 0.98 0.98 0.98 0.98

The table assesses and compares six models based on a few performance indica-
tors, including precision recall, F1 score, and accuracy. A plausible performance
is demonstrated by VGG16 model with a precision recall F1 score and accuracy of
0.92, demonstrating fairness in all these measures. All the metrics of VGG19 are
slightly lower than that of VGG16 model (0.90), proving that VGG19 is arguably
weaker than VGG16 in this case. InceptionV3 has also proven to be a reliable and
consistent model with a precision recall and F1 score of 0.95. The previous models
are surpassed by MobileNetV2 in all respects with a precision recall and F1 score
of 0.96, meaning that it was even better for that particular classification problem.
DenseNet121 also performs fairly well with a precision of 0.95 and recall of 0.94,
however its F1 (0.94) and accuracy (0.94) figures fall slightly short of distance of
MobileNetV2. Custom MobileNetV2 emerges the best model with 0.98 of precision,
recall, F1 score, and accuracy, which reflects nearly a hundred percent classifica-
tion ability. Since the metrics are similar across the board, it means all the models
are well optimized with the exception of predictive performance where the custom
MobileNetV2 stands tall. In summation, the custom MobileNetV2 is the best per-
former but other models like MobileNetV2 and InceptionV3 also yield good results.
VGG19 fails to catch up further demonstrating the capabilities of new generation
architectures compared to the older ones.

20



Figure 4.7: Confusion Matrix for VGG16

The Visualization and Generalization 16 deep learning model performance on the
tested dataset is also presented using a confusion matrix accurate and false classifi-
cation counts. True was classified correctly 468 instances and 427 instances as False.
There are 26 false predictions, issuing a True label where it is actually a False while
55 cases of omission were recorded where the system issued a False label but it was
a True affirmation. This matrix reveals that the false positive and the false nega-
tive error rates associated with the VGG16 model are not far off from each other,
although the former seems to be a bit lower than the latter. The effectiveness of the
model is underscored by the sheer number of images that were correctly classified.

Figure 4.8: Confusion Matrix for VGG19

The confusion matrix that the VGG19 Network has evaluated reveals the model
performance of classification. The model has made 450 correct predictions in sup-
port of “True” and 431 in support of “False”. There are 44 instances of false positive
where the model incorrectly labeled a ‘False’ instance as ‘True’ and 51 instances of
false negative where the model labeled a ‘True’ instance as ‘False’. This matrix sug-
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gests that VGG19 has a slightly higher cost for false positives compared to VGG16,
however the number of false negatives is comparatively the same. The accuracy of
this model is high nevertheless it has a more or less high error rate than the VGG16
model due to misclassifying true calls as false.

Figure 4.9: Confusion Matrix for InceptionV3

The InceptionV3 model’s performance in classification is summarized visually by
means of the confusion matrix, where ”True” was correctly identified in 475 in-
stances, while ”False” was identified correctly in 453 instances. There are few false
positives (19) where the model was incorrect in saying “True” for something that
was a “False” and there are also a few false negatives (29) where a “False” was given
to a “True” instance. Inauguration of VGG models was marred by a lot of errors
which were not present in Inception V3 proving that it had greater precision and
recall as shown by the smaller number of false positives and false negatives. The
overall performance of the model is excellent, as it achieves a high level of accuracy
per both classes with very few instances of misclassification.

Figure 4.10: Confusion Matrix for MobileNetV2
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The MobileNetV2 model’s confusion matrix indicates that the model operates quite
well in terms of classification, as 483 instances were classified correctly as ”True”
while 453 were classified correctly as ”False.” The model produces very few false
positives (11), which shows that it is precise in predicting ”True” cases, and there
are also ending false negatives, 29, thus good recall as well. In comparison to other
models such as VGG and InceptionV3, MobileNetV2 has the smallest number of
false-positive instances which proves that predicting ”False” is very accurate for
this model. The generally low rates of misclassification observed imply that Mo-
bileNetV2 performs well in the datasets it has been trained on, demonstrating both
high accuracy and reliability in the predictions made for both classes.

Figure 4.11: Confusion Matrix for DenseNet121

The confusion matrix corresponding to the DenseNet121 model indicates that 475
instances were classified correctly as ‘True’ and there were 447 cases that were
marked ‘False’ without an error. There are 19 cases of false positive where instances
that should have been ‘False’ were classified by the model as ‘True’ and 35 cases of
false negative where the instances which were supposed to be ‘True’ were classified
‘False’ by the model. When looking at other models, it is evident that DenseNet121
has a few more false negatives which suggests to some extent the model tends to
have trouble with ‘True’ class predictions faces when compared to less optimized
models like MobileNetV2. Regardless of that, the overall performance of the model
is good with fairly low rates of misclassification. The small number of false positives
shows a high precision whereas the few false negatives would mean that there is
some sacrifice in terms of recall for this model.
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Figure 4.12: Confusion Matrix for Custom MobileNetV2

The confusion matrix for the Custom MobileNetV2 model indicates outstanding
classification quality, with 491 true instances classified as ”True” and 462 as ”False.”
There are 3 false positives in the model, which means the precision of identifying
“True” instances is very good. There are 20 false negatives which means the model
has strong recall but there is still a slight room to improve on identifying ”True” in-
stances. In comparison to the other models, Custom MobileNetV2 records the least
number of misclassifications most especially false positive cases where the overall
accuracy is high. The characteristics of the model which has low false positive
cases and in very few cases cannot opportunities due to the determination of the
performance reveals that the model generalizes to the cut-offwell. This model is
significantly better than others with regards to precision, recall, and overall classi-
fication performance.

Table 4.3: Precision, Recall and F1 Score for each class in each model (Rounded to
2 decimal places)

Model Class Precision Recall F1 Score
VGG16 Malnutrition 0.89 0.95 0.92
VGG16 Nutrition 0.94 0.89 0.91
VGG19 Malnutrition 0.90 0.91 0.90
VGG19 Nutrition 0.91 0.89 0.90

InceptionV3 Malnutrition 0.94 0.96 0.95
InceptionV3 Nutrition 0.96 0.94 0.95
MobileNetV2 Malnutrition 0.94 0.98 0.96
MobileNetV2 Nutrition 0.98 0.94 0.96
DenseNet121 Malnutrition 0.93 0.96 0.95
DenseNet121 Nutrition 0.96 0.93 0.94

Custom MobileNetV2 Malnutrition 0.96 0.99 0.98
Custom MobileNetV2 Nutrition 0.99 0.96 0.98

The performance of six different models, specifically VGG16, VGG19, InceptionV3,
MobileNetV2, DenseNet121, and Custom MobileNetV2 has been evaluated on two
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classes, Malnutrition and Nutrition, using different metrics - precision, recall, and
F1 score. Custom MobileNetV2 scored the highest with almost perfect classification
scoring an F1 score of 0.98 in both classes signifying both high precision and recall.
MobileNetV2 also performed well achieving balanced scores of 0.96 in both classes.
The InceptionV3 came next with F1 scores of 0.95 in both classes demonstrating
dependable classification. DenseNet121 achieves slightly lower scores than Inception
but it is also high with 0.95 in Malnutrition and 0.94 in Nutrition. On the other
hand, both VGG16 and VGG19 achieved slightly lower scores, though still effec-
tive, averagely scoring 0.92 and 0.91 for VGG16 and scoring 0.90 for both classes
in VGG19 showing low precision and recall. All in all, it can be noted that later
models, notably Custom MobileNet V2, do better than the earlier VGG models in
the classification task.

4.2 Model Evaluation
The model’s execution was surveyed using Precision, Recall, F1-score. Precision may
be a degree that calculates the extent of accurately distinguished positive percep-
tions out of all the anticipated positive perceptions. Equation: Precision is decided
by isolating the number of accurately recognized positive perceptions by the full
number of anticipated positive perceptions, as appeared with the taking after equa-
tion.

Precision =
TruePositives

TruePositives+ FalsePositives
(4.1)

Recall, often referred to as sensitivity or true positive rate and is determined by
dividing the number of true positive observations by the total number of genuine
positive cases.

Recall =
TruePositives

TruePositives+ FalseNegatives
(4.2)

The F1-score is a statistical measure that represents the harmonic mean of precision
and recall. It provides a balanced evaluation of both metrics.

F1 Score =
2× Precision × Recall

True Positives + False Positives
(4.3)

4.3 Discussion
The data provided in the table summarizes the evaluation of six distinct mod-
els—VGG16, VGG19, InceptionV3, MobileNetV2, DenseNet121, and Custom Mo-
bileNetV2—for two categories: Malnutrition and Nutrition. The analyzed indicators
are precision, recall, and F1 score, all of which form a large picture of the classifica-
tion’s effectiveness.
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In the range of the tested models, Custom MobileNetV2 is perefomring the best with
almost ideal precision, recall, and an F1 score of 0.98 in classifying both Malnutrition
and Nutrition. This shows that there are very few cases of the model incorrectly
classifying or identifying the two variables making it the best model for the study.
MobileNetV2 gives good results too, scoring 0.96 F1 in both classes indicating that
the foundation architecture of MobileNetV2 is efficient in classifying these health
categories. These results imply that the MobileNet model types are very apt for the
used dataset because both versions provide an excellent precision-recall trade-off.

The prowess of InceptionV3 is also commendable with 0.95 F1 score for both classes
which indicates excellent generalization and reliability. DenseNet121 is a close sec-
ond recording 0.95 for Malnutrition classification and 0.94 for Nutrition classifi-
cation. Although performing consistent and dependable classification, it seems to
perform lower than MobileNetV2 and InceptionV3 when classifying precision for the
Nutrition class. This is depicted by the results of the models as it appears that
they have been optimized to perform classification in the presence of a well bal-
anced dataset. On the other hand, older designs such as VGG16 and VGG19 do
not perform as well as the newer ones. VGG16 registers 0.92 and 0.91 scores in
the Malnutrition and Nutrition categories while VGG19 scores 0.90 in both cases.
These lower results signify that even though VGG models are still fairly capable of
performing, they are lesser suited for this dataset in comparison to advanced design
such as MobileNetV2 and InceptionV3.

Consequent to the findings, it appears that more advanced architectural models and
new enhancements such as MobileNetV2 and Custom MobileNetV2 are superior
to the older VGG models. This difference in performance is probably due to the
improved effectiveness and features a model newer than VGG possesses that make
it ideal for classification problems with closer boundaries such as Malnutrition and
Nutrition. Among all ml models trained, Custom MobileNetV2 was observed to
outperform all other models thanks to its superiority in precision, recall, and F1
score. This makes it the best fit for the addressed classification problem.
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Figure 4.13: Prediction of Custom MobileNetV2
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Chapter 5

Conclusion & Future Work

5.1 Conclusion
Children’s malnutrition can potentially and automatically be detected looking at
features of their facial structures through the use of advanced deep learning archi-
tectures. Rigorous testing and assessment of VGG16, VGG19, InceptionV3, Mo-
bileNetV2, DenseNet121, and even a custom MobileNetV2 showed that deep learn-
ing models can classify malnourished and healthy children with alarming accuracy.
Among the models, custom MobileNet V2 gave the best performance with a training
accuracy of 99.23% and a validation accuracy of 98.57%, thus proving its effective-
ness in malnutrition detection systems. It was also possible to show how adding
transfer learning, data enhancement, and careful training of specific models may
lead to improved performance of these systems in an automated way. The results
turned out to give a very good basis regarding how AI can be applied in healthcare
diagnostics whereby it becomes easier to detect such children with high precision in
an expeditious manner thereby allowing treatment in good time.

5.2 Future Work
Furthermore to the contributions made in this study on implementation of deep
learning in detection of malnutrition, there are other areas to explore in future stud-
ies. First, expanding the scope of the dataset in terms of images, especially those
depicting different ethnicities and environmental settings would improve the trained
model’s applicability. In addition, XAI can be added to increase the understandabil-
ity and acceptability of the model to health care workers in that they will connect
with how the decisions are made. However, the dataset adopted for the present re-
search is balanced with no bias further enhancing the accuracy of model forecasting
performance across many population groups. Moreover, improving the dataset and
implementation of more advanced image alteration strategies could improve results
on the smallest classes. Further attempts may also include incorporation of addi-
tional health dimensions (for instance, height, weight and body mass index) into
the image of mapping malnutrition by face detection to reach the standard used in
other health sciences like Nutrition. Health education combined with facial images
and medical statistics will be more precise in terms of detection efficiency.
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