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Abstract

Traffic jam is a significant obstacle that makes travel within the city very inconvenient.
The systems, such as traffic lights, that are currently in place do not solve this problem.
In usual scenario, traffic lights have a fixed pattern of changing from red to green to
yellow with fixed timing. But, traffic in roads can be very unpredictable, which is a key
point that we must introduce automated traffic signals. In this project, we proposed and
designed a system where traffic lights change according to vehicle density on each road.
We created an interface to demonstrate the simulation. At first, we trained our data
with the YOLOv7 model but the results were not satisfactory so later on we trained with
later YOLOvV8 model. YOLOv8 model is a deep learning model to recognize objects for
computer vision. Then we implemented OpenCV with Streamlit to complete the simu-
lation. Streamlit is a Python based library to build web applications. We used Streamlit
to create the simulation interface which takes video sources and the video feeds are han-
dled by OpenCV. The YOLOvVS object detection model is an object detection model for
real-time applications. The model has three primary sections input, process and output.
If the proposed system is applied in real life then it can reduce problems of fixed timed
traffic signal system.

Keywords: Adaptive Traffic Control, Image Analysis, Real-Time Traffic Management,
YOLOv7, YOLOvVS8 Object Detection, Traffic Density Analysis, Streamlit.
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Chapter 1

Introduction

1.1 Introduction

Urban traffic congestion is a significant global problem that results in massive economic
losses, environmental degradation, and negative impacts on public health and overall
well-being [29]. Green lights on vacant roads when nearby junctions are busy result
in inefficient traffic management. For instance, traffic congestion in the United States
alone costs about $87 billion annually due to wasted time and fuel [13]. Conventional
traffic management systems, which rely on fixed-timing signals, exacerbate these issues
in crowded urban regions by not adjusting to fluctuating traffic flow, leading to avoidable
delays, increased automobile emissions, and elevated commuter stress [9]. Studies have
shown that fixed-time signal systems can increase travel time by up to 20% during peak
hours [5]. These systems operate based on predetermined schedules and lack adaptability
to respond to real-time traffic variations caused by accidents, road maintenance, or daily
fluctuations, resulting in ineffective traffic control. For example, fixed systems have been
shown to contribute to a 15% increase in fuel consumption and a 20% increase in CO2
emissions [7]. In this project, we proposed and designed a traffic signal control system
with the help of YOLOvS, OpenCV, and Streamlit. The YOLOv8 model was used to
process traffic datas which was collected from roboflow. This model was trained for real-
time vehicle detection so that the traffic signal timings can be adjusted accordingly. At
first YOLOvVT model was used but later on we switched to YOLOVS as it is the latest
model which has better accuracy. We implemented OpenCV to handle essential image
processing functions. The traffic signal control simulation interface was created using
Streamlit which is an open-source Python library for building web applications.



1.2 Research Objectives

The primary objective is to propose a system to alleviate traffic congestion by imple-
menting an adaptive traffic signal system.The goal of establishing a more reliable and
efficient traffic signal system is to enhance overall traffic management. In the simulation,
video feeds will be used by our system to assess the traffic intensity and adjust the signal
timings in response. Furthermore, if the system is implemented in real life it will improve
the synchronization of traffic signals. This simulation will show how the adaptive traffic
signal system works under different circumstances of traffic flow. It will mimic real life
by using videos to feed it data on traffic flow and then adjust the signals accordingly in
the process.

1.3 Research Questions

e Do the proposed system prioritize effective traffic flow and ensure timely traffic light
system?

e How much improvement in traffic flow can be achieved by implementing a dynamic
traffic light control system?

e What is the level of effectiveness of the proposed system in accurately assessing
traffic conditions using image processing and Al techniques?



Chapter 2

Literature Review

Traffic congestion has a substantial influence on urban efficiency and safety, especially due
to the absence of real-time adaptation in conventional traffic signal systems. This litera-
ture review explores the use of image analysis and artificial intelligence (AI) into adaptive
traffic signal control (ATSC) systems in order to improve traffic management. ATSC sys-
tems represent a transition from fixed timed signals to adaptable, smart controls that
modify themselves according to up-to-date traffic information, using technologies such
as Python, OpenCV, and YOLOvVS for detecting objects. These systems enhance the
flow of cars and provide priority to emergency vehicles, so enhancing the efficiency of
urban transportation. The talk examines significant progress in ATSC, with a specific
emphasis on the use of image processing and Al to evaluate and react to traffic situations.
Instances of research and practical applications illustrate the progression from simple au-
tomated systems to advanced solutions that include adaptive and predictive capabilities.
This study attempts to demonstrate the progress made in traffic control technology, the
improvements they have brought to operations, and the obstacles and future research
areas in this rapidly evolving sector.

2.1 Overview of Traditional Traffic Control Systems

Traffic congestion is a growing concern in metropolitan areas worldwide, with significant
implications for the mental health of commuters and residents. Conventional methods,
such as fixed-time traffic signals and manual monitoring, are becoming progressively in-
adequate because they cannot adjust to real-time traffic situations. These approaches
frequently result in inefficiencies, such as heightened congestion and pollution [34]. Over
the past century, metropolitan traffic control systems have continuously evolved to ad-
dress the increasing demands of urban transportation and the intricate objectives of public
policy. These systems play a vital role in reducing traffic congestion, boosting economic
efficiency, and enhancing road safety and environmental quality. With advancements in
vehicle detection and communication technologies, traffic control systems have progressed
from basic, fixed-time signals to sophisticated, adaptive solutions capable of responding
to real-time traffic conditions. This paper explores both popular and lesser-known traffic
control systems, highlighting their distinct features, strengths, and limitations. It as-
sesses whether the current capabilities of these systems are sufficient to meet modern
policy requirements, such as environmental sustainability and efficient urban mobility.



Additionally, the paper considers how future technological innovations, such as enhanced
data accessibility and connectivity, may further transform traffic control. These advance-
ments are expected to usher in a new era for traffic management, where data-driven
solutions play an increasingly central role in urban transport planning [6]. A prototype
traffic signal control system was developed, demonstrating the potential to reduce traffic
congestion by nearly 60%, achieving 98% vehicle detection accuracy, enabling automatic
signal control with cyclic order, offering manual override for emergencies, and providing
road condition monitoring without the need for an operator [15]. Even in countries with
well developed infrastructure the traffic jams persist in large cities and the requirement
for advanced intelligent control system became critical; the proposed Al-based system for
image processing of live feeds from cameras should increase car throughput by 32%, and
more can be achieved if the AT is trained on real CCTV footage [32]. A new strategy
to address the problem of congestion has been described in terms of new approaches to
congestion detection as well as signal control through AI and these findings will show
how traffic problems can be solved by Al technologies to improve flow conditions [40].
The paper entitled “Traffic Equilibrium with Responsive Traffic Control” gives deriva-
tion of a theory of traffic equilibrium that includes the relation of signal control policies
and drivers’ route choice decisions as twin faces of the traffic low regulation problem.
The main concern here is an iterative optimization assignment algorithm which computes
equilibria under responsive control policies. This algorithm mimics the daily fluctuation
process of the driver’s route decisions as well as traffic signal timings [2].

2.2 Integration of Image Analysis and AI Techniques

The integration of image analysis and Al techniques in traffic signal control systems has
garnered significant attention in recent years. The merging of advanced computer vision
with deep learning technologies is exemplified in the work conducted by Aniruddha Tonge
and others titled "Traffic Rules Violation Detection using Deep Learning. This research
makes a significant contribution by employing advanced techniques such as YOLO (You
Only Look Once), Convolutional Neural Networks (CNN), Mask R-CNN,and Optical
Character Recognition (OCR) to automatically detect traffic regulation breaches [17].
The use of image analysis and Al in the adaptive Traffic Signal Control Systems has en-
hanced the flow of traffic around cities. They demonstrate how the system delivers better
results than the fixed-time signal techniques based on many parameters. This technology
employs the use of artificial intelligence to help in the control of the traffic sign which
include traffic lights so as to reduce the jam [38]. The findings of the study show that
Internet of Things based traffic control systems provide plausible solutions of controlling
traffic surveillance in real-time. With the help of these state-of-the-art technologies, the
system is designed for detecting traffic jam and then adjusting traffic flow and offering
smart transportation solutions for requirements of cities [38]. Reddy et al., employed
machine learning solution to design an automated system for traffic rules violation detec-
tion. This detection system notes signal violations, categorises objects into vehicles, and
extracts licence plate numbers for the subsequent actions. The suggested image process-
ing algorithms are grey scaling and Gaussian blurring, background subtraction, binary
thresholding, dilation for contour detection, and dilation for the improvement of image
illumination and segmentation [21].



Wankhede and Bajaj used Particle Swarm Optimization (PSO) to develop a behavioral
detection model for the purpose of monitoring and identifying traffic violations in Tier 2
cities in India, with a specific focus on driver social behavior. Their approach is based on
the use of the soft computing technology known as Particle Swarm Optimization (PSO).
Section on red light violation and mobile phone detection models implemented using
Particle Swarm Optimization (PSO). The process of red light violation detection utilizes
matching and Particle Swarm Optimization (PSO) to analyze video data and accurately
detect instances of red light running [22]. The mobile phone detection model employs
same techniques to detect driver mobile phone use, with the addition of PSO to enhance
accuracy [22]. One of the critical image processing methods highlighted in paper ”De-
tection of Traffic Rule Violations Using Machine Learning: An Analytical Review” is the
Scale Invariant Feature Transform (SIFT), which is used for license plate recognition.
SIFT is robust to scale and rotation, making it highly effective for identifying license
plates under various conditions [28]. Moreover, for the solution of the problem of further
detection the Hough Transform is used for detection of lanes which are important for the
correct following of traffic lane rules by vehicles [28]. This integration is well explained in
a study by Franklin and Mohana (2023) focusing on a study titled “Traffic Signal Viola-
tion Detection using Artificial Intelligence and Deep Learning”. The primary usefulness
of their study rests on the improved traffic violation detection system based on YOLOv3
(You Only Look Once, version 3). This method is characterized by high accuracy in
counting instances of multiple traffic violations such as vehicle throughput and speed
measurement [13]. Image analysis, also in conjunction with the use of artificial intelli-
gence in control of traffic signals foster progress in traffic control in urban areas. This
integration analyze and assess real time traffic data from image analysis using Al, specif-
ically reinforcement learning [5]. The Cerebellar Model Articulation Controller (CMAC)
retains and generalizes Q-estimates in single-agent and multiagent test beds; it demon-
strates how Artificial Intelligence operates over vast data set and makes decision within
short span of time. Such a machine learning method like deep learning and reinforcement
learning hold the capacity to adapt to the changing traffic conditions. The approach
proposed by Gao et al [7] effectively manages real-time traffic data. Experience replay
and target networks are two sophisticated tools that improve both the stability and the
performance of the system. By making use of experience replay, there are more number of
encounters being provided to the system to learn, and thus reducing the impact of linked
data samples. The target network technique improves learning through the use of the
target network parameters which results in improved estimations of the target Q-values
[7]. Researchers at Carnegie Mellon University implemented computer vision techniques
for vehicle detection and tracking for denser predictions on traffic flow and congestion. In
the same way, Deep Learning Algorithm has implemented for the prediction of the traffic
flow by using the historical records with excellent accuracy. Reinforcement learning is
also applied to control signal timings for traffic lights to reduce travelled distance and
time with a success in the simulation environment [30].

The research conducted by Balci et al. [8] named “NIR Camera Based Mobile Seat Belt
Enforcement System Using Deep Learning Techniques” is a good practical example of
applying deep learning when it comes to object identification. This research also high-
lights the efficacy of combining image analysis with artificial intelligence. The use of
Convolutional Neural Networks (CNN) for the goal of deep learning classification is a



significant contribution to this study. More particularly, the utilization of RGB images
received from a surveillance camera that was installed on a highway is highlighted as an
essential addition. Because of its ability to independently and dynamically collect spatial
hierarchies of information from input photographs, CNNs have proved to be indispens-
able in the field of image analysis. CNNs are well suited for complex object recognition
tasks, such as the identification of drivers, seat belts, and parts of the dashboard located
by side windows [8]. By combining IoT and image analysis, Asoba et al. [12] created an
advanced traffic infraction control system. Their method tracks vehicles via RFID. As
cars approach traffic signals, RFID scanners scan their unique IDs on RFID tags. This
configuration enables effective vehicle recognition and monitoring, giving the system its
basis. An Al-powered YOLO-based traffic management system by Channi et al. [20]
reduced junction congestion. The system identifies cars using deep learning image pro-
cessing. Traffic management requires YOLO (You Only Look Once) convolutional neural
network object detection in real time,CCTV video analyzes congestion and informs traffic
management. The prototype framework integrates various sensors and technologies to
enhance traffic management capabilities. According to Mampilayil and Rahamathullah
[11], an effective framework utilizing image analysis and artificial intelligence has been
developed for the identification of three-wheeler vehicles and violations of one-way traffic
regulations. This framework, which does not rely on conventional sensors, is considered
cost-effective and straightforward to implement, making it well-suited for one-way traffic
management. The proposed strategy incorporates advanced object detection and catego-
rization techniques, including extraction and Gaussian Mixture Model (GMM) methods,
both of which demonstrate robustness in complex traffic environments [11]. Additionally,
the authors highlight that the elimination of shadow-related ambiguity through shadow
removal contributes to enhancing the accuracy of object detection. Using a single-shot
detector (SSD), de Goma et al. [14] identified cars in video recordings. Using the SSD
model and CNN features, the system can identify red-light runners up to 100% and speed-
ing crimes up to 92.1%. CNN architectures like MobileNet, Inception V2, and ResNet
50 extract features for reliable object recognition. The study also examines background
registration techniques for moving automobiles, which increase vehicle identification. The
system uses machine learning to predict red light infractions, showing how image analysis
and Al work together [14].

The paper, ”Artificial Intelligence-Based Adaptive Traffic Signal Control System: A
Comprehensive Review:” explores a range of Al-based methods used in the development
of adaptive traffic signal control (ATSC) systems. These methods are applied in both
single-intersection (SI) and multiple-intersection (MI) settings. Advanced approaches,
such as reinforcement learning (RL), deep reinforcement learning (DRL), and hybrid
models, have shown considerable promise in improving traffic flow. Specifically, these
AT techniques have proven effectiveness by reducing travel times and lowering down the
emission probability, contributing to more efficient traffic management [36]. Artificial
intelligence techniques were applied to optimize traffic signal timings on an urban road
network using a two-stage approach, incorporating multilayer neural networks and Ko-
honen feature maps for training, and Cauchy machines along with genetic algorithms for
optimization, which demonstrated superior results compared to conventional methods in
minimizing delay time and stop frequencies [3]. The method of traffic control based on
reinforcement learning, namely deep Q-learning, was introduced for the case of partial
vehicle detection, and it was shown that the usage of such approach provides high efficient



traffic management under partially detected situations, including DSRC technology [23].
A move to intermodal transportation systems that include traditional, connected, and
autonomous vehicles requires the use of data-driven, feedback-controlled control systems
that are precise and intelligent to adapt to the dynamic traffic systems being expected in
the future [10]. ”Adaptive Look-ahead Optimization of Traffic Signals” paper provides
a new branch-and-bound optimization framework for efficiently finding delay-optimizing
signal policies; the method is found to be tractable when optimizing signals according to
several criteria such as the number of stops; further, the performance of the search algo-
rithm is established through simulation while investigating the implementation of active
as well as passive bus priority using decentralized controllers and network-wide optimiza-
tion for arterial networks [4]. To evaluate DQF, therefore, the proposed mathematical
model undergoes extensive simulation analysis to test for both efficiency and comparison
with existing algorithms based on indices such as average delay, offered throughput and
emissions. According to the discoveries, DQF is much more effective than basic algo-
rithms in reducing the emission level while maintaining effective traffic flow, thus helping
to create environment-friendly urban traffic control tactics employing new approaches
based on artificial intelligence [37]. HEIMDALL system is an Al based video surveillance
system for the sensing the environment of urban cities, integration and coordination of
communication along with training of AI models The system employs YOLO system for
tracking and Faster R-CNN for identifying anomalies [19]. To establish CTSC as a cen-
tralised system, a study was carried out to demonstrate the use of comprehensive traffic
information in the COordinated management of inter-T'Ss, hence enhancing CTSC op-
eration and outcompeting traditional systems which led to decreased queue lengths and
travel time despite improving vehicle flow on arterial roads than the systems which lead
to delays on collector roads [16].

Malfunctioning and risky driving by some drivers often leads to car accidents at round-
abouts The study “Al-Based Adaptive Signaling for Traffic Control Around Round-
abouts” holds new techniques for minimizing such occurrences. The proposed artificial
intelligence based roundabout traffic control system (ARTCS) was able to identify left
approaching traffic through the use of a camera and a trained neural network. The
paper titled, “Al-Based Dynamic Traffic Signal Control Systems for Autonomous Vehi-
cle Navigation” establishes that DRL can successfully learn traffic control policies that
are adaptive in the case of AV navigation and perform better than rule-based methods
concerning real-time traffic conditions. This advancement comes in the same line with
continuous developments of active traffic control strategies for urban traffic conditions
that have largely been in the development phase [41]. In the recent past, various deep
learning techniques such as SSD, R-CNN and YOLO have been used in detection of ve-
hicles. From these, the YOLO models have been proven to be the fastest with better
precision and are therefore suitable to be used in real time operations. These are extended
in this thesis by using YOLOvVS for vehicle detection and of making fast signal changes
based on traffic situations [33].



2.3 Case Studies and Real-World Applications

Image analysis and artificial intelligence in adaptive traffic signal control have enhanced
the urban traffic control especially under real traffic environment [25]. Maadi and col-
leagues used reinforcement learning to improve a real-time adaptive traffic light control
system. The rationale of the project was to reduce traffic congestion in cities and to im-
prove mobility with linked and autonomous cars. Signal planning was optimized, and a
speed guidance system for fully autonomous vehicles was introduced using reinforcement
learning. With these technologies integrated, then the system may change the traffic
signal timings in real time, in a bid to shorten the queue length and cross standstill time.
In urban contexts, this method was more effective than the fixed-timing and the actu-
ated control [25]. The work established that the method helps decrease mean time loss
of stop and waiting, not only in high traffic condition but in diverse other traffic condi-
tions. This strategy optimised traffic and proved that Al and image analysis technologies
can help in real-time adaptive traffic signal management. The versatility, effectiveness
as well as the possibilities offered by adaptive traffic signal management systems can be
perhaps best observed with real life examples and case studies these supply a great deal
of valuable information [5]. The practical application of Q-learning for solving congestion
problem was established by Abdulhai and his colleagues in 2003. As a first step, the
study was done on single junction and then it was generalized across multiagent system
[17]. The outcomes show that the accuracy of Q-learning algorithms is promising when
it comes to interpreting traffic circumstances in the demonstration process, and applying
exploration strategies is vital when seeking optimal outcomes. In addition, the authors
find that the proposed method of extending the base system by incorporating weighted
global incentives can potentially improve the system’s capability to converge toward an
efficient policy faster. This discovery shows the effectiveness of using reinforcement learn-
ing in the practical field of traffic control [5]. To identify opportunities for synchronizing
neighboring intersections according to the observed traffic behavior, the authors gath-
ered observational data on vehicular platoons in four sites in London towards controlling
signal phasing to eliminate delay; the authors noted that the spread of platoons as they
go downstream can be used to determine appropriate time offsets with optimal offset
expressed as a linear function of the distance downstream from the originating traffic
signal [1]. One good example is the use of artificial intelligence in traffic control during
pilgrimage in Mecca known as Hajj. These millions of pilgrims cause enormous logistical
problems with traffic and crowds each year at this event. Researchers Gazzawe and Alba-
har explain how smart cameras and Al algorithms are used to control the traffic flow of
the approximately 250000 vehicles. These systems utilize machine learning for real-time
data analytics, enabling the prediction and alleviation of traffic congestion by suggesting
alternative routes and improving vehicular flow. The case study conducted in Makkah
during the Hajj pilgrimage demonstrates the effectiveness of Al technology in handling
traffic congestion during large-scale events. This study demonstrates the positive impact
of intelligent information and communication technology (ICT) [26] infrastructure and
the implementation of a smart city model on the management of crowds and traffic [29].
They used artificial intelligence and machine learning techniques to address the unique
challenges associated with the Hajj pilgrimage, which attracts millions of pilgrims. This
study included a combination of qualitative and quantitative research methodologies, in-
cluding interviews, focus group discussions, and observations, to gather valuable insights
from various parties involved in Hajj crowd management. Individuals with talents rele-



vant to the research were chosen via targeted sampling [29]. The study titled ”A Gain
With No Pain: The research paper entitled ‘Intelligent Street Traffic Signal Configuration
for Emergency Vehicles: Possibility of Implementation” discovered that the application
of deep reinforcement learning procedure for traffic signaling system results to a swift re-
sponse of emergency service while at the same time reducing the disruption of conflicting
rush in other directions [24].

2.4 Current Technological Challenges and Limitations

Even though we have come so far with technology yet several challenges and limitations
still exists in adoption of integrated image analysis and Al techniques in traffic signal
control systems. Thus, the key challenge that arises because of deep learning models
like YOLOvV3 that require graphic card computation and other specialized equipment are
required is a major barrier particularly in regions with low technological advancement
[13]. Also, the need to obtain annotated data for training and testing the model can be
considered as the other big challenge. The combination of image analysis and artificial
intelligence approaches in traffic signal control systems has been developed thoroughly,
but it still presented some issues. The processing of data has to be real-time because
that is how the system manages large traffic loads. Independent features such as the
accurate detection and classification of objects on the roadway as well as their lighting
and weather variations are also important. While runtime optimizing is needed for the
program’s scalability and for avoiding inefficiencies, meeting computational needs with
hardware limitations is still a problem. Using the penalty point system to add difficulties
and including Optical Character Recognition for the number plate increases the overall
complexity and should be timely considered [7].

In future research works further extensions of this adaptive image processing system
should be made, including the integration of more sophisticated artificial intelligence as
well as more deep and refined computer vision algorithms for traffic control applications.
Another considerable issue is precise identification and recognition of objects located on
streets, and their classification when the situation is foggy and at night. This is due to
the problem of over fitting, as well as nuanced differences in the specific kind of inference
that neural network prediction models can cause fidelity losses in range of applicability
[14]. Further, it is required to create stronger algorithms that would be tolerant to cer-
tain number of conditions for more accurate detection [21]. The techniques like YOLO,
Mask R-CNN, and CNNs take a lot of computational power, which may hinder with
the system’s scalability, and therefore with its availability, particularly in the less tech-
nologically developed countries [17]. Another major problem is the assurance of item
identification and subsequent tracking. The study underscores the need to position the
camera effectively to minimize cases of the object overlap in the images, that may oth-
erwise lead to false positives for detection. In addition, the performance in detecting
might be influenced by different illumination conditions where it is challenging to main-
tain dependable result [38]. In essence, it is possible to register the issues and challenges
associated with the related problems and limits, thus focusing on the need to address
all the obstacles in the context of proper implementation of image analysis and artificial



intelligence methods with regard to adaptive traffic signal management [28]. This is be-
cause the adoption of these approaches offers great benefits since it is a multiplex of the
single strategies. Despite the fact that the proposed system includes acceptable accuracy
and recall rates, there is insufficient experimental testing to suggest that the system is
viable with regard to numerous traffic conditions. The environment during the detection
process can be challenging, so it is possible that image-based detection systems will be
negatively impacted by the weather, including rain, fog or snow. This is something which
might occur. There is the likelihood that some conditions may have a detrimental impact
on image quality and the task of sorting items using artificial intelligence algorithms will
become much more challenging. Controlling for high performance has remained to be a
key issue with respect to weather extremity, which demands further innovation [8]. The
identification of the transition probabilities of intersection states is difficult due to the
nature of traffic situations. Traffic is dependent on several factors such as weather con-
ditions, accidents, construction works and consequently, modeling intersection behaviors
is a challenge [7]. There is also a need to pay much attention to carefully managing
this to avoid adverse effects on traffic flow or some other drive factors due to activities
of this system. This underscores the importance of future studies and advancement to
enhance the robustness, as well as applicability of sophisticated adaptive traffic signal
control systems [5]. While experimental results reveal that integrating image analysis
with Al for traffic management can work and that the framework provides a good start,
many questions and challenges are still present [9]. Another limitation peculiar to most
intelligent computing methods is the inability to learn on its own.A phase optimization
module needs improvement in flexibility to make it flexible in use, although it poses high
computational problem to the network as in the use of neural networks and fuzzy mode
[9]. Because of low economic status, it can be costly applying high density of cameras
and application of Al system in such Nation as Bangladesh. Hence, financial factor must
be carefully analysed when deciding on adoption of one or another advanced technology
[28]. The goal of the project is to reduce time delay in traffic signal control in real-time
by incorporating Al with IoT devices [39]. It involves the computational use of Artificial
intelligence to assess and interpret picture information with a view of addressing present
traffic conditions. In addition, present traffic data are used with machine learning al-
gorithms to improve the accuracy of the system’s projections. This technology blends
the use of image analysis together with machine learning to increase traffic signals and
reduce traffic jam. This serves to illustrate the honoring synergistic interaction between
artificial intelligence and image analysis in the construction of complex Traffic control
systems that are able to adapt to Urban traffic functions in real-time [39].

The paper on “Detecting and Counting Different Vehicles in Real-Time Traffic Signals
Using Deep Learning” points out that YOLO is a fully convolutional network with 75
convolutional layers; skip connections; and upsampling layers. It uses a convolution layer
that learns features having a stride of 2 to reduce the size of feature maps maintaining
low-level features. While YOLO does not depend on the size of images as input, fixed
sizes of height and width of the images are helpful during batches processing. In this work,
YOLOvV3 is used with Nvidia Tesla K80 as a GPU in order to improve computational
ability [31]. The paper entitled Automatic Planning for Generating and Simulating Traffic
Signal Schemes investigates how Al approaches can be used for traffic management with a
focus on signal control in urban environments. It illustrates that model-based approaches,
including automated planning, can handle unpredictable traffic conditions and common
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traffic patterns in parallel. The work discussed here brings out and experiments traffic
signal control strategies by feeding the low level sensor data collected from the Kirklees
region in United Kingdom into its generated framework [27]. The study titled ”Intelligent
Vehicle Pedestrian Light (IVPL): In the paper titled ”A Deep Reinforcement Learning
Approach for Traffic Signal Control” the authors propose a deep reinforcement learning
(RL) adaptive traffic signal model that shows high efficiency in the control task for both
vehicle and pedestrian traffic streams. From the findings of the study it is clear that
the IVPL method developed here is intended to provide fair distribution of green time
to vehicles and pedestrians with the objective of minimizing the total user time instead
of merely the vehicle time. The model uses an extended reward function that captures
delays induced by interactions between different road users, and assesses the effects both of
pedestrian jaywalking and interruptions to traffic flow in different conditions. Computer
simulation discussed in this paper utilizing real traffic signal parameters confirmed the
superior performance of the IVPL model over fully actuated traffic signal system in terms
of minimizing intersection delays effect [35]. Firstly, it is imperative to note that this study
is largely a systematic review, which by design means that it cannot incorporate all the
various forms of intricate analysis, which most of the papers reviewed offered diagrams
and other conceptual models and not compendiums of intricate quantities, so the best
method — a meta-analysis — is impossible to perform. With only 35 papers under review,
the authors noted that there is paucity of research in some of the critical areas regarding
AT based ITS and the need for a much larger study in this fast growing field. Literature
review on actual design, implementation and assessment of traffic parameters with real-
application is scant with few specific cases matching with current frameworks/models in
operational smart cities. The review did not devote enough attention to the evolution of
the traffic control systems such as dynamic traffic light which in the model by Nellore
and Hancke (2016) was discussed in passing without further discussion of the idea nor
other sources. Furthermore, the topics on adaptive traffic control systems and other
related discussions could not receive further expounded analyses due to the paper length
restriction of journal publication [18].
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Chapter 3

Methodology

3.1 Description of the model

YOLOVS is one of the best model for computer vision right now. It is known for its fast
architecture, efficiency and accuracy. YOLO had many versions, YOLOvS is the latest
version. YOLOS makes it ideal for real time processing where speed is of the essence.
One of the most profound applications of YOLOvVS is demonstrated in controlling traffic
lights, and its reliability cannot be overstated. This allows the system to make optimum
decisions in the timing of the signals depending on present traffic-update patterns. The
fast image processing is desirable in order to adapt rapidly to new conditions in terms
of traffic flow that is especially significant in densely-populated areas wherein the traffic
intensity can dramatically change.

3.1.1 Architecture Overview

To quickly and effectively detect objects, YOLOvS follows the neural network called
YOLO architecture, and it is advanced. The model’s structure can be visualized as a
flow diagram, comprising three primary sections: input, process, and output. .

Input: The architecture takes input data in a form of images. Which later has to be
preprocessed to make them standard and favorable for object detection.

Process: The Head and the Backbone are the two primary processes that drive YOLOvVS.
The P1 through P5 layers that create out the Backbone are assigned for feature extrac-
tion. Each layer somewhat covers different levels of depths where lower layers try to
identify edges and textures of a given image while higher layers try to identify patterns.
The Head that is aligned with the Backbone work in parallel to this process, and they in-
terpret the features that have been retrieved as well as guess works. This is accompanied
by extra parts named as ‘Concat’ and ‘Detect’ to indicate feature concatenation and ob-
ject identification processes, correspondingly. The layers of the Head, which are likewise
designated P2 through P5, reflect the Backbone’s layers and create a link between object
detection and feature extraction.

Output: The culmination of this process is the output, represented by two scales:

13x13x255 and 26x26x255. These dimensions are actually the resolution and depth of
the prediction maps that include bounding boxes and their class probabilities.
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Figure 3.1: YOLOvVS architecture

3.2 Description of the data

The dataset utilized in this study was manually assembled from CCTV footage and
included a variety of urban traffic components. Recordings include different types of
vehicles like automobiles, bicycles, trucks, and convertible vehicles, etc. It helped the
model to identify diverse road patterns and types of vehicles. Specific preprocessing
methods, for example, data enhancement, provide differences that emulating real-world
conditions like variations in light, climate, or partial occluding. This increases the model’s
stability and its ability to perform efficiently in other conditions with relative ease.

Dataset and Preprocessing

Dataset quality and preparedness are critical determinants of the model being developed.
Proper labeling means that the model will recognize the right boundaries of objects and
their type; preprocessing adds to better generalization as to new cases.

Labeling Process: The labeling process was done by using CVAT, It is a computer
vision annotation tool. Every object was included in a bounding box and labeled with
an appropriate name. This part is very important for the model’s capability to pinpoint
and recognize specific objects. .
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Data Augmentation Process: The images that was used were changed and modified
in a way that the model could encounter in real life scenarios. Camera footage of CCTV
are not always crystal clear due to weather conditions or lighting’s. So, it was enhanced by
using techniques like random cropping, rotation, and flipping, variations were introduced.

hsv_h=0.015, # Slight hue shift to simulate color change at night
hsv_s=0.7, # Increase saturation

hsv_v=0.2, # Adjust value (brightness)

flipud=0.5, # Vertical flip

scale=0.5, # Scale the image

translate=0.2; # Translate the image for robustness

Improving the flexibility of Models Using Parameterized Augmentation

As such, we can see that applying specific custom augmentation firmly enhances the per-
formance of YOLOVS in the context of various visual settings. These parameters mimic
real-world environment changes to make the model optimize the object detection accu-
racy. In the model, we have added the GaussNoise tried to mimic the real-world scenario
where the camera detects a grainy nose using 30 percent probability. In the real world,
scenes have some amount of noise and hence distortion noise helps the model to famil-
iarize it with images that have some degree of impairment. Then we have added Hue
shift (hsv_h=0.015). This small modification makes small color variations, emulating
changes in lighting conditions for example from daytime to nighttime to help the model
perform objects in a different light. We also have increased the saturation (hsv_s=0.7).
This increased saturation makes the subsequent color appear even more conspicuous,
which helps the model to learn objects with different intensities of hues shaded from thin
to thick. In the brightness adjustment (hsv_v=0.2) turning a little brightness gives the
model a different level of light which makes its reading accurate both in bright areas and
dark areas. We have also used the flipped parameter which makes the images flipped
by 50 percent handling the images with objects either mirrored or upside down. For
the size variability as well as testing the ability to mimic camera zoom we used random
scaling to make the image larger or smaller to train the model. And lastly, we have added
translation changing the object coordinates by 20% making the model recognize objects
in other frame locations across various scenes.

Normalization: The images were kept to similar uniformed size of 640 x 640 px. This
helped to make the training stable and efficient. This process is important to mitigate
problems with image sizes and scales, If all images are consistent then the model is
efficiently trained.
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3.3 The impact of preprocessing on the performance
of the model

The goal of such preprocessing steps was to ensure that the input set is robust and trans-
formable enough for training purposes of the YOLOvS8 model. Besides, the augmented
and normalized dataset also used in this research was purposely to imitating the real-
world situation, which helps the model to perform well on the new samples that it had
never encountered during data training. This generalization is very important in real-
time applications to allow the model to adapt quickly to the rapidly changing conditions
as might be observed in traffic signal control.

The detailed and very careful way of naming and with a lot of pre processing, contributed
to a proper foundation for YOLOv8 model getting very high efficiency and reliability for
the tasks of object detection. Thus, the problems that may occur during the usage of
the dataset for training and testing were considered beforehand, as well as differences of
traffic situations in different cities.
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Chapter 4

Evaluation of the Model

4.1 Performance Metrics

To evaluate the YOLOv8 model’s performance and reliability during the training phase,
a comprehensive set of metrics and visualizations were employed. These tools are instru-
mental in identifying the model’s strengths and areas for improvement.

4.1.1 Normalized Confusion Matrix

The normalized confusion matrix reveals that the model excels at identifying ‘background’
with high accuracy, while the ‘bicycle’ and ‘motorcycle’ categories show some confusion,
likely due to visual similarities. Detection accuracy for ’bus’, ’car’, and ’person’ is mod-
erate. Overall, the matrix suggests a proficient model, especially in discerning heavily
represented classes and distinguishing them from the ’background’; a crucial aspect for
traffic analysis applications.

Figure 4.1: Normalized Confusion Matrix
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4.1.2 F1-Confidence Curve

The model’s performance in different classes is displayed on the ”F1-Confidence Curve”
graph, which has an ideal F1 score of roughly 0.87 at a confidence level of 0.403. This
peak suggests that the model is accurately calibrated because it shows a great balance
between precision and recall. Even while the curves for each class—bicycles, buses, auto-
mobiles, motorbikes, and people—are different from one another, they all show the same
general pattern of increasing to a peak and then decreasing, which is typical for F'1 scores
as confidence thresholds rise. This illustrates how consistently accurate the model is at
detecting objects across several traffic-related categories.

Figure 4.2: F1-Confidence Curve
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4.1.3 Precision-recall curve

The model performs exceptionally well in a variety of classes, as evidenced by the
accuracy-recall curve; average precision (AP) scores range from 0.833 for "person” to
0.971 for "bus.” With a mean Average Precision (mAP) of 0.915 at an Intersection over
Union (IoU) of 0.5, object detection accuracy is high overall. This implies that the model
is very good at detecting pertinent items with a low false positive rate, which is important
for traffic signal management applications where accuracy is critical.

Figure 4.3: Precision-recall curve

4.1.4 Precision-Confidence Curve

For the classes of bus, bicycle, person, vehicle, and motorcycle, the Precision-Confidence
Curve graph shows that the model retains a high degree of precision across all con-
fidence levels. Remarkably, the ’all classes’ curve stays precisely on target the entire
time, suggesting that the model predicts with extraordinary accuracy, independent of
the confidence level. This consistency indicates a well-trained model that ensures strong
performance in a variety of settings and minimal false positives when utilized for object
recognition in traffic control systems.
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4.1.5 YOLOv7

Figure 4.4: Your caption for the YOLO V7 precision-recall curve.

The graph of Precision-Recall curve for the vehicle detection YOLOv7 model shows the
rate of increase in precision as well as recall throughout the detection process. The
model also show a more selective behavior at the lower right quadrant, which corresponds
to the initial point of the curve with recall about 0,6 and precision about 0,7. Here,
approximately 70 percent of the identified vehicles are valid and true positives, while it
checks only approximately 60 percent of all the actual vehicles out there. This means
that the model is somewhat selective with its detections to minimize on false predictions
in an effort to improve on the accuracy of the detections. At the point where recall is
slightly higher to 0.62, precision reduces drastically to 0.50. This fall suggests that while
the model tries to recognize more vehicles, it brings in higher false positives component
thus lowering the total system efficiency. This phase might be caused by changes in
the detection thresholds where carrying capacity is traded against recall at the expense
of precision. Still, precision improves as recall starts to level up to 0.67, to about 0.60.
This improvement reveals a relative gain in parameter setting that gains more instances of
vehicles while decreasing the ratio of wrong detection. The model is now less conservative
but remains realistic to a reasonable degree. As more recalls are still performed the
precision of the results increases and reaches the 0.85 level which is still higher than a
0.75 to 0.85 recall level. The model is at best balanced for this stage, it catches most
of the vehicles while the precision is high. The upward trend observed here indicates
that architects have been tuning every factor, which defines an actual model, such as the
confidence threshold and the Intersecting over Union (IoU threshold), to capture more
instances with the least possible trade off on the precision level.
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4.1.6 Comparison Metrics for the YOLOvV7 and YOLOv8 Model
(Without Augmentation):

Metrics | YOLOv8 | YOLOvT7
Precision | 0.90254 0.8702
Recall 0.84165 0.8707
F1-Score | 0.8710 0.8704
Map50 0.91456 0.9130

Table 4.1: Benchmarking YOLOvT7 and YOLOv8 Model (Without Augmentation)

Precision:

YOLOvVS8: The precision score obtained is 0.90254. This means that out of all the cases
that the model tagged as positive (which includes true positive and false positive) 90.25%
were true positive. This high precision implies that YOLOvS8 will rarely give false alarms
that is, identify signs of an object when it is not — and therefore is more effective in alerting
its user when it picks signs of an object’s presence. YOLOvT: The precision accuracy is
0.8702, though it is a little lower than YOLO standardized in YOLOvS8. This suggests
that about 87.02% of this positive detection is accurate though still strong. This indicates
that YOLOvVS is somewhat less prone to false detections than YOLOvV7 is. Judging by
both, YOLOvVS has a 3.2% more improvement in precision compared to YOLOv7. This
difference could be useful most of all in those cases where the number of false detections
is highly undesirable, for instance, in the case with the automatic traffic control systems,
where the improper identification of vehicles can lead to improper actions.
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Recall:

YOLOvVS: The recall score is 0.84165 meaning that more than 84.17% of the actual pos-
itive samples are accurately recalled by the corresponding criteria. It can be seen that
the more objects it detects, the larger the number of actual instances that it is likely
to have missed. YOLOvVT7: By comparing the recall metrics of the detectors, YOLOvT
has a marginally better sensitivity compared to that of YOLOvS8 whose sensitivity is
0.8707. This implies YOLOvVT7 recognizes a larger number of true positives with only
87.07% implying a lower False Negative rate suggesting that our model is better at not
missing objects that are in the images. Judging by this The paper shows that the recall
of YOLOVT is higher by about 2.9 percent, which means that, in the case of identification
of a greater number of objects, YOLOv7 is more efficient. This characteristic makes them
suitable where an object that may be out of sight should be quickly located, for example,
in real-time security surveillance or traffic analysis where all vehicles must be seen.

F1-Score:

YOLOvVS8: The Fl-score is 0.8710, which is the balanced version of the precision coefficient
and the effectiveness coefficient. This score implies the model has a reasonable trade-
off for both completeness and accuracy of object detection. YOLOvVT7: F-measure is
0.8704, which is equal to the YOLOvVS algorithm with a small difference. Same way, it
shows the ratio between precision and recall whereby YOLOv7 also + profiles a good
recall-precision measure which also means a good tangle between false positive errors and
missed errors. By comparing both Fl-score comparison between YOLOvS and YOLOvT
is also very close with a difference of 0.0006. This implies that both models give almost
similar overall performance with respect to the measurement of precision and recall. In a
practical sense, both models seem to be effective in equal measure in terms of reliability,
nonetheless, the effectiveness in the precision and recall skills of each separately may
determine their appropriateness in specific applications.
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mAP@O0.5 (Mean Average Precision at IoU=0.5):

YOLOvS8: The mAP@OQ.5 is 0.91456, meaning the model gains a mean average precision of
averagely 91.46% over ./844 words er at the moment of the Intersection over Union (IoU)
threshold of 0.5. This shows how well the model is in predicting the ground truth box
compared to the size and location of the boxes it has generated. YOLOvT: However, the
mAP@Q.5 of this model is slightly less — 0.9130 which is slightly less than the YOLOv8
model. It shows similar performances for discovering objects of two or more classes with
a similar degree of accuracy. So from the both comparison, we observe that the value
of mAP@O0.5 is much closer, with YOLOvVS8 slightly ahead of YOLOv3 by 0.15%. This
means that in terms of assessments in the detection of objects using different methods
with varied IoU thresholds, the two models are quite efficient. However, it can be seen
that YOLOv8 might have a slight advantage for those applications that would much
rather deal with precise detection.

Overall analysis:

YOLOv8 and YOLOVT are, respectively, fast and very fast object detection models suit-
able for different tasks due to their features. As for the precision, it is higher (0.90254)
and the mAP@O0.5 is a bit better (0.91456), which is more useful in cases where false
positives can be a problem, especially in the utilizing of highly accurate detections. On
the other hand, the recall of YOLOvT is higher (0.8707), which means it will detect a
range number of objects and may be preferable to not detect any instance at all, as in
surveillance. Thus, the F1 scores given in both models varied only in two decimal points,
which means that the two models were balanced between precision and recall. In the
end, it all comes down to what kind of application is in use, if the requirement is for a
program that must detect something with high sensitivity then linear search would be
used, whereas if the requirement is that the program must generate results with high
accuracy then binary search would be used.
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4.1.7 YOLOv8 Model With Augmentation vs Without Aug-

mentation:
Metrics | YOLOv8 (Augmentation) | YOLOv8 (Without Augmentation)
Precision 0.87019 0.90254
Recall 0.81516 0.84165
F1-Score 0.8418 0.8710
Map50 0.88211 0.91456

Table 4.2: Benchmarking YOLOvS8 with and without augmentation

Precision : Precision of the model trained without augmentation is 0.90254 while the
one trained with augmentation is 0.87019. Precision reflects how accurately the model
indicates the presence of objects. The lack of change with augmentation suggests that,
while the model was more precise at a higher level, it was doing so conservatively and
had fewer false positives. This may have been due to augmentation adding variations
that made the model slightly less confident of its detections.

Recall: The model without augmentation got 0.84165 and the model with augmenta-
tion got 0.81516. Recall analyses whether the model captured all the existing objects
in the dataset and recognized all objects. Judging by the numbers higher recall without
augmentation can identify more actual objects since there are fewer variations in the
training data. This means that the augmentation applied could have included noise or
new patterns which in general has slightly affected the recognition capability of the model
for every object of interest.

The F1-Score: The F1-Score which equals the harmonic mean between Precision and
Recall, adds to these findings. While the model trained with augmentation has an F1-
Score of 0.8418 the F1-Score for the model trained without any augmentation is 0.8710.
This metric balances Precision and Recall to provide a single measure of overall perfor-
mance. The calculation for the F1-Score was verified as accurate for both cases, confirm-
ing that the model without augmentation outperforms the augmented model in terms of
balanced object detection.

mAP50 (mean average precision at 50% Interesection over Union) : 0.91456
where augmentation is not used and is 0.88211 where augmentation is used. The mAP50
score measures how accurate the model is when it comes to positioning and shape of ob-
jects they are attempting to detect. The mAP50 is slightly higher for the non augmented
model indicating that the model had slightly better object localization as opposed to the
model that was augmented but contained localization variations. It also suggests that
the initial dataset might have had sufficient variability, and the attracted augmentation
slightly deteriorated the performance due to unknown patterns.
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4.1.8 Results of YOLOvV8 Model

The spreadsheet image shows different metrics that are tracked across several epochs when
the machine-learning model is being trained. These measures include validation losses for
losses like 'rpn_cls_loss’, 'rpn_bbox_loss’, 'roi_cls_loss’, roi_bbox_loss’, and ’total_losses’.
Based on observable patterns, it seems that losses diminish with time, indicating that
the model is learning and convergent. To avoid overfitting, it appears that the model
is being assessed for generalization when both training and validation losses are present.
Effective learning is shown by the steady decline in ”total losses” throughout epochs,
and strong generalization skills are suggested by the equilibrium between training and
validation losses. As it suggests the model is learning to recognize and classify things
effectively without memorizing the training data, this is a desired outcome in model
training. All things considered, the findings point to a successful model that is getting
better at prediction over time.

Figure 4.5: Results
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Chapter 5

Implementation of the Traffic Signal
Management System

The implementation of the Traffic Signal Management System is a crucial part of this
project, demonstrating the operational aspect of the proposed adaptive traffic manage-
ment system. The application is web-based application built with Streamlit. The simu-
lation is designed to dynamically adjust traffic lights based on real-time vehicle detection
data obtained from video inputs, simulating a traffic management system for an urban
setting.

5.1 System Architecture of the application

The traffic control system operates as a simulation tool that processes multiple video
inputs to monitor the density of vehicles at various intersections. The system later
changes traffic light’s indication from red, through yellow and to green based on the
number of cars identified in each video stream. This mechanism reflects a real world
adaptive traffic control system designed to control the traffic congestion by adjusting the
signal based on current traffic conditions.

25



5.1.1 Traffic Light Simulation Pseudo code

Algorithm 1 Adaptive Traffic Signal Control

Initialize signal states for each road with:
Red light
Zero transition count
Vehicle count buffer for the last 30 frames
Wait until the start button is pressed
while stop button is not pressed do
for each road do
if the road has a green light then
if maximum green light duration has passed then
Change the light to yellow
Display yellow light for the specified duration
Change the light to red
Move to the next road in line
end if
else
Increment transition count for roads with red light
if any road has not received a green light for 4 transitions then
Prioritize these roads based on vehicle count
if multiple roads have the same vehicle count then
Choose the road that has waited the longest
end if
Set the chosen road to green
else
Compare vehicle counts of all red roads
if multiple roads have the same vehicle count then
Choose the road that has waited the longest
end if
Set the chosen road to green
end if
end if
Update the display with the current traffic light state for each road
end for
end while
End the traffic management when the stop button is pressed
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5.1.2 System Flowchart

Figure 5.1: System Flowchart
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Implementation:

The code that is shown below represents Traffic Signal Management System that now
employs a YOLOvVS for object detection and Streamlit for interaction and Visualization.
The system provides view from several cameras and based on the detected vehicle data
controls traffic signals in real time. This efficient smart traffic control system lowers traffic
jams and enhances free flow of traffic at junctions.

The system’s core functionalities are divided into the following key components:

Streamlit(st): Streamlit is a Python library for creating a user-friendly website inter-
face. Users can copy and paste video files, set input signal lengths, and preview the
output video in real time.

OpenCV (cv2): A computational tool of complex character and high performance,
which is used for managing video stream, frames’ reading, and possible image processing.

Numpy (np): Assists in performing mathematical calculations; in creating arrays uti-
lizing which images are processed.

YOLOVS of the ultralytics library: This is presumably the current best practice in
object detection. Real-time will be especially effective for detecting vehicles in video feeds.

Tempfile: Tempfile is particularly useful in handling of temporary storage space for
the videos that users upload so that the management of large video data can be done
effectively without leading to the need for permanent storage.

Time: Required for controlling cycle time related to traffic lights such as red time, yellow
time or green time.

OS: An application can delete temporary files after processing so that all extra data is
not kept by the system.

Threading.Event: Provides synchronization control to pause or stop the processing
loop, allowing the user to experience continuity of start, stop, or pause for the simulation.

Video Input Handling: The system can accept video inputs from multiple roads,
which simulate various intersections. Each video file, uploaded via the application inter-
face, represents real-time traffic data collected from cameras placed at these intersections.
Minimum 3 video have to be added as intersections contains at least three different roads.

Vehicle Detection: The detection of vehicles (such as cars, buses, motorcycles, etc.) in
the video frames is handled using the YOLOv8 model. The model has been optimized
for traffic-related objects, these include cars, buses, motorcycles, and bicycles. Detection
occurs on a frame-by-frame basis, with bounding boxes drawn around the identified ve-
hicles to demonstrate the real time actions.

Signal State Management: Traffic light signals are simulated using three states: red,
yellow, and green. These states control the flow of traffic at each intersection based on
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the vehicle density. The application calculates the optimal signal state by evaluating the
number of detected vehicles on each road. The signals are timed dynamically to allow
the road with the highest traffic density to have a green light, ensuring smoother traffic
flow.

Dynamic Signal Control: The system continuously processes the video feeds and ad-
justs the signal state based on the real-time traffic density. The process is managed in a
loop where each intersection’s traffic density is compared, and the signal light is adjusted
accordingly. After a specific green light duration, the system switches to yellow for a brief
period before changing to red imitating the real time traffic signals.

Streamlit-Based Interface: The user interface is built using Streamlit, and deployed
on Streamlit, which allows for seamless interaction with the system. Users can upload
video files, set the duration for red and yellow lights, and start or stop the traffic simu-
lation through a user-friendly interface. The video feeds are displayed in a grid format,
each corresponding to a different intersection, along with the signal states.

5.2 Functionality and Workflow

The whole application follows these steps during the usage:

1. Video Upload: The user uploads at least three video files, each representing a
different road. These videos are processed in real-time to detect the number of
vehicles on each road.

2. Object Detection and Processing: The YOLOvV8 model processes each frame
from the uploaded videos to detect vehicles. The detections are processed in real
time, and bounding boxes are drawn around the identified objects (vehicles).

3. Traffic Light Simulation: A dynamic algorithm determines which road should
receive the green light based on the vehicle count. Roads with higher vehicle counts
get longer green light durations, while less congested roads wait on red or yellow
lights. The light state is updated in real-time, with the green light duration being
adjustable through a user-configured slider.

4. Visualization and Control: The Streamlit interface provides a real-time visual
of the ongoing simulation, displaying both the video streams and the current traffic
light state for each intersection. The application offers control buttons for starting,
pausing, or stopping the simulation.

5. Data Cleanup: After processing each frame, the system releases the temporary
resources associated with the video files to maintain efficiency. If the simulation is
stopped, the system clears any ongoing processes to ensure smooth operation.
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5.3 Code and System efficiency

The system’s design is optimized for handling multiple video streams simultaneously
by using Python’s threading and event management system, enabling efficient concur-
rent processing of traffic data. Essential libraries such as like OpenCV, Streamlit, and
YOLOVS are implemented to ensure best real-time performance.

Core Libraries

1. OpenCV: Used for video input and processing. It handles real-time frame reading,
video playback, and drawing of traffic lights and vehicle detection boxes.

2. Streamlit: Provides an interactive web interface for video uploads, control buttons
(start, stop), and dynamic adjustments of traffic signal timing.

3. YOLOVS: is used for detecting objects (vehicles) in real-time within each frame
of the video streams. The model performs inference on the frames to detect various
vehicle types, providing bounding box coordinates and class labels.
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5.3.1 Handling Edge Case:

Sequential Green Assignment or Equal Count Resolution: Handling Equal
Number of Vehicles on two or more Roads:

Figure 5.2: Same Number of Vehicles

In this traffic system, when two or more roads have the same number of cars, there’s a
special rule to decide which road gets the green light first. The system is organized by
road numbers in particular order. For example, if road 1 and road 2 each have the same
number of cars then road 1 will be given green light before road 2. This method is called
Sequential Green Assignment or Equal Count Resolution. In other words, the system
keeps all the vehicles on the roads treated equally, when multiple roads are equally busy.
By following this rule, the system avoids delays that could happen if roads with the same
car count all tried to go at once. This helps traffic lights switch more efficiently, making
the overall flow of traffic better.
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Equal Opportunity Transition Rule:

Figure 5.3: Equal Opportunity Transition Rule

In this system, if a road with fewer cars doesn’t get a green light for a while, there’s a rule
to fix that. It’s called the Equal Opportunity Transition rule. After three green lights
for other roads, the road with fewer cars will get a green light on the fourth turn. This
all means that all roads have a fair chance to move, keeping traffic fair and balanced. By
making sure that even less busy roads get attention regularly, the system prevents long
waits and gets you smooth traffic flow across the entire network. This approach makes
the whole traffic system more efficient and equitable for all drivers.
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Chapter 6

Conclusion

6.1 Conclusion

In conclusion, the system we proposed for automating traffic singnals can be very useful
if it’s utilized in real life scenario. In this project we proposed and designed an adaptive
traffic signal control system, the system’s simulation was created using YOLOvS and
OpenCV on Streamlit. Traffic data obtained from Roboflow was im- plemented to the
YOLOvV8 model, trained for real time vehicle detection to optimize the traffic signal
timings. OpenCV was incorporated to address image analysis tasks, while the simulation
traffic signals control interface was developed using Streamlit. This innovative approach
tackles problems in traffic flow for congested lanes by properly scheduling the traffic
light and vehicle flow. In any case, the vision-based strategy that we proposed can help
to enhance the control of traffic flows and increase the safety of roads significantly. Our
core aim was to design a system that would allow changing traffic lights depending on the
existing conditions. We showed the demonstration in a simulation. If this is implemented
properly in real life, this will help to alleviate traffic congestion and improve overall trafic
flow.

33



6.2 Future Work

Our work on adaptive traffic signal management system can be scaled and improved. The
system can be upgraded to favour emergency vehicles like fire brigades and ambulances, to
give them green lights to help them travel faster. We can make the technology sustainable
by implementing sustainable strategies like dimming street lights during low-traffic hours.
Solar-powered traffic lights can be used. The system must be validated to be able to
sustain different traffic levels, road configurations and peak hour conditions in urban
areas. With its use of artificial intelligence, the system will be able to identify vehicle
license plates, and thus enforce traffic regulations more effectively. To enhance traffic
efficiency and safety, this system should be linked to smart city, smart parking and other
intelligent transportation technologies, to build up an advanced and interactive urban
transportation network.
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