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Abstract

Sentiment analysis from texts has been a major research field in NLP. However, most
of the studies are on binary (positive and negative) classification of the texts. While
researching, we found that the accuracy of multi-class text classification according
to emotions is very low when compared to binary classifications, as understanding
and quantifying emotions is a very difficult task. We studied the two commonly
used deep learning models used for text classifications: Long Short-Term Memory
(LSTM) and Convolutional Neural Network (CNN). We found that the greatest
accuracy was achieved when the CNN model is used combined with a LSTM. In
our paper, we proposed an LSTM-CNN hybrid model to classify texts according to
five emotion classes and achieve an accuracy of 65%. We further studied Support
Vector Machine (SVM) and Naive-Bayes classifiers. The experimental results show
that the LSTM-CNN model had an improved accuracy.

Keywords: LSTM, CNN, NLP, Text classification.
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Chapter 1

Introduction

1.1 Background

Artificial intelligence has contributed significantly in the field of natural language
processing (NLP) since its birth in 1950. One of the most prominent research options
in the field of NLP is Emotional analysis which refers to finding out the attitude or
emotion of the writer by the use of natural language processing, text analysis and
computational linguistics. Although emotional analysis started back in the 1950s,
now-a-days it is widely used to mine information from the internet.Today, social me-
dia like face-book and twitter is used by almost all the people on the earth, where
they share their opinions and their feelings. Twitter alone has almost 340 million
users where 186 millions of them are active daily.The total number of tweets sent
per day is over 500 million. People from different places of different ages, talk about
their life events and how they feel about a specific issue or a topic.Since, the users
of these sites are huge, the data they produce is enormous and the data is also more
and more accessible. Therefore, this data can be used for finding out about the
mental states of the individuals such as if they are suffering from anxiety or not, if
they are happy or sad, if they are angry or excited et cetera. Due to the massive
amounts of data on these social networking sites, emotional analysis has been a great
research area in the last decade [8]. In spite of the fact that this analysis at present
is really promising, most of the analysis is actually based on positive or negative
emotions whereas sentiment can be classified into many categories like happiness,
sadness, anger, joy, excitement et cetera.

At present, the analysis of emotion is mostly used in the commercial sectors. It
helps the business grow by understanding their customer or getting knowledge about
their sentiment for a certain product. People express their feelings and opinions
more openly than ever on social networking sites. Thus, the brands can now get the
feedback from people more easily now. Furthermore, they can also understand the
customer requirements and tailor their product or business according to that infor-
mation.However, the analysis of the emotion is mostly restricted into just positive,
negative and neutral. It is like scratching on the surface where there is valuable
information about people’s emotions hiding in those social network data.

Nevertheless, with the advancement of deep learning, the algorithms ability has
tremendously increased for analysing text from social sites.It helps researchers do
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in-depth research about emotional analysis .Everyday, huge amounts of data is cre-
ated through the social network sites and most of them are unorganized. It is
almost impossible to analyze the emotion manually in an effective and timely man-
ner. There comes the emotional analysis using deep learning and natural language
processing where the data can be processed and analyzed in a minimal amount of
time and human inputs. Convolutional Neural Network (CNN) and Long Short
Term Memory (LSTM) are such network models which can be used to analyze the
emotion data and find the expected result. Convolutional neural network or CNN is
a type of artificial neural network that uses a machine learning unit algorithm called
perceptron for supervised learning and analyzing data. On the other hand, Long
Short Term Memory or LSTM is a modified version of Recurrent Neural Networks
(RNN). It helps resolve the vanishing gradient issue in RNN as remembering past
data from memory is made easier by LSTM.

The applications of these multi-class classifications of emotion would be many if
we can get to a higher accurate result. Primarily, sentiment analysis could be help-
ful for public health issues, safety, emergency response and urban planning [18].
Moreover, emotional analysis could be a great help in preventing suicide and mea-
suring a community’s well being [1]. On the other hand, It allows companies to
evaluate the satisfaction levels and the expectations of their consumers [2].

1.2 Motivation

Mondher and Tomoaki [17], talked in their work about the importance of multi-class
emotion classification. Their works describe that emotions such as happiness and
love are both of positive polarity yet they mean completely different things. There-
fore, it is not enough to classify sentiment in positive and negative.

We believe that multi-class classification of emotions from posts on the internet
can provide large datasets for a lot of problems for this generation which will be
further be discussed. Lots of techniques are being used to mine or classify emotions
like parsing technique [14], or use R language to mine or analyse data [9] and many
machine learning algorithms [13] are used however, binary classification has already
achieved a very high accuracy where as for multi-class emotion classification it still
has not fully developed yet and is still maturing and has room for further study and
improvement which can provide a great incentive for researchers to work further in
this field and not only that understanding human emotions from texts has become
really popular and also in demand and in many different languages and in various
fields [6], [7]. This Motivated us to look into the researchers of scholars and try to
improve the accuracy and work in the field of NLP.

1.3 Problem Statement

The two major sectors of sentiment analysis are opinion mining and emotion mining
[12]. Research on mining opinion from texts on websites like twitter, amazon etc
has been a focus of the last two decades. There is much state-of-the-art work
done on classifying opinions into ‘positive’ and ‘negative’. The data collected from
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online social networking sites, at present, can easily be classified into positive and
negative. However, the classification of emotions is inefficient if it is classified as
binary. Humans show many emotions, a positive post can mean both happy and
sad at the same time. For example the text - “I am glad to live long enough to see
and play with my great grandchild, yet I cant stop these years.” The text implies
a positive meaning yet the speaker is clearly sad. There are thousands of posts like
these that can be found over the internet which can be extracted and trained and
mined for better understanding of human emotions which can further help us to
solve many day to day problems or find things that attract people more and grab
the marketplace more efficiently. For instance:

• Understanding the emotions of customers are very important for the business
to flourish and grab the marketplace with preferences to the customers’ choice.
Customers often give lots of reviews for products, some are most of the time
very straightforward, bad or good however in many cases the review gives a
mixed feeling. Therefore knowing the response towards a product is crucial, as
many brands can run survey to know the feelings of their customers towards
their products and take appropriate actions.

• In recent times, E-Learning has become the main focus as a medium to study,
as a result efficient systems are required to know and understand how the stu-
dents are feeling, what they need and want from the faculty to provide. Many
platform like coursera provides recorded videos where faculties are presenting
live for which it has become a necessity to develop such systems.

• In many systems, AI systems are placed which keeps track of our activity and
suggests us movies, music and places to visit with respect to our preferences
and these might seem small and irrelevant however it makes our life a lot
simpler and easy.

• Read diaries/notes or posts in social network sites to understand the emotional
or mental state of a person which might help to avoid any disasters [1].

1.4 Goals and Solutions

In present times, the binary classification of emotions have advanced a lot, however
as mentioned earlier emotion is not bound only to two emotions but rather there
are many more emotions involved with humans which gives meaning to our life
and day to day communication. As a result, advancement in classifying more than
two emotions is very much important and has become a need with advancement
of technology to make our life easier. So, our main focus or aim is to improve the
accuracy of multi-class emotion, as the number of emotions increase the accuracy
for the emotions falls down drastically. In our research we try to reach our goal
by applying deep learning algorithms such as LSTM and CNN. Our model uses the
deep learning algorithms to classify 40000 tweets from twitter into 5 emotions.
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1.5 Research Contribution

Research about emotion analysis from social networking sites using deep learning is
becoming more and more admired as people are being involved on social sites regu-
larly now more than ever. Moreover, the applications of this are also enormous. At
first, emotional analysis was only used in commercial sectors. However, researchers
today realised what is underneath the surface of emotional analysis. This can be
used for human welfare to societal development. Hence, we have taken the opportu-
nity to research emotional analysis from social networking sites using deep learning
and tried to do our best to come up with a system where the emotion we extracted
from social media would not be binary but multi-class. In our research, we tried to
figure out a way which will help us classify the social media data and find out the
emotions people tried to express on their twitter posts. Using the resources that
we had, we attempted to come up with a process where the accuracy will be much
higher. Therefore, the emotions we get from the data will be much more accurate.
In the following sections we have described briefly about the functions of our system.
It showed the process of how we took a twitter data set and processed it so that we
can classify the emotions from the data. This will be very crucial in further study
regarding multi-class emotional analysis using deep learning.

1.6 Chapter Orientation

In the later part of the paper, the following chapters are presented:
Chapter 2 consists of Related Works, it consists of all the works that has been done
previously on the classification of multiple emotions.
Chapter 3 comprises Methodology. This chapter starts with how the data has been
processed and then moves on to explaining the different models used to classify the
data to achieve the results.
Chapter 4 includes Results. This chapter gives an evaluation of the results of the
different models and a comparison between the results received from different mod-
els.
Lastly, chapter 5 contains the conclusion and future work. It gives a summary of
what we did and what we can achieve more with time in the future.
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Chapter 2

Related Works

Ali, Ameneh, and Osmar (2017) [12] in their article have talked about the current
state of sentiment analysis from text. There are two types of sentiment analysis:
opinion mining and emotion mining. Most of the research since the 1900s has been
done on opinion mining which is a ternary classification (positive, negative and
neutral). In the paper, they have given data of the previous work that has been
done on opinion mining - detection, classification and summarization. They have
described that the methods can also be used for emotion mining with certain mod-
ification. The datasets used are of two types, annotated datasets and unannotated
datasets. The use of convolutional neural networks provided the best result for the
classification. Also some of the more common ways described are pattern-based
and frequency-based, where each word is given a vector according to its index in
a dictionary and the number of times they occur. Another approach was breaking
the text in unigram (single word) and parts of speech-tagging - it was seen that
adjectives gave us most knowledge about emotions. The work on unannotated data
is much more difficult. One approach is to use lexicons. Lexicons are a dictionary
of words that are given a value based on their polarity. The data are then used to
train a machine. This provided good results. They described four emotion models
proposed by the four theorists - Ekman (1972), Plutchik (1986), Shaver (1987) and
Lovheim (2011). The Ekman model is the most widely used with its sets containing
the emotions: anger, disgust, fear, joy, sadness and surprise. With surprise being
the emotion that has both positive and negative polarity.

The paper presented by Mondher Bouazizi and Tomoaki Ohtsuki [17] has worked
on to create a classification of data collected from twitter to sort them into seven
different emotion classes: Fun, Anger, Happiness, Sadness, Love, Hate, Neutral. At
first they classified them with two at a time using the opposites for example ‘Love’
and ‘Hate’, this resulted in an accuracy higher than 80%. They gradually increased
the number of classes and when they used seven different emotions the accuracy
dropped to 60%. They used Random Forest Classifier and 4 Key performance Indi-
cators to make the classification. After they obtained the results they verified and
proposed some models to help minimise the errors. They presented an innovative
way to represent the words into an emotion space. They described the emotions
as clouds with different depths. Words that implied emotion were deeper into the
cloud and words with less intensity were in lower depths. In certain cases like the
emotion fun and happy have many common words so their clouds intersect and so
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the words can be represented in an intersecting region. The correlation of the words
were found by the vector difference between the words from the centre of the emo-
tion cloud. In conclusion they stated that it is important to classify the texts based
on emotions, it will be even more helpful if the words extracted be given separate
value for different emotions as they can be describing more than one emotion.

Mansur, Okan and Adil in their paper [19], approached the issue of analysis of
emotions from tweets from twitter from the Turkish citizen by using deep learning
techniques CNN , RNN with LSTM, and also used ANN however the result was very
poor in comparison to the predecessors. For the purpose of preprocessing, initially
they removed the ‘http’ which is often seen to be in use in tweets and serves no pur-
pose for understanding human emotions, later the eliminated all the punctuations
numbers and extra spaces and used stemmer approaches (F5 and Snowball Stem-
mer) to preprocess the datasets and lastly used NLTK to remove stop-words. For the
analysis of emotion they used three deep learning algorithms. In ANN architecture
there are three layers input layer, hidden layer and lastly output layer where the lay-
ers consisted of 1000 neurons , 128 neurons and 6 neurons accordingly. Then for the
architecture of convolutional neural network, from the framework of KERAS they
produced an embedding layer consisting of 100 input sequence length and a vector
space consisting of 8 dimensions followed by 32 filters of convolutional layer with 8
as the kernel size later they max pooled and brought down the convolutional layer
to half of what it was originally. The output 2D max pooled layer is then mapped
to one dimension so that it can be fed into the fully connected sequential dense
neural network. Whereas for the last variant of the three techniques used by the
author, they used three different layers where initially it was embedded later used
RNN algorithms with its variation LSTM and lastly used fully connected sequential
dense neural network. For all three techniques they used a drop rate of 20% with
Relu and Softmax as the activation function. And for the optimizer they utilized
Adamax and Categorical CrossEntropy functions. For most cases they realized best
results using the CNN Architecture where as for LSTM in few cases they outmatched
CNN however for ANN it received poor results for all the emotions other than ‘fear’.

In the paper, Maryam Hasan, Elke Rundensteiner, and Emmanuel Agu1 categorizes
the text-data into emotion classes, according to the emotion the messages represent
by developing a machine learning system which could be supervised offline [18]. In
this paper, they illustrated their approach which includes collecting a huge chunk of
preprocessed data for training the classification models of emotion and then utilized
those models for classifying the tweets. The messages in the dataset were labeled
with their respective emotions and the classified tweets were being classified simulta-
neously from the live-stream messages. They have generated a system called Emotex
for classifying purposes and for organizing the data by allocating the messages to
their particular classes. Since they needed a chunk of emotion-labeled messages,
they have used the hashtags from the text for annotating the data. People often
use hashtags on twitter for sharing their feelings. Therefore, it is easier for them to
use it for automatic annotation. After creating the labeled text-data, the authors
trained the classifier model from those data. The authors used Näıve Bayes and
SVM classifiers. At first, they identify the tweets which are not part of any class
of emotion. A binary classifier is used for doing this job. Finally, they perform the
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main classification of emotion by implementing their system and classify the tweets
explicitly.

In the paper, Li and Xu approached the classification of emotions not by tradi-
tional methods of just creating binary classification but used to classify emotions by
training them based on the extracted emotion cause events [4]. Li and Xu initially
gained ideas about how the emotions of humans work by studying the fields of Soci-
ology and later analyzed the comments or posts of many users on Weibo to identify
the relationships between the emotions and the cause events. They developed an
emotion cause extraction subsystem to identify and extract the cause events and
mined deep-level emotional information and used these cause events for classifying
the emotions which is not a very common method of emotion classifying technique.
For a human to experience any kind of emotion there is usually a cause behind it
and this cause can give us a measure of how strong a certain emotion is and the
reason for which the emotion occurred is known as emotion cause event which the
authors LI and Xu tried to identify as it would gave a better view or understanding
of the emotions however the posts in Weibo had some unnecessary things in it like
geotags and web links which had to be removed, therefore after these unwanted links
or tags been removed, ICTCLAS tool-kit was used to parse, segment and tag the
post with respective parts of speech (POS) tags. At first Li and Xu tested using
a different dataset of around 1000 random emotion based inputs for development
purposes to realize the extent to which it would be helpful to identify the amount of
emotion cause events however the posts in Weibo are very informal and had some
casual words in it which made it difficult for them to run algorithms as a result they
themselves looked at the data and replaced a lot of words which had less relation
to cause events to new one. They used a list of emotion words which had a total of
1845 words and short phrases that were being used for expressing emotions or opin-
ions. It also consists of synonyms. From these they generalized a group of semantic
patterns to find out emotion causes of internet users which is (Noun, Verb, and
Noun). The system that the authors developed finds out the structure of (Noun,
Verb, and Noun) as the root frame however since the users use many casual words,
therefore even if any one of the three is recognized it has been taken as a cause
event. Later they removed all the other words and only took this cause event as a
substring since the rest of the words did not have any contribution to emotions or
feelings for instance, “ “The Voice” surprised me. This song really made me excited
and unable to sleep. ” Here the cause events are “The Voice” and “this song really
made” whereas the emotions are ”surprised” and ”excited”. The authors faced an
issue which was, there were some posts where no cause event was used but still
reflected emotions therefore to tackle these kinds of issues they resorted to another
approach of feature selection for these data which is Chi-Squared test. The two
types of features realized through Chi-Squared test and emotion cause extraction
are merged together into a single feature set. Li and Xu used Support Vector Re-
gression ( SVR ) for classifying the emotions which is a version of Support Vector
Machine ( SVM ). They chose SVR because the data taken are short and informal
and not balanced and SVR works better for imbalanced data sets. The data set
that the authors used are more than 20000 posts which are randomly taken from
Weibo but used only 16485 posts since there were a lot of duplicate posts. All the
data were labelled into a corpus with emotion type and cause of emotion where
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present. They used 75% for training sets and 25% of the data for testing. Their
system had improved precision with similar recall however their disgust class faced
decreased precision without cause event whereas with cause event it increased a lot.
By evaluating F1-score, the precision and recall of their system was better. The
f-score increased by 1.6% for happiness, 2.0% for anger, 9.2 or disgust and 0.8% for
surprise however for sadness it was a little less they assumed that it was probably
because the users are not very open about their sadness fully

This paper by Jonathan Herzig, Michal Shmueli-Scheuer and David Konopnicki,
improves the accuracy of emotion detection of manually annotated datasets which
have high accuracy and small sized datasets quantity using five datasets namely;
ISEAR, Semval, Fairy Tales, Blog posts, Twitter dialogues [11]. They have included
a table (Table 1) detailing the characteristics of these datasets. Since generation of
high density vector representation of word embedding was not possible they used
pre-trained representations; word2vec and Glovec using ensemble methods they im-
proved the accuracy of detecting emotions in the datasets.They employed one vs rest
binary machine learning classifiers for each emotion. Depending on the datasets,
they can be multi class or multi labeled problems when representing a classification
of the datasets. Hence, they used one vs rest SVM classifier for emotions. First they
used an SVM classifier with a linear kernel which represented every document as a
BOW, After lemmatization they extracted various features and used TFIDF weights
for these features. These scores are compared with previous results and displayed in
a BOW baseline performance table(Table 2). Using word embedded based vectors
they experimented with CBOW, TFIDF weights and classifier weights according
to their combined word vector notations. Here they used SVM classifier similar to
BOW classifier but used RBF kernel which is non-linear, hence this classifier pro-
vided better results than linear kernel. This classifier’s results are then compared
with the datasets previous results and included in a table (Table 3). They used an
ensemble approach which combines both a linear model based on BOW, and a non-
linear model based on the pre-trained word vectors from word2vec and Glovec, and
transformed the classifier’s results into probabilities using their ensemble method
notation. They reported their results using precision based weighting method which
they found to be the best performance (Table 4). Using the BOW, Word embedding
based classifiers and implementing the ensemble method, their results outperformed
the previous results of every document representation and the best result, which is
also significantly better for each dataset, is of EN-CLASS model that achieved an
average relative improvement of 11:6% in F1-score over all datasets.

We then expanded our research to study deep learning techniques for text classifi-
cation. Initially we studied the best models for text classification. Weighted-RNN
model produced the highest accuracy compared to other deep learning models [20].
Multi-tasking Recurrent Neural Network model presented in the study by Liu, Qiu
and Huang [2016] [10]. The proposed three models (uniform-layered architecture,
coupled-layered architecture and shared-layered architecture) to classify text into
d-dimensional vectors.

Another study showed that convolutional neural networks also presented high ac-
curacy when applied to text classification by sentiments [3]. Two channel CNN can
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be used to extract patterns in the text and classify them with the softmax function.
The sentences are first converted into vectors using an embedded layer and then fed
to the CNN as an input. This model produced very decent results when compared
to the machine learning models discussed above. Finally we studied LSTM models
which are considered the best when used to classify texts. Word2Vec combined with
LSTM model provided a theoretical accuracy of 93% whereas Word2Vec combined
with CNN model gave an accuracy of 81% [15].
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Chapter 3

Methodology

3.1 Data Processing

The dataset contains 40000 tweets from the social media site Twitter. During the
pre-processing, the unnecessary words, i.e “a”, “the” etc. known as stop words are
removed. We used the list of stop words in the nltk library for python. We further
replaced the hashtags commonly used in Twitter for tagging by removing the “#”
from the texts.

The text has been categorized into 13 emotions: ”empty”, ”sadness”, ”enthusiasm”,
”neutral”, ”worry”, ”surprise”, ”love”, ”fun”, ”hate”, ”happiness”, ”boredom”, ”re-
lief”, ”anger”. The emotions like enthusiasm and fun are related to happiness so
we decide to pre- process the 13 categories into 5 different categories, so that the
emotions are more distinguishable: “Neutral” = “0”, “Happy” = “1”, “Sad” = “2”,
“Hate” = “3” and “Anger” = “4”. These emotions were chosen because they are
the most common replies on a social media site.

Figure 3.1: Raw Dataset collected from twitter
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Figure 3.2: Pre Processed data set collected from Twitter

Fig 3.1 and Fig 3.2 shows an example of the pre-processing which we applied. For
the sentence, the emoticons and the twitter tag was removed, and the emotion was
changed to 0 which has the value as neutral. For sentences like “got the news”
it was difficult to process it into one class since the emotion surprise can be both
“happy”, “sad” or “anger”, so we decided to classify surprise as sad because most
of the sentences in the “surprise” group were related to sadness.

3.2 Word Embedding

In all natural language processing tasks, the variable length words are first needed
to be converted into fixed length vectors. The neural models consist of a projection
layer that maps the words in the text, known as n-grams, into vectors based on their
meaning. For our project, we have used the GloVe model, developed by the CSE
Department of Stanford [5]. This unsupervised model has been the most useful to
us because it was pre trained over 2 billion tweets from twitter. This allowed us to
minimize our pre-processing of many words that is widely used on social media sites
that are a bit different from actual english vocabulary.
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Figure 3.3: Skip gram

3.3 Models Used

3.3.1 LSTM

Recurrent Neural Network (RNN), is widely used for natural language processing
sequences. The problem with long sequences arises from the vanishing gradient prob-
lem which results in information loss in RNN. Long Short-Term Memory(LSTM) is
now used to counter the problems with RNN. The LSTM neural network solves the
information problem by adding a memory cell. The memory cell is used to store the
previous outputs in the layer, therefore like an actual human brain, the LSTM can
use previous information to make a future prediction.

Figure 3.4: LSTM Structure

The history information in the memory cell is updated by using the three gates shown
in the figure 3.4. The input gate determines how the incoming vectors change the
memory cell, the output manages what goes on to the next layer from the memory
cell as an output, the forget cell keeps in check whether the memory cell is deleted
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or kept as it is.

Let the input be X= [x1, x2, x3, . . . , xt], ‘xt’ is a d-length word and the amount
hidden layer be H, the output of the three gates are as follows:

it = σ (Wixt + Uiht−1 + bi) (3.1)

ot = σ (Woxt + Uoht−1 + bo) (3.2)

ft = σ (Wfxt + Ufht−1 + bf ) (3.3)

ct = ft ⊗ ct−1 + it ⊗ tanh (Wcxt + Ucht−1 + bc) (3.4)

ht = ot ⊗ tanh (ct) (3.5)

The state of the memory state at time step is ′c′t and ′h′t is the final output of
the LSTM, with a dimension equal to the hidden dimension layer H of the LSTM.
LSTMs are very useful for detecting emotions in written language. The LSTM will
remember what it has previously read, and store it in memory to give a better reading
for sentences with changing sentiment. For example, “The mother was happy her son
was travelling abroad for studies, but inside she was dying of loneliness” sentences
like this have very little accuracy when classified with traditional classifications like
SVM.

3.3.2 CNN

Convolutional Neural Network (CNN) is the most popular for image processing but
they are widely used for many tasks. CNNs are designed to detect local features or
patterns in a multidimensional array. For example, CNN can easily detect between
different animals in photos. In CNN, the input vector data is passed through a
convolutional layer made up of different filters. The output is then pooled and
passed onto a connected layer.
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Figure 3.5: Convolutional Neural Network Structure

Here, Fig 3.5 shows the structure of a CNN. In CNN, the input layer takes an n-
dimensional array, and sends it to the convolution layer for feature extraction. The
convolution layer extracts various different patterns, which are accumulated in the
pooling layer. From the pooling layer it is passed into the fully connected layer,
where the classification occurs according to probability calculated by the soft-max
function.

The input X= [x1, x2, x3, . . . , xt] where xt is a d-length word, the n - length sen-
tence is represented by x1:n=x1 x2 ... xn. A convolutional filter, wεIRhk is used on
the ‘h’ number of words to extract a new feature.

ci = f (w.xi:i+h−1 + b) (3.6)

Where b ∈ IR is a bias term and f is non-linear. The filter is then applied in all possi-
ble words till to produce a feature map c = c1, c2, ..., cn−h+1 . Max over-time-pooling
operation is used to generate the max value c =max{c} as the feature corresponding
to this particular filter. This process for one filter, various filters are used to extract
all the features which are passed to the softmax layer that calculates the probability.

The idea of using CNN is to find patterns in sentences like the use of phrases. For
example: “I am feeling down” classifies as a sad sentiment whereas “He is a down
to earth person” has a positive meaning. These patterns are best classified with
CNNs, as LSTM has a low accuracy during the classification of these forms of texts
using the feature map.

3.3.3 LSTM-CNN Hybrid model

In this paper, we are using a hybrid model combining both lstm-cnn neural networks
for categorizing the emotions from basic text. Both the LSTM and CNN models
have their drawbacks, when used for classification of emotions from text. Our re-
search allowed us to study a model which takes the best from both the models.
We used the model proposed for text classification by Jiarui Zhang [2018] [16] and
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classify our data into five different emotion classes.

Figure 3.6: Long-Short Term and Convolutional Neural Network Hybrid Model

The tweets are passed into the LSTM model as input vectors after vector embed-
ding. The model classifies the texts based on previous equations, and passes the
output h = [h1, h2...ht]

T in the convolutional layer as the length of this vector is
equal to the number of hidden layers of the LSTM.

The convolutional layer then applies the filter wεIRjk to extract the feature c, where
‘j’ is the number of words and ‘k’ is the dimension of the word embedding vector. A
feature map is then generated as c = [c1, c2...cm] by applying the filter to all possible
inputs. An output is generated at time stem ‘t’ as
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Owt = ReLU

[(
m∑
i=0

hTt+1wi

)
+ b

]
(3.7)

We used the ReLU activation function and as explained in equation 3.7 ‘w’ and ‘b’
are parameters of the filter function.

The max-pooling layer is generated after all the possible features are extracted.

The most important feature is then selected according c =max{c}. The process is
repeated by using multiple convolutional filters to extract multiple different features.
The output is then passed on to the final fully connected layer where it is labelled
according to the probability that is calculated using the soft max function:

P
(
y(i) = j|x(i); θ

)
=

eθ
T
j x

(i)∑K
k=0e

θTj x
(i)

(3.8)
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Chapter 4

Results and Analysis

After Embedding words in Glove, we trained the data with LSTM-CNN hybrid al-
gorithm, which has their own specific roles to play in analyzing emotion from text
as mentioned in chapter 3. Finally, after training our LSTM-CNN hybrid model,
we measured our model’s accuracy by cross referencing the results with our dataset.
We compared our LSTM-CNN hybrid model with a SVM and a Naive Bayes model
in 4.4. The results of our model’s accuracy are shown and described in 4.1 and 4.2.

We have used the 4-key performance indicator to evaluate the effectiveness of the
models after classification : Precision, Recall, F1-score and Support.

• Precision is the ratio of the tweets correctly classified to the total number of
tweets classified belonging to that particular emotion class.

• Recall is the ratio of the tweets that were correctly classified to the total
number tweets that actually belonged to that emotion class.

• F1-score is the harmonic mean of both the precision and recall.

F1 score = 2 ∗ Precision ∗Recall
Precision+Recall

(4.1)

• Support is the number true response that lie in the class.

4.1 Model Parameters

The parameters set for this model are based on the implementations of CNN, LSTM
on our dataset, after several tweaking, tuning and testing the model, we decided the
parameters given below works best for the given model and dataset.

Table 4.1: Model parameters

Model Parameters
epoch 200

batch size 128
pool size 4

filters 24
dropout 0.3
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4.2 Experimental Results

Table 4.2: 4 Key Performance Indicators for LSTM-CNN hybrid

Precision Recall f1-score support
neutral 0.53 0.39 0.45 1938
happy 0.66 0.74 0.70 3257
sad 0.65 0.70 0.67 3212
hate 0.84 0.72 0.78 840
anger 0.93 0.73 0.82 210

avg/total 0.65 0.66 0.65 9457

From training our LSTM-CNN hybrid model, we ran tests on each emotion against a
number of texts from the dataset and cross validated it to the results in our datasets.
According to our results in table 4.2, we have an average accuracy of 65% and have
acquired more than 50% of precision on each emotion. We have the lowest F1-score
of 43% in neutral, and highest score of 82% in anger, in average of all emotions, we
got 65% F1-score.
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Figure 4.1: Confusion Matrix

The confusion matrix for each individual emotion is cross validated with each of
the five emotions, and resulted in their precision and accuracy with 0 being lowest
and 1 being highest, the graph above is illustrated with ranges of color from light
blue to deep blue respectively. In the Confusion Matrix of our model, Fig 4.1 we
achieved good results on happy, sad, hate and anger. However, performed poorly in
neutral compared to previous papers, hate and anger were sometimes misclassified
as sadness, and happiness could not get as high, as we combined love, fun and
happiness.

4.3 Result Analysis

Based on our results, we came to three conclusions; One is the use of short words
like “gr8” for great, “rn” for right now, etc. Two is the ability of this model to detect
sarcasm, our machine did not learn sarcasm, hence miss-classifies texts which are
sarcastic. Three is the reason for sentences carrying multiple emotions, sentences
can carry multiple emotions, but here, this LSTM-CNN hybrid model favors the
highest number of words corresponding to a single emotion in a sentence.
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4.4 Comparing Models

Here, we show and explain about the results of our emotion classification analysis,
and comparing them to different algorithms apart from our LSTM-CNN hybrid
system.

Table 4.3: 4 Key Performance Indicators for Naive Bayes

Precision Recall f1-score support
neutral 0.44 0.46 0.45 500
happy 0.07 0.38 0.12 24
sad 0.34 0.50 0.41 262
hate 0.59 0.50 0.54 1021
anger 0.56 0.48 0.52 611

avg/total 0.52 0.48 0.50 2418

Table 4.4: 4 Key Performance Indicators for SVM

Precision Recall f1-score support
neutral 0.31 0.51 0.38 315
happy 0.17 0.46 0.24 48
sad 0.41 0.58 0.48 269
hate 0.81 0.49 0.61 1424
anger 0.41 0.59 0.48 362

avg/total 0.63 0.52 0.54 2418

We tried Support Vector Machine, and Naive Bayes models to compare our models.
Both of these models are used in machine learning mostly for binary classifications.
Since, our goal was a multi-class approach both the models presented a low accuracy
as shown in the tables above. Using Naive Bayes gave us an average F1-score score
of 50% compared to the model we used. Where as, using SVM gave us an average
F1-score of 54% compared to the model we used. Both the models Naive Bayes and
SVM performed very well for “hate” and “anger” and reached an F1-score of 54%
and 61% respectively for Naive Bayes and achieved a F1-score of 52% and 48% for
anger respectively. This is mainly because most of the tweets are negative in the
dataset. The models behaved very poorly for the “happy” as the word embedding
method is not optimum for the models. We believe it was confused between neutral,
and happy comments. This problem could be solved if we took a pattern-based
approach, i.e parts-of-speech tagging.

Between the models we observed, SVM outperformed Naive-Bayes in all the classes.
Naive-Bayes treats each feature extracted as independent, whereas SVM looks at
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the interaction between the features to some extent. Thus for text classification, we
found SVM to be superior to Naive-Bayes.

4.5 Discussion

We used deep learning for classification with the softmax function, that is why the
accuracy is much higher than the other models. The models of the Naive Bayes,
and the SVM will acquire a better accuracy if our models were pattern based.

In the paper published by Mondher Bouazizi and Tomoaki Ohtsuki [2019], they
used a pattern-based approach to classify texts into different classes using Random
Forest Classifier. Their model reached an accuracy of 61.8% when they classified
the emotions into 5 different classes.

Figure 4.2: Overall Classification Accuracy

The LSTM-CNN model reached an accuracy of around 65%. Using a deep learning
model provided a better accuracy, while compared to a pattern-based model.
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Chapter 5

Conclusion and Future Works

5.1 Conclusion

Our research on deep learning approach to Multi-class emotion analysis on social
networking sites will help to give a broader perspective on emotions involving hu-
mans giving a meaning to our life rather than binary emotions only since there are
many more emotions in our day to day communication. For our research, we used a
hybrid model combining both lstm-cnn for categorizing the emotions from basic text.

During Data Preprocessing we collected a data set containing 40000 tweets from
Twitter. For our Word Embedding model, we have used the GloVe mode, devel-
oped by the CSE department of Stanford[5]. This unsupervised model has been the
most useful to us because it was pre trained over 2 billion tweets from twitter.

During our research, we realised that both the LSTM and CNN models have their
drawbacks when used for classification of emotions from text. We studied a model
proposed for text classification by Jiarui Zhang which takes the best from both the
models and tried to apply it for our project. The model uses the features extracted
by LSTM by retaining the historical information and the local features extracted
by CNN. We hope that our research work will have a great effectiveness in emotion
mining. The perspective of having multi class emotion rather than binary will make
it more realistic.

5.2 Future Work

Our work is only based on 5 emotion classes. However, human emotions are more
than just 5 emotions. We have seen the accuracy to drop significantly with the
addition of more classes. We faced two major problems. The first challenge was
detecting sarcasm. Our model could not classify between sarcasm. Sadly, even with
further research we could not fix the issues caused by sarcasm detection. The second
problem was tweets with two emotions together. This problem could be solved by
using a multi-labelled tag like sad and angry together. We believe our model could
be further improved if we can combine the pattern-based machine learning approach
and this model. In future, we hope to achieve better results for the problems we
discussed.
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