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Abstract

Communal violence is intensified by the widespread use of cyber hate, leading to ag-
gression and increased conflicts among different religious, ethnic, and social groups,
creating a barrier to social harmony. This research focuses on evaluating Bengali
textual data sourced from Twitter and Reddit comments. The primary objective of
this study is to enhance the accuracy of detecting communal violence-inciting speech.
To achieve this, we employed and fine-tuned large language models, specifically the
pre-trained BanglaBERT, aiming for a significant improvement over existing de-
tection methodologies. Improving the detection of communal violent speech will
help content moderation systems to effectively moderate and remove content linked
to communal violence, thereby fostering communal peace in the Bengali-speaking
regions.

Keywords: Communal violence; Bangla Language; Religious groups; Ethnic groups;
Social groups; Social media posts; Computational analysis; Violent speech; Machine
learning(ML); Natural Language Processing(NLP)
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Chapter 1

Introduction

Communal violence is when different ethnic or communal groups fight each other,
driven by the group loyalty and hatred, and target victims by their group identity
[1]. A nation’s social harmony and stability can be severely damaged by communal
violence, especially in a country like Bangladesh with a diverse and dense popu-
lation. The rapid expansion of digital media and communication platforms has
played a pivotal role in intensifying this threat, as more than 44.7 million people
in the country actively engage in social media [36]. This surge in online activity
has made it easier for hateful and inflammatory textual content, known as cyber
hate, to spread. These harmful contents have already incited numerous incidents of
physical violence against various ethnic, religious, and social communities, causing
widespread social unrest. Therefore, proactively identifying cyber hate is crucial to
prevent its continued contribution to communal violence. While significant efforts
have been made to identify cyber hate of many kinds, we observed a notable research
gap specifically focused on communal violence. To bridge this gap, we will concen-
trate primarily on the critical task of identifying community-targeted cyber hate.
In pursuit of this objective, we will utilize a comprehensive dataset [43] comprising
various forms of textual content, including comments and posts extracted from so-
cial media platforms. The professionals have categorized the data and each category
of the dataset is carefully designed in terms of covering the wide range of communal
violent speech and particular topics that can be attributed to this context. This
categorization is useful for building our NLP model and discussion that follows. Af-
ter that, we will turn to the creating a state-of-the-art machine learning techniques
and Natural Language Processing (NLP) advancements. These models will be thor-
oughly trained on the vast dataset to detect and generate communal violent speech,
which has subtle linguistic characteristics and contextual indications. Our ultimate
aim is twofold: firstly, to determine whether a certain text can be categorized as
communal violent speech and secondly, to identify the exact category within the
communal violent speech spectrum. We hope that by reaching these goals we will
be able to offer a useful mechanism for fighting communal violence spread through
social channels. Our research aims to achieve not only to fill the existing research
gap but also to add to the effort of proactively preventing occurrence of communal
violence by increasing knowledge on the different linguistic indicators that causes it.



1.1 Research Problem

In this research, we aimed to address the issue of detecting violent speech in the
context of communities by using comments obtained from social media platforms
and using powerful pre-trained large language models capable of classifying speech
with high accuracy and predicting its specific thematic classification.

1.2 Research Objective

» Some linguistic methods will be used to conduct data analysis on a huge and
heterogeneous text corpus.

o State-of-the-art natural language processing models will be applied to extract
relevant information and insights from the text data.

o We will attempt to detect comments inciting communal violence more accu-
rately and identify the specific category of violent speech.

o The performance and effectiveness of the proposed methods and models will
be evaluated using appropriate metrics and benchmarks.

e We aim to share the research findings and contributions by publishing them
in a prestigious journal or presenting them at a reputed conference.

1.3 Research Structure

The remainder of this paper is structured as follows: In Chapter 2, we provide a
comprehensive literature review and our motivation. Chapter 3 defines the classes
and labels in the dataset with examples. Chapter 4 presents an overview and anal-
ysis of the dataset, detailing rigorous preprocessing steps to ensure data cleanliness
and various augmentation techniques, including SMOTE, zero-shot, few-shot, para-
phrasing, and manual augmentation. In Chapter 5, we introduce the models em-
ployed, specifically BanglaBERT, Multilingual BERT (mBERT), and an ensemble
model incorporating a Multi-Layer Perceptron (MLP) classifier. Chapter 6 offers
a detailed analysis of the results, focusing on four-class and sixteen-class metrics
and exploring different ensembling methods like mean value, voting system, and
MLP classifier. Chapter 7 delves into error analysis, addressing dataset limitations
such as class imbalance and data annotation anomalies, as well as the limitations of
pre-trained models. Finally, Chapter 8 concludes the paper and suggests directions
for future work, emphasizing strategies for reducing class imbalances and improving
the model based on error analysis, identifying areas for future research in Bengali
communal violent speech detection.



Chapter 2

Literature Review

In our pursuit to investigate communal violence speech detection, we dedicated
our efforts to thoroughly examining research papers within the domains of hate
speech and communal violence. Our selection process was intensive, particularly
emphasizing papers containing high citation counts and recent publication dates.
We have organized these selected papers chronologically based on their publication
date, enabling us to build a cohesive and current knowledge foundation for our
research efforts.

Basave et al. [3] introduced the Violence Detection Model (VDM), a novel proba-
bilistic modeling framework designed to tackle the identification of violent content
and the extraction of violence-related topics from social media, particularly Twit-
ter. The primary objective was to enhance classification and topic coherence in
the context of rapidly changing social media events. To conduct their experiments,
the researchers collected data from three datasets: TW, DB, and DCH. TW con-
tained over 1 million Twitter tweets, categorized as violent and non-violent, collected
over two months. DB was derived from DBpedia and included articles related to
violence and non-violent documents from TW. DCH was created by transforming
violent DBpedia documents into tweet-sized chunks. Their training dataset included
10,581 tweets, and the test dataset comprised 759 tweets for violence detection and
topic analysis. Preprocessing steps involved cleaning the text data by removing var-
ious elements like punctuation, numbers, non-alphabet characters, stop words, user
mentions, links, and hashtags, and applying Lovins stemming to reduce vocabulary
size. Additionally, low-frequency words (less than 5 occurrences) were eliminated
to address data sparsity. The core methodology of VDM was a weakly supervised
approach that associated violence labels with documents, topics with violence la-
bels, and words with both violence labels and topics. A switch variable was used
to determine whether words were generated from a background distribution or a
category-specific topic distribution. Model parameters were estimated using Col-
lapsed Gibbs Sampling for latent violent categories and topics, given the observed
data. In their comprehensive evaluation of violence classification models, including
VDM, ME-GE, ME-PR, and JST, they primarily used the F1 score as the perfor-
mance metric. Notably, VDM outperformed all other models, demonstrating clear
superiority. In the IG phase, VDM consistently performed well with F1 scores rang-
ing from 0.7566 to 0.8309, with the chunking strategy (DCH) achieving the highest
F1 score. In the RWE strategy, F1 scores ranged from 0.7969 to 0.8575, with TW



achieving the highest F1 score of 0.8575. Furthermore, the authors conducted a
comparative analysis of violence classification accuracy using VDM, PLDA, and
JST with varying numbers of topics. All three models initially performed similarly
with one topic. PLDA’s performance declined as the number of topics increased,
while VDM remained stable and JST excelled with one topic but dropped with more.
VDM also generated representative violent and non-violent topics related to specific
events and performed well in topic coherence using Pointwise Mutual Information
(PMI). However, the study lacked online learning strategies for VDM to dynamically
adjust its parameters, which may limit its real-time use in violence detection from
social streaming data.

Agarwal and Sureka [4] in their paper, tried to figure out how to use computers to
find mean and extreme tweets, and they looked at how these tweets talked and what
they looked like. The authors used a big set of real tweets to test if their computer
system, which used math and patterns to learn, could tell them which tweets were
bad and also they tried to compare models performance. Authors implemented two
independent one-class classifiers (KNN and Lib- SVM) to classify tweets as hate-
promoting or unknown. The authors first proposed method focused on automatically
classifying tweets as either promoting hate or being of an unknown nature. It
operated based on the one-class k-nearest neighbors (KNN) algorithm and required
inputs such as a pre-processed training dataset, a testing dataset, the number of
nearest neighbors, and a threshold measure for identifying outliers. Each tweet in
the testing dataset was represented as a feature vector, with each feature denoted as
fi, and m representing the total number of discriminatory features. The algorithm
calculated the Euclidean distance between a testing instance and all instances in
the training dataset. A distance matrix was created for each instance in the testing
dataset, allowing for the determination of the nearest neighbor in the training data.
To manage the large testing dataset, K was set to 100. The algorithm computed
an average distance among all K nearest neighbors. If the ratio of distances was
lower than the threshold, the instance was labeled as promoting hate; otherwise, it
was marked as unknown. The threshold value was computed using the harmonic
mean of training dataset distances. In another approached algorithm, One-class
Support Vector Machine (SVM) was a supervised learning method used to estimate
the distribution of a given training dataset. LibSVM provided a wrapper class for
implementing one-class SVM classifiers. In this approach, all SVM formulations
were framed as quadratic minimization problems. In this algorithm, they comprised
essential modules of LibSVM and they input both the training dataset and testing
dataset into the algorithm. They trained a one-class SVM and KNN on 10, 486
positive class tweets and observed an F-Score of 0.83 and 0.60 respectively. Authors
identified that unlike KNN classifier, presence of internet slangs and question mark
played an important role in LibSVM classifier.

Thomas Davidson et al. [6] addressed the challenge of distinguishing hate speech
from offensive language on social media, which was crucial for effectively detecting
hate speech. They employed a lexicon of hateful words, a multi-class classifier,
and an analysis of the classification results. They gathered a hate speech lexicon
compiled by Hatebase.org and collected a sample of tweets from 33,458 Twitter
users, resulting in a corpus of 85.4 million tweets. They then randomly chose 25k



tweets and hired CrowdFlower workers to label them as hate speech, offensive, or
neither. They used the majority vote of the workers to label the tweets, resulting
in 24,802 labeled tweets. Also, they applied various methods to categorize tweets
into either hate speech, offensive but not hate speech, or neither. They used logistic
regression with L1 regularization to reduce the dimensionality of the data and then
tested different models such as naive Bayes, decision trees, random forests, and
linear SVMs. They selected logistic regression with L2 regularization as the best
model based on its performance and interpretability. The authors preprocessed each
tweet by lowercasing, stemming, creating n-gram features, adding POS tag features,
and computing readability and sentiment scores. They also included features for
hashtags, mentions, retweets, URL, and the length of each tweet. The authors
trained one classifier for each class and predicted each tweet’s class label based
on the assigned probability. The authors shared the outcome of their hate speech
detection model; generally, the outcome accuracy was high of 0.90, though having
a precision of 0.44 and recall of 0.61 for the hate class. They proved that the model
misinterpreted hate speech as offensive language in the majority of cases when tweets
included several slurs or were aimed at other users. They also reported that their
model was able to identify the common manifestation of hate speech like racism
and homophobic manifestation rather than the less common ones like sexism and
misogyny. The authors also noted some limitations of the proposed hate speech
detection method including the overlap between hate speech and offensive language,
the ambiguity of the hate speech lexicon, the subjectivity and variability of hate
speech labeling, context and application diversity of hate speech, and insufficient
and unreliable non-linguistic features. They suggested some future works for hate
speech detection on social media, such as identifying and correcting social biases in
the detection algorithms, distinguishing between different uses and contexts of hate
speech, capturing the nuances and subtleties of hate speech beyond explicit keywords
or offensive language, and understanding the characteristics and motivations of hate
speakers.

The Paper by Kumara [12] addressed the transformative impact of social media
on information dissemination while highlighting the concerning rise of harmful and
hurtful content propagation. The study presented a meticulously crafted approach,
featuring a fine-tuned Bidirectional Encoder Representations from Transformers
(BERT) model for detecting hate and offensive content across three languages: En-
glish, Hindi, and German. The advent of social media had revolutionized how infor-
mation was shared, but it had also brought to the forefront a detrimental issue—the
widespread dissemination of mean-spirited and offensive messages. In response to
this challenge, Kumara et al. proposed a BERT-based solution. The authors em-
ployed a rich vocabulary to convert text that includes emoticons and emojis to
equivalent text in order to preprocess the data for the BERT model. The authors
used “distilbert-base-uncased” for English and “distilbert-base-multilingual-cased”
for Hindi and German. Further, they used a maximum word length of 30 tokens for
each text to standardize the input size of the model for different texts. The impor-
tant step of tuning was explained wherein the pre-trained models were tailored to
the specific task of identifying the hate and offensive speech. The authors used a
batch size of 32 and a learning rate of 2 x 107° to train the model for 20 epochs to
achieve a balance between model capacity and computational power. The results of



the research were summarized in the evaluation of the fine-tuned BERT model for
several sub-tasks and languages using precision, recall, and F1l-score metrics. Im-
pressively, the model consistently produced favourable results, with F1-scores rang-
ing from 0.1623 to 0.5300. While the study showcased notable accomplishments
in multilingual hate speech detection, it also acknowledged its limitations. These
constraints included the possibility of dataset narrowing, the complex problem of
emoticon and emoji translation, and the necessity for further in-depth analyses of
negative effects and obstacles encountered during fine-tuning. More comprehensive
testing might have helped the selection of model training parameters, and future
research possibilities required more in-depth talks about potential difficulties.

This research [13] proposed a machine learning-based event categorization and anal-
ysis method to identify violence-related events in Bengali newspaper articles, a large
corpus of unstructured text. This study’s dataset was compiled from a range of on-
line Bengali newspapers. This thorough effort yielded a diverse dataset of news
articles on many topics and events. A complete text preparation procedure was
used to modify and prepare news items for analysis after data collection. This in-
volved removing irrelevant letters and sentences. The news stories were categorized
as either violent or neutral. Based on the nature of the incident, violent events
were further divided into many categories. The train set of 600 news articles, each
categorized, and the test set of 300 news articles were generated using this thorough
dataset generation method. The researchers employed a systematic methodology
to analyze news articles with the aim of identifying instances of violence. They
began by gathering news data and then focused on extracting n-grams from stories
containing specific triggering phrases. These n-grams varied in length from 2 to
5 words and followed the same word order as the source articles. Researchers de-
scribed the dataset using these extracted n-grams and a binary vector technique to
signal n-grams in news items. By considering the term frequency of n-gram features,
they reduced the feature set dimension to improve dataset quality. Subsequently,
six different machine learning algorithms, including K-Nearest Neighbor, AdaBoost
Classifier, Decision Tree, Random Forest, Support Vector Machines with a linear
kernel, and Logistic Regression, were applied to the training dataset, which was a
multi-class classification problem with violence categories. To assess model perfor-
mance, a separate test dataset of 300 articles from Bengali newspapers was created.
Among the evaluated machine learning models for classifying violence-related events
in news articles, Logistic Regression achieved the highest accuracy at 83.4%. Ran-
dom Forest and Decision Tree models also performed strongly, with accuracies of
81.7% and 78.5%, respectively. AdaBoost Classifier yielded a respectable accuracy
of 76.4%, while Support Vector Machines with a linear kernel achieved 78.2%. The
K-Nearest Neighbor model had a lower accuracy of 48.9%. To validate the accuracy
of Logistic Regression, a test was conducted, involving a random selection of 50 news
articles from each class type. These articles were measured against their predicted
labels. The accuracy rate was 97.4%, with 341 of 350 articles classified correctly
according to their predicted labels. Defining and categorizing event types may have
been difficult. Rare events were hard to predict due to limited historical data.

The authors [18] introduced a novel method called DeepHateExplainer, which uti-
lized a collection of BERT variants to identify hate speech in the Bengali language.



Additionally, the approach offered transparent explanations for the generated pre-
dictions. The Bengali Hate Speech Dataset (BHSD) was expanded by including an
additional 5,000 labelled examples. The dataset classified the observations into five
categories of hate: political, personal, geopolitical, religious, and gender-abusive.
The dataset’s text was collected from various online sources, such as Facebook,
YouTube comments, and newspapers. The dataset included specific types of texts
containing common slurs and terms directed towards a specific person or entity or
generalized towards a group. They proposed DeepHateExplainer, which leveraged a
neural ensemble method of transformer-based neural architectures, such as Bangla
BERT-base, multilingual BERT-cased/uncased, and XLM-RoBERTa, to classify
Bengali texts into different categories of hate speech, such as political, personal,
geopolitical, and religious hates. The texts were first preprocessed comprehensively
to remove noise and irrelevant information. Then, sensitivity analysis and layer-wise
relevance propagation (LRP) were applied to identify the important terms in the
texts that contributed to hate speech detection and provide human-interpretable
explanations. Comprehensiveness and sufficiency scores were used to measure the
quality of explanation which referred to how true the explanations were to the
model’s prediction. They also evaluated DeepHateExplainer against other ML and
neural networks-based baselines such as linear and tree-based models, CNN, Bi-
LSTM, Conv-LSTM using word embedding. They argued that DeepHateExplainer
would be able to achieve F1 scores of 78%, 91%, 89%, and 84% for these categories
than ML and DNN baselines. They also evaluated the quality of the explanations
by calculating Other completeness and sufficient other metrics that show how close
the explanations are to the model’s predictions. DeepHateExplainer They demon-
strated that it was superior to several baseline methods in terms of F1 rates for
various categories of hate speech, including machine learning and neural network
models. The authors faced the issue of limited publicly available hate speech anno-
tated data for the task of Bengali hate speech classification. They had only a limited
amount of data and may possibly not have included a broad and challenging set of
hate speech in Bengali. They also did not go into further details as to how their
method can solve other general problems such as its applicability to other domains
and languages, its robustness to adversarial examples, and others, including its so-
cietal impact. The given aspects could be strengthened in future by gathering more
information, carrying out more experiments and also find the dangers and benefits
of the approach.

This study [19] aimed to fill the gap in the literature for detecting biased and aggres-
sive contents on the platforms such as YouTube, Twitter, Facebook, and Telegram.
The ComMA project was meant to create a system that filtered out such content
that is with gender and religious orientation. This paper formulated a multi-label
classification problem to annotate the comments as aggressive, gender biased, and
communally charged and hence is a useful resource for the researchers working in the
area of hate speech and text classification. The corresponding dataset for this study
is called ComMA v 0. 2, was developed by Kumar et al. (2021b) for the multilingual
assessment of aggression, gender bias, and use of communal language on social media
platforms. The sentences were then classified using the spacylangdetect toolkit to
aid in standardizing the language; this generated tags for Hindi, Bangla, and English.
The sentences tagged as Hindi and Bangla were further subjected to transliteration



to get a uniform multilingual corpus in English. Text data was preprocessed by
using the Count Vectorization method to transform data into frequency-based vec-
tors in numerical form. These vectors were then fed into state-of-the-art models,
including XGBoost, Light GBM, and the traditional Naive Bayes, forming an ensem-
ble voting classifier to determine the final label. The study assessed performance
across tasks, revealing distinct results. Aggression analysis scored lowest with F1
scores: Multilingual (0.361), Bangla (0.442), and Hindi (0.402). Conversely, Gender
Bias demonstrated higher effectiveness with F1 scores: Multilingual (0.632), Bangla
(0.669), and Hindi (0.702). Communal Bias achieved notable success: Multilingual
(0.777), Bangla (0.866), and Hindi (0.642). The Boosted Voting Ensemble method,
employing XGBoost, Light GBM, and Naive Bayes, showed resilience, especially for
unknown inputs. However, it faced challenges in classifying aggression due to contex-
tual overlaps. IndicBERT performed strongly in Gender Bias (Multilingual: 0.558,
Hindi: 0.796, Bangla: 0.732) and Communal Bias (Bangla: 0.876, Hindi: 0.639,
Multilingual: 0.783). Aggression analysis, however, remained the lowest-performing
task for Indic Bert (Bangla: 0.341, Hindi: 0.439, Multilingual: 0.357). This study
compared two approaches, Boosted Voting Ensemble and IndicBERT, for analyz-
ing aggression, communal bias, and gender bias in multilingual social media data.
While IndicBERT excelled in individual tasks, the ensemble approach demonstrated
higher adaptability and robustness across all categories. Aggression analysis posed
challenges due to contextual overlaps. Future work may have explored advanced
embeddings like GloVe and BERT for performance enhancement, emphasizing the
complexities in handling such contextual overlaps, as well as considered ensembling
techniques in deep learning settings.

The authors [20] initiated the ICON-2021 task, aiming to identify aggression, gen-
der bias, and communal bias in multilingual social media comments. This paper
presented task details, dataset sources, and participant engagement. The fact that
most systems only predicted a third of three-class classifications was notable. The
dataset received significant preprocessing for quality and homogeneity after being
cautiously collected from several social media networks. Although detailed informa-
tion on embeddings and procedures was not expressly supplied, the authors’ thor-
ough strategy implied a well-thought-out choice. Modern embedding techniques
for natural language processing were probably used in this. They used comprehen-
sive feature engineering and model implementation to detect rage, gender prejudice,
and communal bias in multilingual comments. For a detailed understanding of the
dataset’s preprocessing and feature engineering procedure, Kumar et al.'s work from
2021 was a priceless resource. Different strategies were used by the participating
teams to create their systems for the joint assignment. The participating teams’
methods incorporated a wide variety of models and strategies. It was common to
use BERT-based models that were adjusted for specific language variances and code-
mixed data. Other teams examined Random Forest, Logistic Regression, SVM, and
Decision Tree classifiers. XLM-RoBERTa, MURIL, and BanglaBERT models were
also used, along with bespoke attention and mean-pooling. Some teams used ensem-
ble methods, Logistic Regression with word and character n-grams, and multilingual
sentence encoder vectors with pre- and post-aggregation strategies to improve per-
formance. These diverse strategies demonstrated the wide array of approaches taken
by different teams to address the challenges presented in the competition. The eval-



uation metrics including instance F1 and Micro F1 provided a weighted average,
especially useful for class-imbalanced cases. All the teams gathered F1l-scores on
Meitei, Bangla, Hindi & Multilingual Dataset. The highest weighted instance F1-
scores were 0.322 for Meitei, 0.292 for Bangla, 0.398 for Hindi, and 0.371 for the mul-
tilingual category. The best model used joint training for all subtasks and languages,
demonstrating the efficacy of multitasking and multilingual learning in low-resource
settings. Well-tuned linear classifier ensembles outperformed Transformers-based
systems. The comprehensive error analysis showed that model errors were mostly
caused by overfitting to specific linguistic features and limited generalisation to out-
of-domain data. To improve model performance, more diverse training data and
careful data point selection were needed. Another important factor was contextual
knowledge, which required explicit contextual information in the dataset and model.

The paper of Das et al. [17] proposed using an encoder-decoder machine learning
model, a well-known tool in the field of NLP, for the categorization of Bengali user
comments on Facebook pages. The authors categorised 7,425 Bengali comments into
Hate Speech, Aggressive Comments, Ethnical Attacks, Religious, Religious Hatred,
Political, and Suicidal Comments. They tokenized and removed bad characters
and punctuation during dataset preprocessing. Then they removed all stopwords
from their dataset. Bangla text was preprocessed using emoticon and emoji anal-
ysis. The author compared CNN, Bi-directional LSTM, GRU, and RNN with At-
tention Mechanism for abusive text classification in Bangla, including binary and
multi-class categories. This paper used a neural network to simulate human brain
function, focusing on the Additive Attention Mechanism. This experiment used a
simplified Attention Mechanism to emphasise selective activities in a context. Tex-
tual characteristics were understood using a bidirectional Recurrent Neural Network
(RNN). This choice was made because a sentence’s meaning often depended on pre-
vious and subsequent text. Thus, the bidirectional RNN merged information from
both directions to create a comprehensive feature vector, improving text semantics.
Additionally, the neural network model assigned word weights using an attention
mechanism. This weight assignment was crucial because it emphasised important
keywords and devalued less important ones. Long source sentences were the main
focus of the attention mechanism in neural machine translation. Instead of using
the encoder’s final hidden state, it connected the context vector to the entire source
input. The authors described the encoder layer, a bidirectional RNN (LSTM) with
forward and backward hidden states concatenated to form the encoder state. This
unique design combined preceding and following words into one word. An alignment
model scored input-output pairs based on compatibility in this model. The weight
coefficients («) determined the contribution of each source’s hidden state to the
output. These alignment scores were calculated using a feed-forward network with
one hidden layer trained with other model components. A score represented the
scoring function, where va and wa were alignment model training weight matrices.
Finally, the model generated new words in the output sequence using alignment
scores and context vectors to predict speech category. This comprehensive method
enhanced the model’s text reading and translation abilities, making it useful in
natural language processing. The decoder used LSTM and GRU models and an
attention mechanism to improve performance. EarlyStopping and an 80% training
20% testing data split yielded 74% accuracy for the LSTM and GRU models and 77



Ebipatei et al. [22] research paper focused on spotting subjective bias in text. The
objective of the authors was to develop a practical model for the detection of biases
in text with particular attention to biases that could be identified in phrases from
Wikipedia. The authors used a number of strategies. They used a WNC dataset
of 360,000 utterances split half-and-half between biased and neutral terms. The
three groups of biases — framing, epistemological, and demographic — were identified
as 57%. 7%, 25%, and 11.7%, respectively. The suggested model included the
use of both BERT and BiLSTM neural network architectures which are two of
the most popular neural network designs. BERT was employed to pre-process the
text data and it effectively captured the surrounding details. The authors further
made the model more superior by incorporating attention processes that helped
to pay attention to important textual elements while categorizing. The authors
employed two important measures: accuracy and an F1 score to evaluate their
method. Their proposed model based on BERT and BiLSTM with attenuation
was impressive with an accuracy of 0.89 and F1 score of 0.90. Also, this combined
model was superior to both individual BERT and BiLSTM with Glove embeddings
as well as BERT combined with BiLSTM without attenuation. This demonstrated
the ability of the model to identify biases with high efficiency. Notably, these results
also outperformed those of other popular models, which is a significant development
for state-of-the-art bias detection systems. The paper also outlined future research
prospects in this area. It recommended improving the model by adding the support
of other languages instead of being limited to English only. Moreover, the authors
suggested that the current bias detection should be developed to a document level,
to identify larger contexts of biases.

The authors [21] undertook a crucial examination of the profound changes observed
in the religious and social behaviours of two distinct communities in the aftermath
of the 2012 Ramu violence incident. This study endeavored to delve into the psy-
chological and sociological aspects of the minority community’s mindset following
the violence, while also shedding light on the evolving patterns of social interactions
between minority and majority communities in the post-riot scenario. The 2012
Ramu violence stood as a significant event in the context of Bangladesh, marked
by a series of orchestrated attacks on Buddhist monasteries, shrines, and residences
of Buddhist residents in the Ramu Upazila. The violence erupted abruptly in the
late hours of September 29, 2012, with local mobs embarking on a destructive ram-
page. Surprisingly, a total of 12 Buddhist temples and monasteries, as well as 66
residential houses, were specifically targeted and subjected to acts of vandalism.
The commencement of this series of devastating events was triggered by a visually
stimulating depiction, illustrating the act of disrespect towards the Quran, which
had been disseminated on a fabricated Facebook profile erroneously associated with
a male adherent of Buddhism. As the manifestation of violence transpired, its con-
sequences extended beyond the Ramu Upazila, impacting the southern districts of
Bangladesh as well. In this context, it is noteworthy that Buddhist monasteries,
Sikh Gurudwaras, and Hindu temples were subjected to deliberate acts of aggres-
sion, thereby intensifying the existing religious animosity and societal disharmony.
Soruar et al. research sought to provide invaluable insights into the aftermath of
the Ramu violence, particularly focusing on the response of the minority community
and the evolving dynamics between minority and majority communities in the wake
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of this tragic incident. By examining the changes in religious and social behaviours,
the study contributed to their understanding of the profound impact such communal
violence can have on the fabric of society.

This paper [32] centered on detecting Bengali hate speech on public Facebook pages,
tackling challenges such as limited datasets and the intricate linguistic landscape.
This paper delved into the effectiveness of machine learning models and emphasized
the linguistic diversity inherent to the Bengali language. In this study, they ve-
raciously prepared their dataset sourced from Facebook, employing the FacePager
program for data collection. Since informal language was common online, rigor-
ous manual examination excluded non-Bengali comments. To keep the language
consistent, they included impure text and even dialect. Refined further entailed
the removal of emojis, punctuations, numerical values, and special characters. This
careful selection resulted in a final set of 10,133 Bengali comments that they made
publicly available in their GitHub repository. To distinguish hate speech, they re-
ferred to Facebook community standards and group those comments that directly
harm individuals or group of people according to characteristics such as race, eth-
nicity, nationality, religion, or sexual orientation. Several categories were made due
to the dynamic nature of hate speech that was most of the time mixed with other
aspects of speech like sarcasm. Pre-processing further involved character and punc-
tuations removal, tokenization, stemming, and stopword’s removal. Also, they used
pre-trained Bengali word embedding from fastText for Linguistic representation. Us-
ing numerous machine learning and deep learning models, they carefully tuned the
hyperparameters of models, which include Support Vector Machine, Random For-
est, Convolutional Neural Network and more. The results presented an extensive
assessment of machine learning and deep learning architectures. Among machine
learning techniques, SVM with RBF kernel demonstrated exceptional performance
with an F1 score of 0.87, achieving an accuracy of 87.22%. This was closely followed
by SVM with linear kernel, Random Forest (RF), and K-Nearest Neighbour (KNN)
with commendable F1 scores of 0.83. SVMs excelled at class separation, helping
balance datasets. Decision Tree (DT) performed worst due to its susceptibility to
deviation and increased complexity with more data. Multilayer Perceptron (MLP)
outperformed other deep learning methods with an F1 score of 0.86 and accuracy
of 85.64%. The 1-dimensional CNN performed well with an F1 score of 0.84 and an
accuracy of 84.70%. Although computationally intensive, LSTM had an F1 score of
0.77. These findings demonstrated the efficacy of SVM with RBF kernel and MLP
in machine and deep learning. The study found that online hate speech presented
unique challenges like misspellings, grammatical errors, and sarcasm. Emoji senti-
ment analysis was a future research topic. Study limitations included expanding the
dataset, exploring multivariate categorization, and deepening sentiment analysis.

This study [27] introduced a novel approach to multi-label learning, which enabled
a more nuanced categorization of hate speech compared to traditional single-label
methodologies. It also addressed the various challenges associated with text min-
ing in social media data, including the diversity of platforms, the subjectivity and
complexity of language, and the significance of context and bias. The research
utilized a unique dataset that included multi-social media data which was semi-
automatically labeled by the use of a semi-supervised approach. The study also
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applied data augmentation and balancing techniques to overcome the limitations
of scarce and imbalanced data availabilities. The study conducted multi-label hate
speech severity classification on social media data using the BERT model. In this
regard, the study deployed semi-supervised approaches to annotate a newly devel-
oped dataset that contains information from various social media channels, includ-
ing YouTube, Reddit, Twitter, and Kaggle. The study also aimed at improving
the dataset through the use of data augmentation and balancing techniques such as
GPT-2 and the Augly Facebook library. The research employed a methodical ap-
proach encompassing various stages such as experimental design, text mining, data
augmentation, pseudo-labeling, algorithm selection, testing, prediction, and evalu-
ation. The model exhibited varying performance across different categories of hate
speech, namely toxic, severe toxic, obscene, threat, insult, and identity hate, with
scores ranging from 0.734659 to 0.948695. Using BERT and data augmentation, the
authors proposed a multi-label learning solution for hate speech detection. They
showed that their model could classify hate speech into different severity levels and
provide probability scores for each label. They also improved the minority classes by
generating synthetic hate comments using GPT-2 and AugLy. They also analyzed
the dependencies between hate data and their classes and collected data from multi-
ple platforms to enhance generalization. However, their study had some limitations,
such as using synthetic data that may not match real-world hate speech, relying
on subjective human-annotated ranking for evaluation, omitting an ablation study
to examine the model components, using a mixed dataset that may vary in quality
and representativeness, and focusing on English social media only. They suggested
future directions to address these limitations, such as conducting an ablation study
to identify the model’s most important factors or components and extending the
model to different languages or cultural contexts.

The study by Mohammad Javed [31] examined transformative shifts in Bangladeshi
nationalism, spotlighting the significant role of social media platforms like Facebook
and Twitter. These online platforms shaped secularism, atheism, and the Shahbag
movement. Employing a mixed-method approach encompassing online observation
and offline interviews, the research underscored the intricate interplay between vir-
tual and physical spaces in molding nationalist sentiments within everyday life.
This paper examined the impact of social media on Bangladeshi nationalism and re-
ligious sentiments, drawing from anthropological participant observation techniques
and netnographic research methods. Influenced by Kozinets” work on netnography;,
the study explored the online self in an interactive manner, utilizing both qualitative
and quantitative approaches. The research, sensitive in the context of Bangladesh,
avoided direct comments on online platforms but raised issues during observations
for offline interviews. It encompassed 14 in-depth interviews conducted in Sylhet
and Dhaka, shedding light on the relationship between online and offline activities,
religious views, perceptions of nationalism, and emotional attachment to religion.
Content and social network analyses were employed to discern patterns in online ac-
tivism, particularly among religiously motivated pro-nationalists. The study showed
that social media, particularly Facebook, was shaping Bangladeshi religious and na-
tionalist sentiments. Bangladesh’s social media boom, led by Facebook, showed its
power to mobilise social movements and shape religious beliefs. The paper also ex-
amined how social media had exacerbated racial tensions, particularly after sensitive
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events. Online activism promoted anti-atheist and anti-secular views, showing how
the online and real worlds interacted. Overall, the study showed how social media
shaped Bangladesh’s nationalist and religious narratives. It also discussed how sec-
ularism and atheism were used interchangeably in Bangladesh. Atheism rejected all
faiths, while secularism was a political theory that tolerated many religions. Abdul
Hannan, a madrasa instructor and informant, expressed the widespread belief in
Bangladesh that secularists and atheists threatened Islam. The teacher claimed sec-
ularism might reduce Islam. Social media cyberbullying and physical harm against
atheists and secularists reinforced the stigma. The internet also promoted religious
nationalism by emphasising the need to expel atheists and secularists.

Pareek et al. [30] addressed the significant problem of hate and aggression on social
media, particularly when expressed in code-mixed language. The authors proposed
a solution based on deep learning algorithms, specifically Convolutional Neural Net-
works (CNN) and Bidirectional Long Short-Term Memory (Bi-LSTM) models, with
support from natural language processing techniques. Authors used dataset in their
paper of HASOC. This dataset was a collection of social media posts that had been
used in many different intentions, which had mostly used multilingual word and
language. Authors organized this paper into three critical phases: pre-processing,
feature extraction and embedding layer creation, and model training. Pre-processing
involved data cleaning, tokenization, and encoding, while the embedding layer was
built using Fasttext word embeddings. Two deep learning classification models,
CNN and Bi-LSTM, were utilized, with specific parameter settings such as epochs,
batch size, activation functions, dropout, and maximum text length defined for
model training. The research introduced two distinct classification tasks: Task 1
distinguished between Hate and Non-Hate posts, while Task 2 further categorized
Hate posts into Hate, Offensive, and Abusive categories. This granularity enabled
a more nuanced analysis of social media content and varying degrees of negativ-
ity. The experimental result illustrated the adequacy of both CNN and Bi-LSTM
in recognizing hate in code-mixed dialect, with CNN imperceptibly outflanking Bi-
LSTM. CNN achieved F1 scores of 0.70 and 0.71 for Tasks 1 and 2, respectively,
while Bi-LSTM attained F1 scores of 0.73 and 0.67 for the same tasks. One notable
limitation of this study was the potential dataset bias, as it may not fully rep-
resent the complexity and diversity of social media content and user interactions.
The dataset’s composition and source could introduce sampling bias, limiting the
generalizability of the developed models to a broader range of real-world scenarios.
Authors suggested for future work to apply this method by working on its dataset
and creating more labels and posts.

Khan et al. [28] study addressed the critical challenges of detecting cyber aggression
in social media, emphasizing the dire need for more effective filters. Their innova-
tive approach introduced novel emotional features within a streamlined deep neural
network (DNN) model, outperforming existing methods. The profound impact of
cyber aggression on mental health underscored the urgency for improved detection
techniques in this domain. The study primarily focused on leveraging the Cyber-
Troll dataset, comprising 20,001 tweets categorized as either cyber-aggressive (7822)
or non-cyber-aggressive (12,179). Preprocessing involved removing extraneous in-
formation using NLTK, while feature extraction encompassed discrete emotions and
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Word2Vec embeddings, significantly enhancing model effectiveness. To tackle over-
fitting, mutual information-based feature selection identified the top 25 features,
which were then combined with eight emotional features. Seven machine learning
algorithms (SVM, LR, KNN, DT, NB, GB) and four deep learning models (LSTM,
BiLSTM, CNN, DNN) were implemented, with the DNN model, characterized by
three dense layers, ReLLU activation, and sigmoid output, demonstrating promise in
classifying aggressive and non-aggressive tweets. The inclusion of emotional features
and Word2Vec embeddings significantly contributed to model performance, hold-
ing potential for real-world applications in curbing cyber-aggression and enhancing
online discourse. In the context of aggression detection in textual data, especially
within social media, this paper advanced existing methodologies. The GB classifier’s
maximum F1 score was 77%, demonstrating that the traditional machine learning
methods could not be relied upon to accurately detect violence. Also, it cham-
pioned a streamlined yet efficient DNN model, effectively learning and identifying
aggressive language even with fewer layers. Integration of eight emotional features
and Word embeddings enhanced classification capabilities, achieving an impressive
F1 score of 97% (DNN), surpassing other models in accuracy and training time.
This signified significant progress in aggression detection, providing a more effective
solution compared to previous methods. The research improved previous methods
and opened up multi-lingual applications, especially in non-native English-speaking
regions. Future work included scaling up to larger datasets for more comprehensive
analysis. Online aggression could be better understood by including other languages
and social media platforms.

This study [29] employed machine learning and natural language processing to au-
tomatically recognise hate speech and objectionable words that insulted or attacked
someone based on their religion, ethnicity, or race. To lessen the detrimental effects
of online hate speech and build algorithms to adapt to its changes. A Twitter dataset
from Kaggle was used to build and evaluate a system for detecting hate speech and
offensive language. The dataset had two CSV files with three columns: id, label, and
tweet for training and testing. Over 3000 people downloaded, and 12 contributed
to the dataset. The paper described how to clean, preprocess, and classify dataset
tweets. NLP techniques were used to correct spelling errors, remove stop words, and
assign hate speech percentages to the tweets. Word cloud visualization showed the
dataset’s most frequent and relevant words. Oversampling was performed to balance
the number of hate speech and regular tweets in the training dataset. ML classifiers
included SVM, RF, multinomial NB, XG Boost, and Logistic regression. Classifier
accuracy, recall, F1 Score, and support were measured using accuracy score, clas-
sification reports, and confusion matrix. SVM was found to be the best classifier
with 98% accuracy, followed by Random Forest and Logistic Regression with 97%
accuracy each. The authors identified several challenges in generalizing hate speech
detection, such as defining hate speech, creating unbiased datasets, evaluating mod-
els, and addressing ethical and social issues. They used Twitter data, which may not
reflect other languages or settings. Their system’s authenticity and accuracy may be
affected by their limited hate speech definition. Their dataset and annotation had
biases, which may limit model generalizability and fairness. They ignored ethical
and social issues including false positives and bias amplification in their method.
The computational resources needed for their system were not reported. They pro-
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posed testing their system on additional platforms, developing more diverse and
inclusive datasets, addressing ethical issues and biases, exploring new approaches
and strategies, and optimising hate speech detection computing resources.

Riley Botelle et al. [25] presented an NLP model to evaluate interpersonal violence
in mental healthcare electronic records. They extracted clinical text referring to vio-
lence, such as the presence of violence, patient status (perpetrator, witness, victim),
and violence type (domestic, physical, sexual). They also considered the high risk
of violent victimization for people with mental illness, especially women. They used
data from the CRIS database, which contained over 500,000 de-identified EHRs of
patients from a specialist mental healthcare provider in London. They searched the
CRIS database using 17 keywords and selected 3,771 text extracts from the records
of 2,832 patients. They had two clinical medical students annotate the text extracts
for reference to violence. They fine-tuned BioBERT), a pretrained transformer model
for biomedical text mining, on the annotated dataset. They evaluated the perfor-
mance of the NLP models using 10-fold cross-validation, measuring precision, recall,
and F1 score for each model. They estimated inter-annotator agreement on a sub-
set of the annotated data using agreement and Cohen’s kappa. They developed
annotation guidelines iteratively based on discussions and queries raised by the an-
notators. They achieved acceptable scale, efficiency, and accuracy levels in their
NLP model, with precision ranging from 89% to 98% and recall ranging from 89%
to 97% for different violence labels. They showed high inter-annotator agreement
for the annotation labels, ranging from 82-96 (60-85 Cohen’s kappa). They filled
a gap in research by using BioBERT in mental health applications, which had not
been extensively researched before. Their methodology could estimate the occur-
rence of clinical references to violence in EHRs, providing valuable insights into the
prevalence of violence in mental healthcare settings. The authors discussed several
limitations of their study, such as the lack of temporality, witnessing, and hidden
violence in their NLP models, the annotator disagreements on some labels, and the
limited generalizability of their data. They suggested future directions to address
these issues, such as integrating the time of violence mentions, modeling the effect
of witnessing violence on health, and exploring more categories of violence beyond
the selected keywords.

This research [39] addressed the escalating problem of hate speech on online plat-
forms, particularly social media, and aimed to devise more effective methods for
its detection and mitigation. The dataset consisted of tweets categorized into three
classes: Hate speech (0), offensive language (1), and neither (2), totaling approxi-
mately 24,000 entries. Data was divided into training (75%), validation (15%), and
testing (10%) sets following specific ratios. Data preprocessing involved several crit-
ical steps, including tokenization, lemmatization, and one-hot encoding, aimed at
converting the text data into numerical representations. Furthermore, word embed-
ding techniques, specifically Word2vec and Gensim, were applied to capture seman-
tic relationships within the text. The authors compared the performance of three
deep learning models for hate speech detection: LSTM (Long Short-Term Memory),
Bi-LSTM (Bidirectional Long Short-Term Memory), and a modified Bi-LSTM ar-
chitecture. LSTM was proficient in dealing with sequences while Bi-LSTM took into
account both past and future contexts for better contextuality. The modified Bi-
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LSTM had additional layers incorporated to further improve its performance. The
research also revealed some other models such as RCNN that effectively merged the
powers of CNNs and RNNs to extract spatial and temporal information from the text
data. The methodology included training the models using labelled datasets that
included instances of hate speech and instances of non-hate speech. Loss functions
for the models were then optimized using optimization algorithms. To evaluate the
performance of the model, the evaluation metrics like F1-score, recall, accuracy, and
precision were measured on a different test dataset. The highest F1-score of 0 was
recorded for the RCNN model among the models. 90, which shows that the model
is highly accurate at identifying instances of hate speech. The second and third po-
sitions were taken by the Modified Bi-LSTM and Bi-LSTM models with F1-scores
of 0. 8916 and 0. 8901, respectively. The LSTM also continued to show reasonable
performance with an F1l-score of 0. 8388. Limitations included the potential inabil-
ity to detect hate speech presented as sarcasm or irony and an imbalanced dataset
affecting performance.

Titli and Paul [41] proposed a multi-modal approach for identifying hate speech
in Bengali language, focusing primarily on two consumption types, ‘Sadhu’ and
‘Cholito’. They employed neural ensemble models to analyze both textual and vi-
sual inputs, utilizing two distinct datasets that they classified into nine segments.
The dataset comprised 30,000 comments, with 10,000 labeled as hate speech, and an
additional 3,938 samples in the classified dataset. To extract features for analysis,
they employed the Bengali BERT tokenizer and adapted the pre-trained Bengali
BERT algorithm with various hyperparameters for training, conducting ten epochs
for each model. Specifically, they evaluated two models, BertTwo and BengaliBert,
with the latter achieving the highest accuracy of 0.706 using training batch size
16, test batch size 32, learning rate 0.00005, and dropout rate 0.4. The authors
identified two key areas for future research: multi-domain data sets and harmful
comment categorization. They acknowledged that dataset imbalance posed a sub-
stantial challenge, potentially leading to inflated conclusions, and noted that random
undersampling, a common approach to address this issue, may result in information
loss. To mitigate this limitation, they advocated for exploring more advanced tech-
niques such as oversampling and synthetic data generation. Moreover, they pointed
out the importance of improving models’ capability in various tasks and their aware-
ness of ambiguous and situational harmful contents. Ethical concerns were identified
as a key area in model development as it relates to creating less biased and more fair
categorization methods. The authors emphasized the importance of interpretability
to ensure users’ trust in these models.

This study [37] sought to understand the occurrence of hate speech in social media
platform in the Bengali language particularly in Bangladesh. The authors devel-
oped a new model called G-BERT which incorporated BERT for text encoding and
GRU for hate speech classification. The datasets for the study were collected by
data crawling from Bengali online news sites and social media sites such as Face-
book and Twitter by employing the BeautifulSoup Python module. Particular time
intervals and user participation were applied, together with particular keywords for
hate speech and abusive language. A total of 20,000 posts, comments, and memes
were analyzed with more than 50% of the contents deemed offensive. Graduate
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students and Bengali language processing experts processed this data and used it
to create the Bengali Offensive Text from the Social Platform (BHSSP) dataset. In
order to facilitate fair model assessment and building, the dataset was divided into
training, testing, and validation sets. Emoji translation, hashtag translation, and
removal of Bengali stop words were performed as pre-processing. The study utilized
N-gram features, TF-IDF weighting, and a combined model called G-BERT. The
N-gram features from unigrams to trigrams were adopted to extract the necessary
language patterns and weighted by TF-IDF values. BERT and GRU were integrated
in the G-BERT model with the aid of the power of pre-trained contextualized lan-
guage model. BERT was applied for contextualized word embeddings and GRU
was used to classify these embeddings. In the process of effective detection of hate
speech in Bengali writings, the hybrid approach made effective use of both models.
The proposed G-BERT model was tested using critical parameters like accuracy,
precision, recall, Fl-score. Thus, G-BERT was effective in detecting hate speech.
G-BERT was able to surpass many other existing models such as Bangla BERT,
LSTM-BERT, AdaBoost-BERT, and L-BOOST with an overall accuracy of 95.56%
Further, the results of recall and accuracy of G-BERT were also found to be very
high at 95.07% and 93.63%, respectively. The greatest Fl-score, 92.15% illustrated
this great performance and showed that G-BERT has more accuracy and recall abil-
ities compared to the mentioned numbers. The authors highlighted a number of
limitations. Due to its training dataset, the G-BERT model’s linguistic variety was
restricted. Dependence on a small sized dataset might limit generalizability. There
was no real-time performance evaluation, and the emphasis on hate speech might
obscure other offensive linguistic patterns.

The work by Dimosthenis et al. [33] addressed the challenge of automatically de-
tecting hate speech in online social media. The main objective was to test hate
speech recognition algorithms on multiple datasets with different biases and traits.
Researchers collected 13 hate speech datasets with various forms and temporal fea-
tures. It was crucial to use this approach to evaluate hate speech detection algo-
rithms across a wider range of online discourse. The datasets that made up this
group included MHS, CMS, HTPO, HateX, AHSD, HSHP, AYR, MMHS, HatE,
HASOC, DEAP, and LSC. The researchers put a preprocessing pipeline in place
to standardize the datasets and assure consistency. This required concentrating on
English-language tweets on Twitter, excluding non-English and non-Twitter tweets
using a language identifier and eliminating duplicate entries. Furthermore, URLs
and mentions were removed, and datasets with tweet IDs and labels were removed.
Then, the datasets were either used directly for binary classification or mapped to
binary classification for hate speech. For balance in the multiclass scenario, the sub-
classes of hate speech were divided into seven categories. The aggregated dataset,
which included 83,230 tweets from 13 different source datasets, gave a complete de-
piction of hate speech, with almost 33% of the tweets labelled as hate speech. BERT-
base, RoBERTa-base (general-purpose models), BERTweet, SVM, and TimeLLMs-21
(specialized in social media, mainly Twitter) were used by the researchers. The mod-
els were rigorously tested in both binary and multiclass hate speech categorization
contexts, with the macro-averaged F1 score serving as the performance parame-
ter. For single-class classification, TimeLMs outperformed other models, achiev-
ing an impressive average F1 score of 70.7, closely followed by BERTweet at 70.1.
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RoBERTa and BERT also delivered competitive results with F1 scores of 69.7 and
67.9, respectively, while the SVM model lagged slightly behind at 67.2. In con-
trast, for multiclass classification, SVM secured the highest F'1 score of 81.9, thus
highlighting its effectiveness in handling the complex classification task posed by
the amalgamated dataset. TimeLMs remained a strong contender with an F1 score
of 71.6, while BERTweet and RoBERTa exhibited similar F1 scores of 70.9 and
69.5, respectively. BERT, while still performing respectably with an F1 score of
66.9, appeared to be slightly less effective than the other models within this specific
dataset context. Due to computational constraints, the study used base-sized lan-
guage models and relied on existing datasets, which may introduce biases. It also
focused on Twitter and English, limiting generalizability.

Fethi Fkih et al. [35] introduced a sophisticated approach to address the criti-
cal issue of threat detection on Twitter. The DetThr model integrated with the
semantic network ThrNet, offered an effective measure to discover threats in the
vast terrain of social media content. It is worth mentioning that several critical
phases were at play in their technique of studying. They first described their steps
which included data pretreatment and cleaning such as tokenization and stopword
removal to ensure data quality. This first step was essential in creating a ‘clean’
dataset that was ready for analysis. Threat Target Identification was an important
aspect in their process. Fkih et al. later discovered that knowing the purpose of a
threat was an essential part of threat detection. They did this by combining two
techniques: NER/Phrase matching. This method was very careful which ensured
that the target of a threat was accurately identified within tweet messages. ThrNet
was an essential component of their plan and had the function of a moving x-ray of
an interconnected knowledge base that exposed the hidden links between concepts
embedded in Tweets. Statistical and graphical data modeling techniques were used
to build ThrNet, which proved to be highly effective in identifying and linking con-
cepts in tweets based on frequency of mention. The WordLink module within the
WORDIj program iteratively constructed and strength-weighted word pairs by us-
ing a training dataset to construct this network. It made sure that it eliminated all
low frequency occurrences of phrases as well as pairings to ensure that performance
is maximised. The Gephi tool provided the visualization of this semantic network
where the complexity of this relationship can be studied and analyzed. The DetThr
model saw the advancement of threat detection by integrating ThrNet which sig-
nificantly improved its capacity. It utilized ThrNet’s knowledge to realize threats
from non-threats contained in tweet messages. DetThr worked as the sentiment
analysis of a given tweet by locating the target in ThrNet and then checking the
threat potential of a given tweet by looking at the associated words to the target.
This semantic approach outperformed traditional machine learning-based models in
empirical experiments with a test accuracy of 76% and F1 score of 75%. One no-
table constraint was the exclusion of threat targets with a frequency of less than five
from ThrNet, as these targets might not have enough interconnections with threat
words. As future work, expanding ThrNet’s scope to encompass additional target
terms held potential to enhance the model’s effectiveness in detecting threats on
Twitter.
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Chapter 3

Definitions

The following definitions of the four main classes and their respective sub-classes
are included to provide a clear understanding of their meanings, as detailed in the
original paper [43]. Additionally, Table 3.1 is included to present examples for
each of the sixteen classes which will illustrate how the annotators categorized and
annotated the texts, ensuring a comprehensive and cohesive grasp of the annotation
process, sourced on the original paper [43].

e Religio-communal Violence:
Religio-communal violence refers to acts or statements deliberately aimed at
inciting violence, typically targeting a specific religious group, often minorities,
converts, or non-believers.

o Ethno-communal Violence:
Ethno-communal violence refers to acts of violence directed against individuals
or groups based on their ethnic or communal identity.

e« Nondenominational Communal Violence:
Nondenominational communal violence encompasses various forms of commu-
nal violence beyond those based solely on religious denominations.

e Non Communal Violence (General Violence):
Non-communal violence encompasses any form of violence that does not fall
into the categories of religio-communal, ethno-communal, or nondenomina-
tional communal violence. This category includes a wide range of violent
incidents that occur outside of communal conflicts.

e Derogation:
Derogation refers to various actions or behaviors aimed at belittling or de-
meaning individuals or groups.

o Antipathy:
Antipathy involves various behaviors and attitudes characterized by a strong
negative sentiment towards individuals or groups.

e Prejudication:
Prejudication involves various actions or attitudes that support, justify, deny,
or falsely accuse intentional or bona fide misdeeds, mistreatments, and dis-
criminations.
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* Repression:

Repression involves various actions or expressions indicating an intent, will-

ingness, or desire to cause harm to others.

Table 3.1: Overview of Violence Types and Expressions across our definitions

Communal| Violence Example (Bangla) Example (English)
Violence Expression
Class Class
Derogation o1 40 SATYRT Tofs =T (M The religion (Hinduism)
Religio 12 40 ST =e&@d 9o & | where the monks move
communal F(F JHE GF0T Ter5r @ TIFHT about naked, what would its
o3 20 T2y o O BT @R followers understand about
FCOT O 2@ 17 g Hijab?
Antipathy ST AN oAl SR el It’s almost time! All the
QIO SRIGIP A= OIS Malauns (Slur for Hindu
EDICIIEES SR D I E EE folks) will be de- ported to
India. You wait!
Prejudication | TeTRLET & (S (FFe0® =S Why must we kill these
TR (STUTTE (@R Ol Z8d people? All the Hujurs
SFTH | OTEACF (O 0 Fed | (Islamic teachers) in
AT (T & T madrasas are homosexual!
Why is nobody asking to kill
them?
Repression QBT AR 2 e I N If it was in Bangladesh, they
e, qEEmes et W’W would have been shot dead.
TATeT F0T T6'S, AT AR It is imperative to straighten
AT IO A1 oS | up the extremist Hindus in
Bangladesh, so they can’t
cause any troubles/
Derogation @2 FITEHT Q¥ AT, These Rohingya are now
Ethno GfATF AWMET ¢ FRIoF political, economic, moral,
communal ToF H@L T AT 2 WAl social and cultural burden.
MR Q9 JAE €2 &I Now you’ll understand how
e forg f&fest1 adored the Rohingyas are!
Antipathy RITEHR 0! @ITRSMA AT | Deport the Rohigyas back to
=< their own country.
Prejudication | @« S %23 @ AT There are many Rohingyas
R SR O T4 27T Ts | and lo- cal traders who
IC Y Z1ET BT S | regularly bring large
consignments of yaba
(drugs).
Repression 92 FTEHR FFAT T T Get a confession out of this

S FTJ % WAl GIRCT ACE |

Ro- hingya, then
immediately drown him in

Naaf river.

Continued on next page
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Communal| Violence Example (Bangla) Example (English)
Violence Expression
Class Class
Non Derogation CTTTRET AGATETS 2TEmr I fell into the clutches of a
denomina- AT Noakhailla (region in
tional Bangladesh) swindler
communal [~ A ptinathy AT OrHME 91 (& &9 3@ | Deport the Sylheti Speakers.
el (2<F
Prejudication | IrmeRITeT 10 2@17 So I have to write
JrAERITSA *Ho %“{@@, RIK| BrahmanBaria (region in
RaTem =~ T2y g =memr Bangladesh)? Is it because
=01 writing B.Bariya doesn’t
sound Hindu enough?
Repression (26 TR W AR Me-redr | If you care about your limbs,
2T PG FEI N don’t try to slander
BaunBaria (region in
Bangladesh)
Derogation IR T 7 [ MR @M oW Those reacting ‘Haha’ have
Non ST MR dubious paternity record.
communal | Antipathy TR TG ATFIINOT 26TF 8 Those who want to promote
2] (FB 6TF, SFFFTHe0el ©bs | and spread homosexuality in
T OIWd SRS ST S| | the society, the government
should have brought them
under the law.
Prejudication | 2eT*R t97 @ (@F92 Wd@E | | The police need such people
JE9 ORR JEE I IrOAH | be- cause they are Yaba’s
(drug) big cus- tomers.
Repression BT AN (M3 WEg WA | Israel is terrorist group God

G 427 3 = |

destroy them.
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Chapter 4

Dataset

4.1 Analysis of Dataset

The dataset [43] consists of comments sourced from social media, reflecting a diverse
range of user-generated content . These textual entries have been categorized and
annotated by domain experts to identify and classify instances of communal violence.

The total dataset contains 12,791 rows and 5 columns.

It is divided into three

segments: training, validation, and test sets. The training set comprises 7673 rows
and 5 columns, while the validation and test sets consist of 2559 rows and 5 columns

individually.

Text religio- ethno- non- noncommunal
communal| communal| denominational-
communal

aF W@ TEEE WeA wTE | 0 0 0 4
foet.... g @< ror @2
Qs Gaerdl @Fma I =@ | 0 3 0 0
WM ey
TR AREACHR 2TeT1 [ (JT | 3 0 0 0
12 TY S g G2 GAiredre med | 0 0 3 1
ST TG T

Table 4.1: Short Overview of Dataset

The columns within the dataset include the primary text, four classes of violence:
religio-communal, ethno-communal, nondenominational communal, and noncommu-
nal. Specifically, the types of violence are categorized into four distinct sub-classes:
1 (derogation), 2 (antipathy), 3 (prejudication), and 4 (repression).
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Figure 4.1: Text Length Distribution

As seen from Figure 4.1, the dataset primarily consists of over 7500 short texts
that contain 1-20 words. An additional 1978 entries fall within the 21-50 words
range. Notably, very few texts surpass 100 words. This distribution indicates a
predominant emphasis on concise expressions in the dataset.

Figure 4.2: Most Frequent Words

From Figure 4.2, the most common word in the dataset is ‘4" with a frequency above
3000. Other common words display significantly fewer occurrences. For instance,
‘@, ‘O’ and ‘™ indicate the roughly equal frequencies distribution around 1500
and 1400. Also, words like ®EM®’, I, &, "¢’ and SMNMI exhibit frequency
distributions varying from approximately 1100 to 950. Some of these common words
will be denoted as stop words that will be excluded for further analysis of the dataset.
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Figure 4.3: Common Words for Four Classes

Delving further into the word frequency analysis, common words for each of the
classes of communal speech is shown in Figure 4.3. To make this analysis clearer,
frequently occurring but less meaningful words like ‘S, ‘¥, and ‘€@¥’, which appear
in all classes, were left out. This approach ensures a more focused and meaningful
assessment of the distinct linguistic characteristics inherent to each class, thereby
providing a clearer insight into the nuances of communal speech patterns. ‘T,
e, ‘%’{’, “BFETN’ are the unique common word for the ‘religio-communal’ class.
These words serve as distinctive identifiers within the religious context. For exam-
ple, ‘Tewa WMoz =@ M=, ‘BT omg i 47 Y= A Fore W1 A6 T Ao AT
These lexical markers serve as linguistic cues signifying the ongoing discourse and
escalating tensions between the Muslim and Hindu demographics within the com-
munity. Meanwhile, TATSME, TS, TR are the unique common words for
the ‘ethno-communal’ class. For example, TATZHT TS QFMe T QWO T,
o 20T T G @A PICF.... A2 AR JMI A2, these expressions exemplifies a
prevailing trend of ‘ethno-communal’ violent speech targeted at the Rohingya com-
munity. The wordcloud Figure 4.4 presents distinct words crucial to each class,
excluding common non-relevant frequent words like stop words [10]. It effectively
highlights unique and class-specific linguistic features. Furthermore, the majority of
the texts and comments in the dataset are categorized as non-violent, constituting
65% of the total data. The remaining 35% is identified as violent. Within this
subset of violent data, four classes of communal violent speech are present. It re-
veals that ‘Non-communal’ incidents account for a substantial 67.3%, indicating a
significant majority of the dataset which does not exhibit explicit markers of com-
munal violence. ‘Religio-communal’ violent speech makes up a significant 26.72%
of the sample, highlighting the prevalence of religious-based communal occurrences.
‘Ethno-communal’ incidents are comparatively lower at 4.69%, suggesting a lesser
prevalence of ethnic-linked violent speech. ‘Nondenominational communal’ incidents
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Figure 4.4: Word cloud

are rare, constituting only 1.2%. Also, looking at Fig4.5 each subclass distribution
within the classes reveals distinctive patterns. Additionally, in the visual representa-
tion generated by the t-SNE graph, a total of 3,695 documents have been effectively
categorized into 16 distinct classes. The t-SNE graph figure 4.6 demonstrates a
significant level of dispersion, suggesting a diversified and potentially complicated
dataset with various debate points and less prominent clustering around specific
issues.

Figure 4.5: Distribution of Four Classes along with Four Sub-Classes

Dense clusters are observed for topics like “Ethno Prejudication” and “Nondenom-
inational Repression,” suggesting a high degree of homogeneity in how these sub-
jects are addressed. On the other hand, “Noncommunal Antipathy” is more dif-
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fusely represented, indicating a wider diversity in the discussion of these topics.
A notable intermingling of “Nondenominational Prejudication” and “Noncommu-
nal_Derogation” in the graph’s center suggests these themes frequently intersect
within the documents. Outliers in “Religio  Repression” point to exceptional nar-
ratives that stand apart from the core discussion.

Figure 4.6: Scatter points for Sixteen Classes

4.2 Data Preprocessing

We implemented several preprocessing steps to enhance the quality of Bengali text-
comments data. First, we systematically removed stop words [10] to filter out irrele-
vant terms and improve the overall clarity and relevance of the comments. Secondly,
we addressed broken characters within the text, ensuring that all characters are cor-
rectly rendered and readable, thereby preserving the integrity of the linguistic con-
tent. After that, we cleansed the data of linguistic noise by eliminating punctuation,
redundant spaces, and garbage characters, which are typically non-contributory in
natural language processing contexts. We also addressed the presence of emojis
in the data by replacing each emoji with its corresponding linguistic text mean-
ing. This replacement was executed using ‘Emoji_ Dict.p’ from Kaggle [9], which
provided a comprehensive emoji-to-text mapping. For example, the ‘©’ emoji was
substituted with ‘:pleading face emoji:. We embarked on this process understand-
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Figure 4.7: Data preprocessing workflow

ing that emojis play a huge role in conveying sentiments and expressions. The task
of translating emojis to text was to preserve the expressive nuances of the original
text in a form convenient for NLP analysis. Then, we divided the training data into
two distinct subsets: 85% was used for training and the remaining 15% was used for
validation. This division helped to maintain a good balance between the training
and the validation procedures. Lastly, we used the ‘csebuetnlp/banglabert’ [24] to-
kenizer, where the maximum length was 512 and padding was set to the maximum
length. This specific tokenizer was selected because of its design that is optimized
for the Bengali language, making it more efficiently in terms of dealing with the
unique linguistic features associated with the Bengali language.

4.3 Data Augmentation

To reduce the initial imbalances in our dataset, we conducted a strategic augmen-
tation process aimed at enriching classes with lower number of data. We tried to
implement SMOTE, Zero-shot, Few-shot, text generation techniques, and a manual
data augmentation approach.

4.3.1 SMOTE Approach

Synthetic Minority Over-sampling Technique(SMOTE), is a statistical technique
used in the field of machine learning to address the problem of imbalanced class
distributions in classification datasets [16]. However, the application of SMOTE
shows unsatisfactory results. When it comes to word embeddings (High-dimensional
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vectors that contain the information about the meaning and the context of a word)
pre-trained models like BanglaBERT or mBERT, using SMOTE may appear several
limitations [38]. SMOTE, however, does not take these components into account and
is built for numeric data. Additionally, SMOTE operates in the high-dimensional
space of embeddings, and for the generated synthetic samples to be valid representa-
tions of words, they need to be semantically sensible in the high-dimensional space.
In addition, text data is complex and represents relations like syntax and seman-
tics that have nothing to do with simple interpolation methods used in developing
SMOTE. This can potentially result in the destabilization of the pre-trained models
as the synthetic samples might differ from the patterns observed and learned by the
model.

4.3.2 Zero-Shot and Few-shot Approach

We examined two approaches- Zero-Shot and Few-Shot which were used to re-
duce the amount of data related to the Nondenominational-communal’ and Ethno-
communal’ classes. In responding to the issue of data paucity amongst the ‘Non-
denominational communal’ group, we first considered the Zero-Shot method, which
functions upon the premise of transferring information from known to unknown
classes [40]. This method is used for performing the model inference on the data
classes which have not been encountered before to try to reduce the gap between
the existing data classes and the novel data classes using the techniques like se-
mantic embedding or generative adversarial networks. Even after our intervention
there was no improvement in the performance of Zero-Shot. Thus, we used the Few-
Shot approach, which entails augmenting a few labeled data instances to enable the
effective training of models [42]. It chooses sample instances that best represent
the entire data set to improve the generalization range of knowledge and improve
model performance. In the context of the Few-Shot approach, we used the Z-map
method to increase the volume of our dataset. For example, Few-shot is an attempt
to achieve model capability to make correct predictions based on few examples and
the Z-map technique is a method to map the features of new samples which are not
included in the few-shot learning task to the feature space created from a few sam-
ples [15]. Nevertheless, the effectiveness of Few-Shot is also not satisfactory despite
our attempts. The primary reason behind these shortcomings was found to be the
mismatch in semantics between the source and the target data instances generated
due to the highly contextual nature of the Bengali language. This discrepancy in-
dicated the difficulties in successfully utilizing data augmentation methods within
higher-level languages, including those characterized by significant language com-
plexity, and the need to contemplate the role of linguistic nuances in such endeavors
in the future.

4.3.3 Data Paraphasing

We made an effort to paraphrase data for the two minor classes, ‘Ethno-communal’
and ‘Nondenominational communal,” utilizing the ‘csebuetnlp /banglat5_bangla para-
phrase’ [23] model. The primary goal was to augment the data and enhance its
variability. However, since the initial quantity of data for these classes was already
quite low, the paraphrasing process did not provide substantial benefits. The lim-
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ited amount of original data resulted in the model having insufficient material to
generate varied and meaningful paraphrases. Consequently, the impact of this ap-
proach on improving our dataset for these specific classes was minimal. Thus, the
scarcity of data remained a significant challenge, limiting the overall effectiveness of
our paraphrasing efforts.

4.3.4 Manual Augmentation

We conducted a thorough collecting process by gathering comments from YouTube
and Twitter that had the potential for violence. This entailed methodically combing
through multiple posts and their associated comments on both platforms, identifying
and selecting those that contained evidence of communal violence. Our goal was to
capture a wide range of violent and hate speech, with a special emphasis on content
that could spark religious, geopolitical, and other types of communal conflict. For
that, in addition to our manually curated dataset, we sourced four notable Bengali
hate speech datasets from reputable platforms like GitHub and Kaggle, amassing a
total of 300,000 comments. These datasets include: ‘Bengali Hate Speech Detection
Dataset by UCI’ [26], ‘Bengali Hate Speech Dataset by Nauros from Kaggle’ [14],
‘rezacsedu/Bengali-Hate-Speech-Dataset’ [11], ‘Multi-Labeled Bengali Toxic Com-
ments’ [34]. These datasets were chosen for their direct relevance to our research on
hate speech, ensuring a comprehensive and representative sample that aligns closely
with our existing dataset. We sifted through the comments of these datasets by
employing our baseline model, a fine-tuned Bangla BERT, to classify the texts as
communally violent. This process helped us narrow down the comments. Then,
these comments underwent another round of manual annotations. We assessed each
comment individually, and if all raters agreed on its classification, it was included
in our dataset through a blind voting system. To maintain accuracy and avoid fa-
tigue, we shuffled through classes and limited the annotation of data to 50 comments
per sitting. This approach enabled us to augment our dataset with an additional
1,794 entries, distributed as follows: 300 in the ‘Religio-communal’ class, 508 in the
‘Ethno-communal’ class, and 1,073 in the ‘Nondenominational communal’ class.
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Figure 4.8: Class distribution after manual data augmentation

After this augmentation, the class distribution became more balanced (see Figure
4.8). Although ‘Non-communal’ and ‘Religio-communal’ classes remained dominant,
there were notable increases in ‘Ethno-communal’ and ‘Nondenominational commu-
nal’ classes. Specifically, ‘Ethno-communal’ data rose from 4.69% to 8.6%, and
‘Nondenominational communal’ data increased from 1.2% to 7.2%, thus reducing
the class imbalance.
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Chapter 5

Model

5.1 Transformer

Transformers are a new style of sequence processing that overcomes the limitations
of classic Sequential Recurrent Neural Networks. They replace recurrent connections
with parallel execution and attention methods, allowing the model to focus on many
parts of the input sequence at the same time. This captures complex relationships
with context using multi-headed attention layers. The encoder generates numerous
attention vectors per word, resulting in a weighted average that effectively captures
the nuance communicated to the decoder and creates the path for following layers.
During training, these attention vectors cover up the next word, allowing the model
to predict and compare it to the actual result, improving its ability to recognise
hidden trends in sequential data. The impact of BERT on sequence processing has
established a new standard in natural language understanding.

5.2 Bidirectional Encoder Representations from
Transformers-BERT

BERT [Figure 5.1] shares its foundation with the transformer model, employing a
multilayer bidirectional transformer encoder, which has each output element con-
nected to each input element and dynamically calculates weightings between them.
This encoder consists of N layers, each having two sub-layers. The first sub-layer
consists of a position wise fully connected feed forward network, whereas the sec-
ond one includes a multi head-self-attention mechanism. Regarding the architec-
ture, it utilizes self-attention on the encoder side and attention on the decoder
side. BERT base specifically features 12 layers in its encoder stack. Additionally,
BERT _base has larger feedforward networks with 768 hidden units and more at-
tention heads (12 in the case of BERT base). These specifications are higher than
the transformer architecture first proposed in the original paper that proposed 512
hidden units and 8 attention heads. In addition, BERT base uses 110 million pa-
rameters, reflecting the model’s power and ability to generate a subtle understanding
of language compared to BERT _large, which increases these features substantially.
The encoder stack of BERT large is 24 layers deep as compared to BERT base
which is half that number. It also has larger feed forward network with 1024 hidden
units and increased number of attention heads to 16. This improves configuration
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leads to BERT _large to have 340 million parameters which significantly enhance its
ability to provide complex language representation and understanding. Two stages
comprise the BERT model’s architecture: pre training and fine-tuning. In the pre-
training stage a huge corpus of unannotated data is used to training the model such
that the model is able to learn context representations. BERT’s Masked Language
Model (MLM) is a clever way for the model to learn about language. Suppose a
game where some words are not visible and BERT has to guess them. A special layer
is added for predicting the hidden words that can assist in tasks such as text classifi-
cation in BERT. It then translates its guesses into a space of language, determining
the plausibility of each word. BERT gets better by adjusting its guesses during train-
ing based on how much off it was from the genuine hidden words. Even though,
this makes BERT sluggish in learning but the benefit pays off because the model
learns to get good at understanding the context around words and BERT becomes
commendable for tasks such as interpreting a particular category in a sentence. Af-
ter pre-training, it fine-tunes its knowledge for specific tasks. When fine-tuning the
probabilities or parameters of BERT, it becomes adaptable and uses its contextual
wisdom to stand out in a variety of NLP tasks. BERT is a very powerful and flexible
language model as pre-training provides a wide understanding and fine-tuning suits
this knowledge for particular applications.

While BERT revolutionized worldwide language understanding, localized differences
are critical. Introducing BanglaBERT, a linguistic revolution for Bengali. It bridges
the gap between worldwide NLP advances and local language quirks, making it rele-
vant for Bengali audiences and contributing to the reduction of global-local language
inequalities [7].

Figure 5.1: Overall structure of BERT model

5.2.1 Bangla-BERT

BanglaBERT [24], a specialized pre-trained language model tailored for the Bengali
language, addresses the challenges posed by resource constraints in the field of NLP.
Since Bangla is a low-resource language, a large 27.5 GB dataset was specifically
gathered from 110 websites and preprocessed for pre-training. BanglaBERT makes
use of a generator and discriminator model that are jointly trained together with
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the use of Leveraging ELECTRA pre-training with the Replaced Token Detection
(RTD) setting. During pretraining, Some of the ones present in the input text are
substituted with irrelevant or “masked” ones from the generator model. It aims
to create dummies within which some fraction of the tokens are artificially substi-
tuted. While discriminator must then figure out must then anticipate whether or
not each token is from the original sequence. Instead of considering only a 15%
sequence slice, the RTD approach back-propagates the loss signals from all tokens
in a sequence, providing the model with more signals to learn from. Under su-
pervised fine-tuning, BanglaBERT gives excellent results, beating other models in
tasks comprising sentiment classification on BLUB (Bangla Language Understand-
ing Benchmark) instance with an obtained score of 72.89. Given these strengths in
mind, BanglaBERT is selected as our model for detecting communal violence speech
in the dataset.

Figure 5.2: Graphical Representation of BanglaBERT Model

We are using the dataset that was initially used by [43] paper to create a base-
line model by using BanglaBERT from csebuetnlp and we have polished it after
fine-tuning it. Before using BanglaBERT in our model, we carefully followed a
multi-step procedure to integrate it smoothly and improve sentence classification
performance. Hence, initially we fine-tuned a pre-trained BanglaBERT base model
with 12-layer hidden layers and a vocabulary size of 32,000. Subsequently, to further
enhance our model’s performance, we transitioned to fine-tuning the BanglaBERT
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Figure 5.3: Attention to  Figure 5.4: Random at-  Figure 5.5: Attention to
next token tentions previous token

large variant, which offers a more extensive architecture with increased parameters
and deeper layers. We carefully partitioned the attorney dataset into 85% training
and 15% validation for evaluation. For utilization, we optimized our input layer
by tokenizing sentences into subword tokens with a maximum sequence length of
512, according to BanglaBERT’s capabilities while using a standard learning rate
of 2e-5. 30 epochs were used for training with a batch size of 16. We also delved
into possible hyperparameter tunes like dropout rates, optimizer settings, and batch
size. We also deployed visualizations to identify significant attention patterns across
various layers. In Figure 5.4, Attentions in the case of layer 4 are focused on the
same word “OMEMR’ linked with token “9M&R’ and the same every token from layer 4
pays attention to the following word. On the other hand, in Figure 5.3, ‘J2U&’ is se-
mantically focused on ‘@3’ and other tokens are all random attention, which implies
no significant structure. Moreover, in Figure 5.5, the word “9M&M®’ shows respectively
high activation towards the same word “@M&¥’ also the following other tokens, and
most of the words shows the information of respectively high activation towards
the previous word token. Furthermore, the mentioned approach included trans-
fer learning, optimization of the input layer, and the possibility of hyperparameter
tuning, which served a strong base for sentence classification. Also, hidden layers
used GELU activation and summaries used GELU activation. Then, the final step
provided a vector output of a single vector, whose activation was categorized with
sigmoid into a specified category. We also applied an early stopping at 3, stopping
the process when no progress was evident in the validation set for three consecutive
iterations, thus avoiding overfitting. We have also employed the best-saved model
strategy, saving several checkpoints and choosing the one that did the best job on
a held-out validation set or evaluation metric.

5.2.2 Multilingual BERT

mBERT, or Multilingual BERT [8], is a significant advancement in natural lan-
guage processing (NLP), particularly in the areas of multilingual understanding
and generation. mBERT, developed as an extension of Google’s groundbreaking
BERT (Bidirectional Encoder Representations from Transformers) model, stands
out for its ability to comprehend and generate text in multiple languages at the
same time. Its working principle is built on a detailed structure characterized by
several transformer layers with a fixed token length of 768 and a fixed number of
self-attention heads. Typically, mBERT entails 12 transformer blocks with every
block having 12 self-attention heads. Under this architecture, the self-attention
mechanism reduces the computational cost of attention scores for the tokens in the
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input sequence while modeling the long- and short-range dependency between the
input token context. After the self-attention process, feed-forward neural network
layers process the gathered data, and thus, output representations for each token are
created. The combined use of two fully connected layers in the feed-forward layers
with Rectified Linear Unit (ReLU) activation functions enables mBERT to identify
nuanced textual patterns in the input text. Most significantly, the implementation
of mBERT transcends its technical and theoretical design principles to its provi-
sion of a multilingual training corpus. mBERT is thus capable of forming universal
representations because of its exposure to multilingual data during training thus
making it suitable for any given language. Considering the fact that mBERT is a
multilingual model that can leverage similarities and differences in language it is
a good choice for Bangla language training. Additionally, mBERT’s multilingual
nature helps to facilitate cross-lingual transfer learning, which refers to the process
by which a model is trained in one language and then transferred to another for sub-
sequent improvements in performance. This kind of cross-lingual transfer learning is
of particular significance as far as low-resource languages like Bangla are concerned
since annotated datasets for such languages are often comparatively scarce.

5.3 Ensemble Model- The Multi-Layer Perceptron
(MLP) Classifier

The MLP classifier is an advanced machine learning technique which is adept at
capturing patterns and non-linear interactions in data [2]. It has a multi-layer
architecture that enables the network to learn hierarchical features representation
of the data and therefore does not require manual feature engineering. Unlike simple
ensemble methods such as Mean Value Ensemble and Voting System Ensemble that
perform prediction by simply averaging results from multiple models, MLP classifiers
operate directly on the raw input data by forming hierarchical structures of artificial
neurons. One of the most important advantages of using MLP classifiers instead of
traditional ensemble methods is their possible application to virtually any type of
learning task. MLPs offer parameters that can be tuned, and employ approaches like
regularization and dropout to mitigate generalization and overfitting issues. MLP
classifiers are of significance in dealing with the complexities of data since they
can learn to adjust the weights and biases at every layer and hence enhance the
accuracy of predictions. However, MLPs do not scale well and lack the ability to
automatically choose parameters based on the dataset or relationship type, which
is often necessary when using ensemble methods. Moreover, MLP classifiers can be
trained using semi-supervised learning methods for using unlabeled examples, which
makes them useful for a broad range of real-world applications.
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Chapter 6

Result Analysis

In this research, we evaluated the performance of fine-tuned models across three
distinct settings: one with four class, another with sixteen class and finally ensemble
methods. For the four-class classification task, we conducted a more exhaustive
study, training several models based on the hyperparameters tuned on an optimized
set. This optimized set was determined through Bayesian optimization, which is
capable of handling hyperparameters such as learning rate and batch size. We also
employed class weights and data augmentation techniques. We developed a baseline
model for sixteen class, however it could not be further analyzed due to scarcity and
inconsistency of data in the subclasses. So, we employed our best fine-tuned models
generated from the four-class setting to develop an ensemble model. This approach
was used to combine the model with the well-optimized strengths in the hope of
achieving overall performance enhancement.

6.1 Four Class Metrics

Figure 6.1: Progression Flow for Four Class Metrics
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Through Figure 6.1, we see that the dataset had a noticeably low proportion of
‘Ethno-communal’ and ‘Nondenominational’ data at initial stage, resulting in a sig-
nificant imbalance. This huge skew in data distribution hampered the model’s ability
to accurately distinguish texts from these specific classes, so it failed to detect any
‘Ethno-communal’ or ‘Nondenominational’ texts.

Class | Learn| Batch Preci- Macro
. Epoch
Class weight | Rate | size poe sion Recall| F1 F1
Religio-communal 0.48 0.50 0.49
Ethno-communal 0.50 0.35 0.41
Nondenominational No 2e-5 16 30 0.00 0.00 0.00 0.35
Non-communal 0.56 0.48 0.52

Table 6.1: CR of Bangla BERT (Baseline)

Then, we added reciprocal class weight so that the ‘Ethno-communal’ and ‘Nonde-
nominational’ data which have lower amount of data gets more priority. The class
weights were assigned with the following values, Religio-communal (2.78), Ethno-
communal (7.49), Nondenominational (9.469), and Non-communal (1.09). After
applying this we get a considerable boost in F1 score at Religio-communal and
Nondenominational, but a decrease in the other two classes (see Table 6.2). Religio-
communal saw an increase from 0.49 to 0.55, Nondenominational 1 improved from 0
to 0.16. But Ethno communal fell from 0.41 to 0.32, and Non-communal decreased
from 0.52 to 0.44. This balanced adjustment ensured a more equitable training pro-
cess, but while it improved the performance measures of some classes, it negatively
affected the others.

Class | Learn| Batch Preci- Macro
) Epoch
Class weight | Rate | size PO gion Recall| F1 F1
Religio-communal 0.47 0.65 0.55
Ethno-communal 0.21 0.72 0.32
Nondenominational Yes 2e-5 32 30 0.11 0.32 0.16 0.37
Non-communal 0.60 0.34 0.44

Table 6.2: CR of Bangla BERT (Baseline)

To further examine the effect of adding class weights, we introduced paraphrased
data using the ‘csebuetnlp/banglat5 banglaparaphrase’ [23] model. However, this
addition did not yield favorable results (see Table 6.3). Compared to the previous
model, the macro F1 score increased from 0.37 to 0.43. We observed a decline in
Religio-communal, where all had a improved F1. Religio-communal saw a slight
decreased from 0.55 to 0.53. The F1 score for Non-communal remained same, but
Ethno-communal rise from 0.32 to 0.48, and Nondenominational increased from 0.16
to 0.29. Although there was a slight improvement in the macro F1 score, indicating a
generally better model performance, there was variation in the performance for each
class. The slight reduction in the Religio-communal may may have become overly
generalized after integrating paraphrased data, while the remarkable improvement
in Ethno-communal and Nondenominational indicate how data augmentation helps
in improving the performance of the model. A consistent F1 score for Non-communal
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shows that the paraphrasing of the data did not hamper its performance for this
class. Thus, these changes contributed to the delineation of the model’s performance
across the categories.

Class | Learn| Batch Preci- Macro
) Epoch
Class weight | Rate | size boc sion Recall| F1 F1
Religio-communal 0.45 0.66 | 0.53
Ethno-communal 0.39 0.60 0.48
Nondenominational Yes 2e-5 32 30 0.23 0.37 0.29 0.43
Non-communal 0.61 0.35 0.44

Table 6.3: CR of Bangla BERT (Added Paraphrased data)

After data augmentation, particularly on ‘Ethno-communal’ and ‘Nondenomina-
tional communal’ texts, the model showed significant improvement in classifying
those classes, enhancing the F1 score of Ethno-communal from 0.48 to 0.56 and
Nondenominational from 0.29 to 0.61 compared to paraphrased data. (see Table
6.4).

Cl i
Class %LSS Learn Bajtch Epoch Pl‘"ec1 Recalll F1 Macro
weight | rate | size sion F1
Religio-communal 0.55 0.39 0.46
Ethno-communal 0.46 0.72 0.56
Nondenominational No 2e-5 32 30 0.51 0.76 0.61 0.53
Non-communal 0.62 0.38 0.47

Table 6.4: CR of Bangla BERT (with Augmented Data)

Then, to address the class imbalance that still existed after data augmentation,
we assigned class weights to the model based on the inverse frequency of each
class. Specifically, weights were determined as follows: Religio-communal (2.78),
Ethno-communal (7.49), Nondenominational (9.469), and Non-communal (1.09).
This weighting scheme was designed to amplify the influence of underrepresented
classes— ‘Religio-communal’, ‘Ethno-communal’, and ‘Nondenominational commu-
nal’ —due to their relatively lower prevalence compared to the Non-communal class.
After implementing these class weights, we observed a significant improvement in
the F1 scores across all classes (see Table 6.5). The F1 score for Religio-communal
increased from 0.46 to 0.47, Ethno-communal rose from 0.56 to 0.66, Nondenomina-
tional F1 score jumped from 0.61 to 0.69 and Non-communal exhibited a increase
from 0.47 to 0.52. This indicates the enhanced model sensitivity and precision for
these minority classes. This model achieved the highest Macro F'1 score.

38



CI i
Class ?JSS Learn Ba.LtCh Epoch Pl."eCI Recall| F1 Macro
weight | rate | size sion F1
Religio-communal 0.51 0.43 0.47
Ethno-communal 0.61 0.72 0.66
Nondenominational Yes 2e-5 32 30 0.86 0.58 0.69 0.60
Non-communal 0.54 0.60 0.57

Table 6.5: CR of Bangla BERT (with Augmented Data)

Subsequent analysis revealed that the model frequently misclassified instances be-
tween the ‘Religio-communal” and ‘Non-communal’ classes, with ‘Religio-communal’
being misidentified as ‘Non-communal’ and vice versa. To mitigate this issue, we un-
dertook the task of paraphrasing the texts from all the classes except Non-communal.
We refrained from adding Non-communal paraphrased texts since this class con-
tained a majority of the data. The objective was to enhance the distinctiveness of
the Religio-communal data, thereby improving the model’s ability to differentiate it
from Non-communal instances. Surprisingly, the results were the opposite of what
we expected. The F1 scores decreased for all classes except Ethno-communal (see
Table 6.6). Specifically, the F1 score for Religio-communal dropped from 0.52 to
0.46, Nondenominational fell from 0.72 to 0.53, and Non-communal decreased from
0.53 to 0.34. This suggests that paraphrasing did not enhance the distinctiveness
as intended and may have introduced more noise into the dataset, confusing the
model further and leading to poorer performance overall. This could be due to
the fact that the application of paraphrasing techniques for the other classes might
have unintentionally generalized the vocabulary within the Non-communal class.
This can happen when distinct keywords indicative of the class are replaced with
more generic terms that are common across different classes. This loss of unique
vocabulary makes it harder for the model to identify instances belonging to the
Non-communal class. Additionally, the augmentation of paraphrased data to other
classes caused Non-communal class to have lesser class weight, which can be another
reason for the drop in the F1 score.

Cl T
Class ?LSS Learn Bgtch Epoch Pl."e(n Recalll F1 Macro
weight | rate | size sion F1
Religio-communal 0.54 0.41 0.46
Ethno-communal 0.55 0.77 0.64
Nondenominational Yes 2e-5 32 30 0.38 0.85 0.53 0.49
Non-communal 0.68 0.22 0.34

Table 6.6: CR of Bangla BERT (with Augmented Data and Paraphrased Data)

While the multi-class paraphrasing strategy did not prove beneficial for ‘Ethno-
communal” and ‘Nondenominational communal’; it emphasizes the need for further
exploration and potentially a more nuanced approach to improve ‘Religio-communal’
classification without compromising the performance of other classes. In response to
this insight, we decided to pivot our strategy by implementing BanglaBERT Large.
This decision was based on our observation that previous iterations, combining aug-
mented data with class weights, resulted in the highest macro F1 scores. Comparing
our latest results with a previous approach where only class weights were adjusted
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Table 6.5, we observed a decrease in F1 scores for all classes (see Table 6.7). However,
there was a noticeable decrease in scores for Religio-communal from 0.52 to 0.49,
Nondenominational from 0.72 to 0.61, and Non-communal from 0.52 to 0.35. But
the score of Ethno-communal was relatively constant. This suggests persistent chal-
lenges in accurately discerning between “Religio-communal” and “Non-Communal”
instances, highlighting an ongoing area for improvement.

Cl i
Class E_JLSS Learn Bz'ltch Epoch PljeCI Recalll F1 Macro
weight | rate size sion F1
Religio-communal 0.42 0.60 0.49
Ethno-communal 0.48 0.77 0.59
Nondenominational Yes 2e-5 16 30 0.46 0.89 0.61 0.51
Non-communal 0.73 0.23 0.35

Table 6.7: CR of BanglaBERT Large (with Augmented Data)

In our exploration, we turned to mBERT as it was trained in multiple languages
simultaneously, encapsulating knowledge from various linguistic sources. Given our
consistent success with augmented data and class weights for optimizing results, we
applied these parameters to our implementation of mBERT. When we compared
it with our best model Table 6.5, we noticed some changes in the F1 scores (see
table 6.8). For ‘Religio-communal’ and ‘Nondenominational communal’, the scores
dropped by 0.10 for both. Conversely, the F1 score for Non-communal dropped
from 0.52 to 0.39, while Ethno-communal experienced a rise, increasing from 0.58
to 0.61. These changes indicate an ongoing conflict between the Religio-communal
and Non-communal classes, which results in a lower macro F'1 score for this model.

CI i
Class &.LSS Learn Ba.LtCh Epoch Pl‘"eCI Recall| F1 Macro
weight | rate | size sion F1
Religio-communal 0.30 0.72 0.42
Ethno-communal 0.51 0.76 0.61
Nondenominational Yes 2e-5 32 30 0.70 0.64 0.67 0.52
Non-communal 0.48 0.33 0.39

Table 6.8: CR of mBERT (with Augmented Data)

This summary Table 6.9 presents the results of various fine-tuned models, including
multiple configurations of Bangla Bert, BanglaBERT Large, and mBert. All models
were trained with a consistent learning rate of 2e-5 and over 30 epochs with
Early stopping including patience size of 2. Additionally, we chose a threshold
of 0.5 because we analyzed the classification report for thresholds ranging from 0.1
to 0.9 and observed that all of the fine-tuned models showed significantly better
results at the threshold of 0.5.

40



Model Name Class | Batch F1 Macro F1

Weight | Size

RC | EC | ND | NC

Bangla Bert (Base- | No 16 0.49 | 0.41 | 0.00 | 0.52 | 0.35
line)
Bangla Bert (Base- | Yes 32 0.55]0.32]0.16 | 0.44 | 0.37
line)
Bangla Bert (Pr) Yes 32 0.53]0.48 ] 0.29 | 0.44 | 0.43
Bangla Bert (AD) No 32 0.46 | 0.56 | 0.61 | 0.47 | 0.53
Bangla Bert (AD) Yes 32 0.47 | 0.66 | 0.69 | 0.57 | 0.60
Bangla Bert (AD + | Yes 32 0.46 | 0.64 | 0.53 | 0.34 | 0.49
Pr)
BanglaBERT Large | Yes 16 0.49 | 0.59 | 0.61 | 0.35| 0.51
(AD)
mBert (AD) Yes 32 0.42 | 0.61 | 0.67 | 0.39 | 0.52

Acronym Meaning: RC - Religio Communal, EC - Ethno Communal, ND - nonde-
nominational Communal, NC - Non Communal, AD - Augmented Data, Pr - Paraphrased
Data.

Table 6.9: FTMs Performance Summary Across Four Classes

6.2 Sixteen Class Metrics

The presented Table 6.10 outlines the precision, recall, and macro F1 scores for a
baseline model across sixteen class. Notably, classes such as “Religio Repression”
and “Non communal Derogation” demonstrate higher precision, recall, and macro
F1 scores, suggesting that the model performs relatively well in distinguishing and
capturing instances within these classes. Specifically, “Religio Repression” stands
out with a precision of 0.52, recall of 0.36, and a macro F1 score of 0.43, indicating
robust performance in identifying and correctly classifying instances associated with
this class. On the other hand, classes like “Religio Antipathy,” “Ethno Derogation,”
“Ethno Antipathy,” and several others exhibit zeros across precision, recall, and
macro F1, signifying challenges in correctly classifying instances within these classes.

Class Derogation | Antipathy Prejudication | Repression
(F1 Score) | (F1 Score) | (F1 Score) (F1 Score)
Religio Communal | 0.11 0.00 0.24 0.43
Ethno Communal 0.00 0.00 0.00 0.00
Nondenominational | 0.00 0.00 0.00 0.00
Non-Communal 0.36 0.14 0.23 0.32

Table 6.10: Classification Metrics for Sixteen class

For the sixteen class setup, the dataset has a significant class imbalance, much
greater than that of the four-class setup. So we applied class weights to address
the issue. However, assigning weights to these classes led to poorer overall model
performance. The weights, calculated to balance the dataset, ranged from rela-
tively moderate to extremely high values, especially for underrepresented classes
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with very few instances. For example, classes like ‘Ethno_Repression’, with only 12
instances, and ‘Nondenominational Repression’, with just 1 instance, had weights
as high as 181.19 and 2174.25 respectively. This extreme imbalance caused the
model to become unstable and less accurate, resulting in an overall poorer per-
formance compared to before adding class weights (see table 6.11). Consequently,
while the intention was to mitigate class imbalance, the excessive weights adversely
affected the model’s performance, highlighting the need for alternative approaches
to handle such severe imbalances effectively. In this case, the data is simply not
enough to identify the classes accurately.

Class Derogation | Antipathy Prejudication | Repression
(F1 Score) | (F1 Score) | (F1 Score) (F1 Score)
Religio Communal | 0.05 0.00 0.06 0.19
Ethno Communal 0.00 0.10 0.12 0.10
Nondenominational | 0.00 0.00 0.00 0.06
Non-Communal 0.02 0.14 0.00 0.27

Table 6.11: Classification Metrics for Sixteen class (With Class Weights)

6.3 Ensemble model

We employed an ensemble approach to enhance the classification performance for
communal violence classification tasks using multiple fine-tuned BERT models. By
integrating predictions from different models, ensemble techniques can improve the
performance and minimize the error of individual models, leading to more robust
and accurate results. Specifically, we explored three types of ensemble techniques:
the mean value approach, the voting system, and the MLP classifier.

We selected our seven best-performing individual models, focusing on both indi-
vidual class performance and overall performance. However, the selected models
are:

1. BanglaBERT Large (Augmented Data with Class Weights)
2. mBERT (Augmented Data with Class Weights)

b

Bangla BERT (Added Class Weights)

L

Bangla BERT (Paraphrased data with Class Weights)

(
(
5. Bangla BERT (Augmented Data and Paraphrased data with Class Weights)
6. Bangla BERT (Augmented Data with Class Weights)

(

7. Bangla BERT (Augmented Data without Class Weights)

In our research, we implemented an ensemble model which consists of five different
fine-tuned models. We used four fine tune models: Bangla BERT (Added Class
Weights), Bangla BERT (Paraphrased data with Class Weights), Bangla BERT
(Augmented Data and Paraphrased data with Class Weights), Bangla BERT (Aug-
mented Data without Class Weights). For the fifth model in the ensemble, we

42



switched between three different models: BanglaBERT Large (Augmented Data
with Class Weights), mBERT (Augmented Data with Class Weights), Bangla BERT
(Augmented Data with Class Weights).

6.3.1 Mean Value

The mean value ensemble technique involves averaging the predictions from multiple
fine-tuned BERT models to generate a final prediction. This approach helps to
smooth out the variances and biases inherent in individual models, leading to more
stable and reliable predictions.

FTMs Class Precision Recall F1 Macro F1

One FTM from Religio-communal | 0.54 0.57 0.56

BBL. Four FTMs Ethno-communal 0.60 0.74 0.66 0.61

from7B1§u ° Nondenominational | 0.75 0.82 078 |
Non-communal 0.72 0.33 0.46

One FTM from Religio-communal | 0.53 0.62 0.57
Ethno-communal 0.60 0.74 0.67

mBERT, Four — 0.62

FTMs from BB Nondenominational | 0.88 0.71 0.78
Non-communal 0.68 0.36 0.47
Religio-communal | 0.54 0.59 0.56

. Ethno-communal 0.60 0.74 0.66

Five FTMs from BB Nondenominational | 0.78 0.75 0.77 0.63

Non-communal 0.67 0.41 0.51

Table 6.12: Mean Value Ensemble Models Performance Summary

In the Table 6.12 Mean Value Ensemble Models Performance table, the precision
values for the Five Fine-tuned models on BanglaBERT range from 0.54 to 0.78,
which are higher than those for BanglaBERT Large (0.54 to 0.72) and comparable to
mBERT (0.53 to 0.88). This indicates a slight increase in precision for the Fine-tuned
BanglaBERT models. The recall values for these fine-tuned models (0.41 to 0.75) are
comparable to the ranges for mBERT (0.36 to 0.74) and BanglaBERT Large (0.33
to 0.82), with significant improvements in the “Ethno-communal” class. The F1
scores of the Fine-tuned BanglaBERT models (0.51 to 0.77) are competitive when
compared to mBERT (0.47 to 0.78) and BanglaBERT Large (0.46 to 0.78), with
the “Nondenominational” class receiving a high F1 score of 0.78. The ensemble of
Five Fine-tuned models on BanglaBERT achieves a macro F1 score of 0.63, which is
slightly higher than that of mBERT (0.62) and BanglaBERT Large (0.61), indicating

improved overall performance.

6.3.2 Voting system

The voting system in ensemble technique is often considered more reliable than using
the mean value because it incorporates the concept of majority rule. In a voting
system, predictions are made based on the most common outcome among all the
models in the ensemble. Since this approach can be more robust because it reduces
the impact of any single model’s bias or variance on the final prediction, we used it
to achieve more precise results.

43



FTMs Class Precision Recall F1 Macro F1
One FTM from Religio-communal | 0.51 0.58 0.55
BBL. T FTM Ethno-communal 0.60 0.74 0.66 0.61
; ’Bgur s Nondenominational | 0.72 0.81 0.76 |
rom Non-communal 0.72 0.36 0.48
One FTM from Religio-communal | 0.50 0.62 0.56
Ethno-communal 0.61 0.76 0.67
mBERT, Four —— 0.62
FTM f’ BB Nondenominational | 0.82 0.69 0.75
s trom Non-communal 0.65 0.39 0.48
Religio-communal 0.52 0.62 0.57
. Ethno-communal 0.60 0.74 0.67
Five FTMs from BB Nondenominational | 0.76 0.75 0.77 0.63
Non-communal 0.64 0.43 0.51

Table 6.13: Voting System Ensemble Models Performance Summary

In the Voting System Ensemble Models Performance Table 6.13, the precision values
for the Five Fine-tuned models on BanglaBERT range from 0.52 to 0.76, which are
comparable to mBERT (0.50 to 0.82) and higher than BanglaBERT Large (0.51 to
0.72), indicating a consistent level of precision. The recall values for these fine-tuned
models (0.43 to 0.75) are similar to mBERT (0.39 to 0.76) but slightly lower than
BanglaBERT Large (0.36 to 0.81), reflecting balanced performance across classes.
The F1 scores for the Fine-tuned BanglaBERT models (0.51 to 0.76) are comparable
to mBERT (0.48 to 0.75) and BanglaBERT Large (0.48 to 0.76), with the “Non-
denominational” class receiving a particularly high score of 0.76. The ensemble of
Five Fine-tuned models on BanglaBERT achieves a macro F1 score of 0.63, which
is slightly higher than that of mBERT (0.62) and BanglaBERT Large (0.61).

6.3.3 MLP Classifier

The Multilayer Perceptron (MLP) classifier can be more reliable than a voting sys-
tem or mean value in an ensemble due to its ability to learn complex patterns
through its network of neurons and multiple layers. So, we used it to achieve more
precise results compared to the mean value and voting system.

FTMs Class Precision Recall F1 Macro F1
One FTM from Religio-communal 0.50 0.42 0.46
BBL. T FTM Ethno-communal 0.68 0.67 0.68 0.60
f ,B](;ur S Nondenominational | 0.78 0.71 0.74 ’
rom Non-communal 0.54 0.48 0.51
One FTM from Religio-communal | 0.51 0.41 0.45
Ethno-communal 0.70 0.72 0.71
mBERT, Four — 0.60
FTMs f BB Nondenominational | 0.84 0.67 0.74
s om Non-communal 0.55 0.47 0.51
Religio-communal 0.53 0.42 0.47
. Ethno-communal 0.66 0.73 0.69
Five FTMs from BB G mational | 0.82 0.68 o.7a | %61
Non-communal 0.56 0.49 0.52

Table 6.14: MLP Classifier Ensemble Models Performance Summary

In the MLP Classifier Ensemble Models Performance Table 6.14, the precision values
for the Five Fine-tuned models on BanglaBERT range from 0.53 to 0.82, showing
improvements compared to BanglaBERT Large (0.50 to 0.78) and mBERT (0.51 to
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0.84). Recall values for these fine-tuned models range from 0.42 to 0.73, which are
comparable to BanglaBERT Large (0.43 to 0.71) and mBERT (0.41 to 0.72). The
macro F'1 score of this ensemble is 0.61, indicating a balanced performance across all
classes and an improvement over previous models. These findings suggest that the
Fine-tuned BanglaBERT ensemble enhances overall precision and F1 scores, partic-

ularly in maintaining balanced performance across classes.

Ensemble FTMs Class F1 Score Macro F1
Techniques Score
One FTM from Religio-communal | 0.56
Ethno-communal 0.66
BBL, Four FTMs — 0.61
from BB Nondenominational | 0.78
0 Non-communal 0.46
One FTM from E:}lllglo—commun?l 82;
Mean Value mBert, Four FTMs no—com.m uga : 0.62
p BB Nondenominational | 0.78
rom Non-communal 0.47
Religio-communal | 0.56
. Ethno-communal 0.66
Five FTMs from BB Nondenominational | 0.77 0.63
Non-communal 0.51
One FTM from E:}}lllglo-commun?l 822
BBL, Four FTMs flo-communa ' 0.61
from BB Nondenominational | 0.76
Non-communal 0.48
One FTM from E{f}l;glo—communz;l 823
Max Voting mBert, Four FTMs no-communa : 0.62
from BB Nondenominational | 0.75
Non-communal 0.48
Religio-communal | 0.57
. Ethno-communal 0.67
Five FTMs from BB Nondenominational | 0.77 0.63
Non-communal 0.51
One FTM from Ealllglo—commun&;l 8;12
BBL, Four FTMs fo-comtuna : 0.60
‘ BB Nondenominational | 0.74
rom Non-communal 0.51
One FTM from Religio-communal | 0.45
MLP Ethno-communal 0.71
. mBert, Four FTMs — 0.60
Classifier Nondenominational | 0.74
from BB
Non-communal 0.51
Religio-communal | 0.47
. Ethno-communal 0.69
Five FTMs from BB Nondenominational | 0.74 0.61
Non-communal 0.52

Table 6.15: Ensemble Models Performance Summary

In our individual model, we encountered a difficult conflict between “religio com-
munal” and “non communal” data, an anomaly that frequently impacts accuracy in
prediction. However, through the process of ensemble learning, we’ve been able to
considerably decrease this conflict, though it remains an ongoing challenge in our
ongoing research for accurate prediction. Among the ensemble techniques used, the
voting ensemble method has proven particularly effective (see Table 6.15), applying
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the collective learning of five fine-tuned models built on the BanglaBERT. This en-
semble approach has produced the best confusion matrix results (see Figure 6.2) so
far.

Figure 6.2: Confusion Matrix of Voting Ensemble for Five FTMs From BB
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Chapter 7

Error Analysis

7.1 Dataset Limitations and Challenges

7.1.1 Class Imbalance Analysis

Our dataset is divided into four main classes: Religio-communal, Ethno-communal,
Nondenominational and Non-communal. Each of these main classes is further di-
vided into four sub-classes as Derogation, Antipathy, Prejudication, and Repression.
We found that our model performs better when classifying the four main classes com-
pared to the sixteen classes. Our analysis revealed that this discrepancy is largely
due to the insufficient amount of data available for each class in sixteen class setup.
One major issue is the uneven distribution of data among the classes. Since religious
violence is a more frequent topic on social media, it likely led annotators to categorize
26.72% of data as Religio-communal class. On the contrary, the Ethno-communal
and Nondenominational class represent only 4.69% and 1.2% of total text respec-
tively. When further divided into sub-classes, the disparity becomes even more
pronounced. The sub-class of Ethno-communal text ranges approximately from 12
to 67 texts whereas Nondenominational sub-classes have only 1-13 texts which is far
too low compared to other two classes and very insufficient to train a robust model.
(See Figure 7.1)

Figure 7.1: Data Quantity of Sixteen Classes
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This imbalance creates significant challenges. The model may overfit to the more
prevalent classes and underperform on the less represented ones. The lack of suffi-
cient data for the smaller classes makes it difficult for the model to learn meaningful
patterns, leading to poor generalization. Additionally, the imbalance can result in
biased predictions, where the model disproportionately misclassifies instances from
the underrepresented classes.

7.1.2 Data Annotation Anomalies

Another significant challenge we faced was the incorrect annotation of some data
points. The annotators of this dataset also mislabeled some of the text, which con-
tributed to our model’s difficulty in correctly classifying instances in these particular
classes and negatively impacted its overall performance. To investigate this, we col-
lected the misclassified texts by our best performing model and randomly chose 235
texts, then manually reviewed them. According to the definitions provided for each
class, some texts were clearly mislabeled, whereas our model was able to correctly
classify those data (see Table 7.1). In addition to that, determining the semantic

Prediction
Text Annotation Prlzfioiffilcm Probability
2T (6 (@RS WA - SR T AREI No Vio- | Ethno 0.9401
lence

@R O T2ST4 JeT 1< W2 Grend o | No - Vio- | Religio 0.7581
Tetesl w1 | lence
AN, 4 E,  Cadml, 4 JAOTNME ©S | Non- Religio 0.6965
A <0G To=IM e 4 communal
TSR SNE (e A 2|l 9@ | No o Vio- | Ethno 0.9254
IS II S WO IEA I wren | | lence
Q@I OTN A 6IN gE AR WA (R |

O OFM AWM MIL SANTAF  THTeAEfe
JACAE STTORT o % @ WA ToFS
AT QA W9 [9UTT FT Ol | S aATob
TP S9fF TORMITY VIS (S | S (O
SHT*IG B& ST & AWM SN O
T SMI Y YR AWM SR 9 ST
WF [T & AN [REE oMTs I3 A9
O WIS AWZ 2. @O0 @& N4 29 .. | No  Vio- | Religio 0.7004
T3 STRomy (o9 o T | lence
AT QBT WIS T[0T, RMTE & Wi ¥4, | No  Vio- | Non- 0.6301
PR EE lence communal
e (S STEART e (AF (¢ I 41K | No  Vio- | Religio 0.7698
PR e QA HAREN WHETME O @29 | lence
NS [9eTy [«=6s

Table 7.1: Overview of Misannotations vs. Model Predictions Across Four Classes

meaning of some texts without proper context proved to be difficult, and some texts
did not express any violence but were still categorized in one of the classes. This
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disrupted our model’s ability to learn meaningful patterns and correlations between
words, leading to poor generalization (see Table 7.2).

Text Annotation Mc?dc.l
Prediction

O (7 TR0 T4ICe, (NI9el SIS (e, s« Wl b16ce | Non- No  Vio-

A AT | communal | lence

TR TT7/8T 2 A TW197ST @3 8 29 oI 129 e | Religio No  Vio-

O SOBIF OF AR TSl 1 | IRFAACR APIRF O lence

RIS IR CERSIPEA R

AN $00%, AN =T ST T FTO(F2 4)M e | Non- No  Vio-

[ 11 FAKE Bl oTared <o | communal lence

FETATSIZATA AT I [0 | Non- No  Vio-
communal lence

Table 7.2: Misannotated Non-Violent contexts Across Four Classes

Among the 235 texts we reviewed, we found that 44 were incorrectly annotated or
lacked context, comprising 18% of the data.

7.2 Pre-trained Model Limitations

7.2.1 BanglaBERT

Our main challenge with the BanglaBERT model was its tendency to misclassify
between Religio-communal and Non-communal classes. It is known that word em-
beddings may reflect or amplify problematic biases from the data they are trained
on, for example, gender classes [5]. To look further into this issue, we analyzed the
most common words within both the classes. While the Religio-communal data ex-
hibited relevant words like ‘FIE, “SMA, AT, FHF, T2, TN, ‘&RA | e,
the words in Non-communal texts was considerably diverse. Its most common words,
such as ‘“©T2’, “ON@T, and AT, ‘Y, ‘@& lacked significant semantic meaning on
their own.

However, the presence of ¥ (Human) and ‘IR=W=" (Bangladesh) stood out as
meaningful most frequent words in the Non-communal class. To investigate further,
we compared the cosine similarity between these frequent Non-communal words
with the most common Religio-communal words. Remarkably, we found that words
like ‘&3 (religion), ‘&7 (Islam), @ (Allah), ‘WREF (atheist), A (Mus-
lim), and ‘&%’ (religion), F1&F (infidel) had strikingly high cosine similarity with
‘IREA (Bangladesh) or ¥ (Human).

This high similarity hindered our model’s ability to effectively differentiate between
the Religio-communal and Non-communal classes. As a result, despite the distinctive
patterns in Religio-communal data, the presence of W& (Human) and ‘IR=mw
(Bangladesh) in the Non-communal data posed a significant challenge, leading to
misclassifications.
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Non- Religio BanglaBERT| BanglaBERT | mBERT

comunal Communal Large

Words Words
IS 0.9539 0.9419 0.4839
Dk 0.9706 0.9703 0.6049
€3 0.9701 0.9873 0.6591
AT 0.8825 0.9789 0.5854

RICR TN 0.9631 0.9358 0.6146
SIFIES 0.9413 0.9591 0.5444
By 0.9178 0.9678 0.6154
FTA 0.8966 0.8978 0.4907
AT 0.9282 0.9233 0.4195
43 0.9429 0.9494 0.4209
AT 0.9218 0.9674 0.5267

JREATA= AN 0.9340 0.9848 0.4656
SIFIE] 0.9548 0.9843 0.4234
By 0.9365 0.9623 0.5614

Table 7.3: Cosine Similarities: BanglaBERT, BanglaBERT Large and mBERT

7.2.2 BanglaBERT Large

We also encountered the same issue with the BanglaBERT Large model, which
struggled to differentiate between Religio-communal and Non-communal texts. To
understand this better, we analyzed the cosine similarity issues with this model
also and found that the problem was even more pronounced compared to the origi-
nal BanglaBERT model. The high cosine similarity between Religio-communal and
Non-communal words was even more extreme for the BanglaBERT Large model
(see Table 7.3). This exacerbated the model’s difficulty in accurately classifying
the texts. As a result, it performed even poorer in classifying Non-communal texts
compared to the BanglaBERT model. F1 scores dropped significantly compared
to the best performing fine-tuned BanglaBERT model,with a substantial decline of
0.16 for Non-communal classes (see table 6.9).

7.2.3 mBERT

However, mBERT had a more balanced cosine similarity score compared to the other
ones, as shown by the score of 0.4234 for “SM&@Z and ‘AEMW= and 0.4209 for ‘43 and
AR, However its performance in Religio-communal and Non-communal text
classification falls short compared to the fine tuned BanglaBERT. The lower F1
scores for those categories (0.42 and 0.39 respectively) suggest that mBERT strug-
gles to capture the subtle contextual nuances crucial for this task. This weakness
likely stems from its multilingual training. While mBERT has a broad understand-
ing across languages, it may miss the specific cultural details that are essential for
understanding Bengali text. In other words, mBERT shines in situations where
clear semantic distinctions exist. This is evident for the Ethno-communal and Non-
denominational class, where it performed commendably at F1 scores of 0.61 and
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0.67 respectively (see Table 6.8). Its vast multilingual training provides a broad
base, but comes at the expense of in-depth understanding of Bengali violent speech
patterns. The nuanced context required to differentiate between Religio-communal
and Non-communal text might simply be beyond mBERT’s grasp. While mBERT
excels at balancing semantic similarity, this ability doesn’t translate to understand-
ing the specific contexts and connotations that are vital for accurate classification
in this domain.

7.3 Our Models Limitation

As previously mentioned, one of the main challenges our models faced was dis-
tinguishing between Religio-communal and Non-communal data. The models fre-
quently misclassified non-communal texts as Religio-communal and vice versa. This
misclassification arises from the presence of a significant religious context in many
Non-communal texts. For example, many of the Non-communal texts often include
terms commonly associated with the Religio-communal class, such as “STemz” (Al-
lah), “sAfE®” (Muslim), “4%” (religion), “&7@m=” (Islam), and “ZgM” (Jew). These
words were given substantial weight towards Religio-communal class by the model,
leading to an erroneous association with the class. This intricate overlap between
Religio-communal and Non-communal texts has posed a significant challenge for our
model in accurately differentiating between the two classes.

Figure 7.2: LIME Analysis - Example 1

To demonstrate this issue, we present four Non-communal texts that the model
incorrectly identified as Religio-communal. We employed LIME (Local Interpretable
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Model-agnostic Explanations) analysis to gain insights into these misclassifications.
In the first example, terms such as “SAE”, “BFN", and “TEH" were assigned
high weights in the Religio-communal class, indicating their strong influence on the
model’s decision. However, these same words had negative weights in the Non-
communal class, demonstrating their impact on reducing the likelihood of a Non-
communal classification (see Figure 7.3). As a result, the model predicted the text
as Religio-communal with a confidence of 1.00.

Figure 7.3: LIME Analysis - Example 2

Similarly, in the following examples, words like “SATeT”, “SM#ATR”, “SELOT”, =@,
“gra”, “Teram” were assigned high weights in the Religio-communal class while
they effected negatively in the Non-communal class, thus misidentifying the text
as Religio-communal. This highlights the difficulty our model faces in differenti-
ating between Religio-communal and Non-communal texts due to the overlapping

presence of religious terms.
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Figure 7.4: LIME Analysis - Example 3

Figure 7.5: LIME Analysis - Example 4

Building on this, we extended our analysis to understand the model’s confusion
in identifying Religio-communal data that it misclassified as Non-communal. By
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conducting LIME analysis on these misclassified texts, we aimed to uncover the
underlying reasons for these errors. The LIME technique allowed us to decompose
the model’s predictions and examine the contribution of individual words to the
final classification. Our findings revealed that the same problem persisted in this
context: the model struggled to differentiate and assign appropriate weights to
Religio-communal and Non-communal words. In many instances, words typically
associated with Religio-communal contexts received high weights in the Religio-
communal class, which is expected. However, these words also received high weights
in the Non-communal class. Consequently, when the total weights were aggregated,
the model therefore categorized Religio-communal texts as Non-communal.

Figure 7.6: Lime Analysis - Example 5
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Figure 7.7: Lime Analysis - Example 6

For instance, in Figure 7.6 and Figure 7.7, terms such as “TI®r” (extremism), “Neg”
(a derogatory term for Malayalis), and “&d” (a plural form of the derogatory term
for Malayalis) are typically associated with the Religio-communal class. However,
the LIME analysis reveals that these words have also been assigned substantial
weight in the Non-communal class. This overlap in word weighting suggests that
the model’s internal representation lacks sufficient granularity to effectively distin-
guish between subtle nuances in text. Some prominent words in Religio-communal
contexts, might also appear in Non-communal discussions that involve historical,
cultural, or social contexts without any communal connotations. The LIME analy-
sis highlighted these specific instances where the model’s interpretive layers did not
adequately separate these contexts, leading to misclassification.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion

Our research’s aim is to use state-of-the-art large language models to effectively
analyze and understand the nuances of communal violent speech on social media’s
Bengali textual content, so that we can proactively detect those content and take
necessary actions against them. To achieve this, we analyze a comprehensive dataset
of four forms of communal violent speech, categorized by experts into specific cat-
egories. We also utilized and fine tuned pre-trained BERT that can accurately
classify and predict the thematic category of a given text. In the future, our study
will continue to seek more effective methods of detecting communal violence by im-
proving and fine tuning the model further. Our research contributes to the field
of NLP by providing a novel and valuable tool for identifying and addressing com-
munal violence propagated through social platforms. We hope that our work will
inspire further research on this topic and advance the field of Bengali violent speech
detection.

8.2 Future Work

1. Reducing Class Imbalances: Our current research focused on four class of
communal violent speech due to the limited availability of data for all sixteen iden-
tified class. Future work will aim to expand the dataset to include sufficient exam-
ples for all sixteen class, addressing the significant class imbalance we encountered,
where Non-communal content comprised one-third of the total data. Additionally,
we faced annotation issues, with some annotations being incorrect or lacking con-
text. By gathering more comprehensive, accurate and balanced data, we can ensure
accurate annotations and enable more effective training, ultimately improving the
model’s performance and reliability.

2. Model Improvement Based on Error Analysis: Based on the error analysis
we have conducted, future work will focus on addressing specific issues where the
model struggles. For example, our current model frequently misclassifies between
Religio-communal and Non-communal violence, partly due to the high cosine sim-
ilarity between related terms in Bangla BERT models. Future improvements will
involve refining the model to better distinguish between these categories, potentially
through advanced techniques such as contextual embedding and domain-specific
fine-tuning.
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