
Detection and Classification of Mango Leaf Diseases Utilizing
Convolutional Neural Network Models

by

Md.Rubaiat Ferdous
19101299

Abdulla Al Amin
19301083

Senjuti Sarkar Shaily
20301359

Fabliha Tarannum Ricky
20301048

Tahmeed Tabeeb
20101582

A thesis submitted to the Department of Computer Science and Engineering
in partial fulfillment of the requirements for the degree of

B.Sc. in Computer Science and Engineering

Department of Computer Science and Engineering
Brac University

May 2024

© 2024. Brac University
All rights reserved.



Declaration
It is hereby declared that

1. The thesis submitted is my/our own original work while completing degree at
Brac University.

2. The thesis does not contain material previously published or written by a third
party, except where this is appropriately

3. The thesis does not contain material which has been accepted, or submitted,
for any other degree or diploma at a university or other institution.

4. We have acknowledged all main sources of help.

Student’s Full Name & Signature:

Md.Rubaiat Ferdous
19101299

Abdulla Al Amin
19301083

Senjuti Sarkar Shaily
20301359

Fabliha Tarannum Ricky
20301048

Tahmeed Tabeeb
20101582

i



Approval
The thesis/project titled “Detection and Classification of Mango Leaf Diseases Uti-
lizing Convolutional Neural Network Models” submitted by

1. Md.Rubaiat Ferdous(19101299)

2. Abdulla Al Amin(19301083)

3. Senjuti Sarkar Shaily(20301359)

4. Fabliha Tarannum Ricky(20301048)

5. Tahmeed Tabeeb (20101582)

Of Spring, 2024 has been accepted as satisfactory in partial fulfillment of the re-
quirement for the degree of B.Sc. in Computer Science and Engineering on May 27,
2024.

Examining Committee:

Supervisor:
(Member)

Md. Saiful Islam
Senior Lecturer

Department of Computer Science and Engineering
Brac University

Co-Supervisor:
(Member)

Ms. Anika Tasnim
Contractual Lecturer

Department of Computer Science and Engineering
Brac University

Head of Department:
(Chair)

Sadia Hamid Kazi, PhD
Chairperson and Associate Professor

Department of Computer Science and Engineering
Brac University

ii



Abstract
Plant diseases, particularly those affecting crop plants, pose a significant danger to
world food security by compromising the quality and yield of agricultural produce.
Mango leaf disease is one such example. Mango leaf diseases are quite harmful
since they can significantly lower crop yields of mangos, both in quantity and qual-
ity. Therefore, it is critical to identify leaf diseases in crops like mangos as soon
as possible in order to take prompt preventive action. In large cultivated areas
where mangoes are planted in significant quantities, the amount of manual inspec-
tion can be significantly reduced by mechanizing the process of disease recognition.
With their exceptional ability to identify complex patterns in images, Convolutional
Neural Networks (CNN) have great potential for automating the identification of
illnesses affecting mango leaves. CNNs have been used in several studies with im-
pressive accuracy rates, opening the door to improved crop management techniques
and early disease diagnosis. In order to identify various illnesses, a research study
using CNN—one of the most advanced deep learning algorithms—is presented in
this work. CNN is used to segment and classify pictures of mango leaves. A num-
ber of CNN models, including Xception, MobileNetV2, ResNet50, DenseNet201,
and ResNet50, have been used to accurately identify and categorize diseases, which
will ultimately improve the production and health of mango crops. MangoLeafBD,
a dataset that was acquired from Kaggle, has been used, and XAI (Explainable
Artificial Intelligence), specifically Grad-CAM (Gradient-weighted Class Activation
Mapping) and LIME (Local Interpretable Model-agnostic Explanations), were used
to understand the rationale behind the decisions made by the applied models. Using
these CNN models approach, it was observed that ResNet50 performs better than
other models with 98% F1 score in identification and classification of mango leaf
diseases.

Keywords: Mango Leaf Disease, Mango, Convolutional Neural Network(CNN),
MobileNetV2, ResNet50, DenseNet201, Xception, Deep learning (DL), Explainable
Artificial Intelligence (XAI), Machine learning (ML)
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Chapter 1

Introduction

Plant diseases cast a long shadow over agricultural production, causing quantita-
tive losses and reducing the quality of crops. These losses ripple through the en-
tire agricultural ecosystem, inflating production costs and decreasing profits. More
alarmingly, they jeopardize the livelihoods of farmers and disrupt the food supply
chain, posing a direct threat to a nation’s nutritional security. Recognized as one of
the most appetizing and important fruit crops in horticulture, mangoes are found
on tables throughout the world in a variety of forms, including ripe, fresh mangoes
and processed foods like sweet raw mango pickles or slices. However, when the
plant is harmed by illnesses that impair photosynthesis, it can become challenging
to produce this tropical fruit, which ultimately affects the crops. Farmers must
take proactive measures to reduce the threat of these diseases, particularly those
who cultivate on smaller, easier-to-manage plots. Early disease detection and pest
control can be achieved through organic pesticides or minimal chemical intervention
for these individuals, but for larger-scale agricultural operations, the magnitude of
constant monitoring and early identification becomes a formidable challenge. De-
layed detection often leads to severe outbreaks of diseases and pest infestations that
can hardly be controlled using organic means. Consequently, farmers are forced to
resort to toxic chemical solutions to protect their yields.
Addressing this dilemma involves automating the monitoring process through ad-
vanced image processing methods. Remarkably, scant research has delved into the
realm of mango leaf disease recognition, and the majority of existing approaches still
need to lean on traditional machine learning algorithms. Historically, plant disease
detection has relied on the visual acumen of farmers and plant pathologists, who
make decisions based on their accumulated experiences. This approach, however, is
tainted by inaccuracies, biases, and the limitation that early-stage diseases often dis-
play similarity. The agriculture sector urgently requires accurate disease detection
tools bolstered by comprehensive databases to address these challenges, especially
to assist young and less experienced farmers. New avenues for disease detection have
been made possible by the development of computer vision and the introduction of
Deep Learning (DL) and Machine Learning (ML) algorithms. In addition, an early
disease detection strategy is now necessary to protect crops.
The research landscape has seen numerous studies in this sector, with many utilising
datasets like “Plant Village” and CNNs as the preferred models [1]. Convolutional
neural network (CNN) models have seen a surge in attention recently in a number
of image recognition fields, including the identification of plant diseases [2], [3]. Al-
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though crop disease detection has advanced significantly with this technology, it is
noteworthy that mango leaf disease detection has received relatively less attention
and has primarily relied on traditional machine learning techniques. Additionally,
a number of fields have shown how effective CNN is at classifying images. The
InceptionV3 model, for example, has been successfully applied to identify and cate-
gorize bird species within soundscape recordings [4]. People also experimented with
facial expression recognition, a challenging job that involves identifying seven main
emotions, using a potent hybrid model that combines VGG-16 and ResNet50 [5].
Moreover, deep learning models such as Inception and ResNet have demonstrated
inventive performance in tasks like traffic sign recognition and chromosomal cate-
gorization, significantly lowering the amount of training data needed [6], [7]. The
creation of an image classification model for breast cancer histology is another exam-
ple of how deep learning is being used in medical imaging to great effect [8]. There is
a term in machine learning, “black box”, which refers to complex machine learning
models, where even the designers of the model may struggle to explain the model’s
decision. XAI can help us to tackle this problem and enrich our comprehension of
the model. If there’s any biases, it can detect that and make it easier for debugging
and improvements of the models. In this paper, XAI have been implemented to en-
hance the transparency and understanding of the deep learning model’s methods for
the humans. Techniques such as Grad-CAM and LIME have been used in achieving
this goal. Grad-CAM and LIME both provides visualization and evaluation of the
images that our models particularly focused on to make theirs decision. It helps us
troubleshooting the problems and as a result improve the models to get a better
result. By incorporating these XAI techniques, this research expands the area of
plant disease detection and guarantees that the solutions are reliable, practical, and
comprehensible, meeting the demands of both seasoned and novice farmers.
In this context, the proposed research attempts to address the lack of studies in
mango leaf disease recognition by harnessing the capabilities of renowned CNN
models such as MobileNetV2, ResNet50, DenseNet201, and Xception. The imple-
mentation of transfer learning among these models aims to create an automated
system with enhanced accuracy, making it competitive in the field of mango leaf
disease detection [9]–[11]. These approaches are tailored to tackle the multi-class
classification problem, focusing on seven mango diseases—Anthracnose, Gall Midge,
Powdery Mildew, Sooty Mould, Bacterial Canker, and Die Back. This paper pro-
ceeds with an exploration of related works using CNN, followed by the presentation
of our models, implementing XAI techniques, results, and discussions, reaching in a
conclusion that sheds light on the future of disease detection in agriculture.

1.1 Research Problem
In the southern region of Asia, mango is a highly beloved fruit. Mango cultivation is
distributed among 85 countries all over the world[12]. Moreover, the ninth-highest
producer of mangoes worldwide is Bangladesh[13]. In fiscal year 2021–2022, almost
23.5 lakh tonnes of mangoes were produced in Bangladesh, according to statistics
from the Department of Agricultural Extension(DAE)[14]. Plant diseases are now
being a thought of concern for agricultural countries. This alarming issue hampers
the year end crops, which causes massive loss in the national economy of the suf-
fering countries. If we study deeply about mango we can observe mango leaves are
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affected by different diseases. Some diseases are- Anthracnose, Powdery Mildew,
Sooty Mould, Bacterial Canker and Die Back. These diseases have created prob-
lems for the farmers to find an optimum amount of yield. According to studies,
Anthracnose affects roughly 39% of mango trees, while Powdery Mildew can kill
up to 23% of untreated plants and Bacterial Canker can reduce mango harvests by
10% to 100% [15]. According to an article published on Jun 18, 2015, the Dieback
disease has devastated hundreds of mango trees in the district, Chapainawabganj in
Bangladesh. It was a great concern for producers in the region known for delivering
a range of premium mangoes. Bordeaux paste may rescue the trees if the disease
could be identified in its early stages, according to Dr. Shorof Uddin[16]. A number
of mango leaf diseases are caused by environmental factors such as temperature,
moisture, soil characteristics, rainfall.

To address these problems in the agricultural sector, we are to find ways using
technologies to save the mango yield from these diseases. To diagnose mango leaf
diseases, there is a critical need for effective and more accurate methods. Machine
learning(ML), a section of Artificial Intelligence (AI) is capable of being applied
to identify diseases and deeply analyse the patterns of them. Real world data and
objects are used in ML techniques. We have 1800 images in our dataset and after
augmentation there are 4000 images. Convolutional Neural Networks (CNNs) are
effective deep learning tools frequently employed for tasks involving large datasets
and a high number of classes to categorise or identify. We will use the following
models of CNN for our purposes - ResNet50, DenseNet201, MobilenNetV2, and
Xception. This study presents our proposed methods, discussion about the findings,
and conclusions about the mango leaf disease detection at early stage in agriculture.

1.2 Research Objectives
According to a research, there are more than 83 diseases which affect the mango leaf
and fruit [12]. If the crop could be protected from several illnesses, worldwide mango
production may increase by at least 28% [17]. Our research aims to detect the differ-
ent kinds of mango leaf diseases and achieve better accuracy with less disadvantages.
In Bangladesh, mango seedlings are afflicted with a number of illnesses, but there
is no accurate information available on their distribution, occurrence, severity, or
epidemiology nationwide[18]. We choose this research field because the farmers face
challenges in recognising and controlling mango leaf diseases in the field. However,
CNN model determines the mango leaf diseases at an early stage with a high accu-
racy level which leads to more productive techniques in agriculture. This study will
aid in the early detection of mango leaf diseases, enhancing crop management and
improving food security in the agricultural sector. We will try to focus on achieving
better accuracy than other proposed methods with less computational cost for early
and accurate disease detection of mango leaves.
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Chapter 2

Literature Review

2.1 Related Works
In modern times, CNN (Convolutional Neural Network) is frequently used to detect
mango leaf diseases. Rajbongshi et al. [19] proposed the classification and differen-
tiation of mango leaf diseases using various CNN models - ResNet50, InceptionV3,
InceptionResNetV2, ResNet152V2, DenseNet201, and Xception with transfer learn-
ing techniques. A raw dataset of around 1000 photos of 5 different classes of mango
leaves—Healthy, Powdery Mildew, Anthracnose, Red Rust, and Gall Machi—was
acquired as part of the procedure. In order to get better results and more photos,
data augmentation was done on the original dataset. Each target class had around
500 images after the augmentation, and it was split into 80% and 20% for the train
and test datasets, respectively. The above-mentioned models were trained with the
train dataset, and the test dataset was used to evaluate the accuracy of the mod-
els. DenseNet201 achieved 98.00% accuracy, the highest among the used models.
Inception-ResNetV2, InceptionV3, ResNet50, ResNet152V2, Xception achieved an
accuracy of 96.67%, 96.67%, 97.00%, 94.67% and 97.67% respectively.

This paper[20] also used the CNN model to identify and detect mango leaf disease
on time. According to the paper, CNN utilizes multilayer perceptions, requiring the
least amount of preprocessing, and is the most common model to use for predictions.
A dataset of around 980 images was gathered from the Sher-e-Kashmir University
of Agriculture Sciences and Technology, Jammu (SKUAST-J). It had four classes -
Normal, Anthracnose, Red Rust, and Powdery Mildew. On the dataset, augmented
methods such as rotation, reflection, translation, and scaling were performed, and
40 epochs and 35 batch sizes were utilised to train the model after splitting it into
80%-20% for the train and test datasets. After the performance evaluation, 90.36%
accuracy was achieved, which can be further improved using the transfer learning
method.

Arya et al. [21] compiled potato and mango leaf images from the plantvillage web-
site and Govind Ballabh Pant University of Agriculture and Technology (GBPUAT),
respectively. As the paper was trying to classify the images, they stated that CNN
and its other pre-trained architecture are the best to use in this case. After resizing
the photos, they added augmentation to expand the total amount of images. The
dataset was randomly divided between training and test datasets in order to train
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CNN and AlexNet, respectively. Although it takes longer to train AlexNet since
it has more layers than CNN, AlexNet nevertheless outperformed CNN in terms of
accuracy (98.33%) and training efficiency (90.85%) despite having fewer layers. The
goal of the study is to further the research and develop a mobile application that
can quickly identify sick leaves in order to enhance agricultural productivity.

In this research paper[22] 2286 images were collected, and 66 of them were dis-
torted. After augmentation, the dataset expanded to 8880 photos, of which 7104
were utilised to train the model and the remainder to evaluate it. Local-Contrast-
Haze-Reduction (LCHR) was used to reduce background haze and eliminate noise.
The texture, geometric, LBP, and colour data that were extracted are put together
into a single matrix using the Canonical Correlation Analysis (CCA). Following
the implementation of CCA, feature reduction based on Neighborhood-Correlation-
Analysis (NCA) was used to prevent any unnecessary information. Since it can build
a full-resolution feature of the given photos, the CNN-based Fully-Convolutional-
Network (FrCNnet) model was built to remove the concatenation approach from the
architecture and for enhanced segmentation of the diseased portion of the mango
leaf. In segmentation tasks, it performs better (98.9% accurate) than CNN, Multi-
layer Convolutional Neural Network (MCNN), or Mangonet approaches. The Cubic-
Support Vector Machine’s (SVM) accuracy in the classification issue was 96.2% on
CCA-based features, and it rose to 98.8% after subjecting the model to NCA-based
feature reduction.

To identify mango leaf disease, Anthracnose, Kumar et al. [23] used Adam Optimizer
and CNN architecture motivated by VGG16. The Adam Optimizer incorporates the
finest attributes of Root Mean Square Propagation (RMSProp) and Adaptive Gra-
dient Descent (AdaGrad) gradient-based optimization algorithm. Rectified Linear
Activation Function (ReLU) serves as the activation function for the model’s four
convolutional layers. A discreet layer, flatten, is also used to enhance the perfor-
mance. The dataset was gathered from New Dehli, Karnataka, and Maharashtra
and categorized into healthy and diseased leaves. Histogram equalization was ap-
plied to the dataset to improve the contrast, and images were rescaled and resized.
The best weights were saved after the model had been trained to create a GUI allow-
ing the user to recognize sick leaves. The proposed model attained 96.16% accuracy
on the mentioned dataset, and it can also be utilized in Internet of Things (IoT)
applications, which can aid us in observing the mango leaves.

The research paper[24] explores deep learning techniques for detecting early-stage
diseases on plant leaves using Artificial Neural Network (ANN). The research aims
to detect small disease blobs that are only discernible with higher-resolution images.
The model was used on the 450 mango leaves dataset, and the recommended model
performed better than the popular CNN models (AlexNet, VGG16, ResNet50)
strengthened with the use of transfer learning. In order to improve the image’s qual-
ity, various contrast enhancement methods have been utilized. The paper extracted
the following features - Statistics-based, Geometric-based, Textural features, and
Compressed HSV density. After performing the model, ANN attained 89.41% ac-
curacy, and AlexNet, VGG16, and ResNet50 achieved 78.64%, 79.92%, and 84.88%
accuracy, respectively.
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This paper [25] used CNN to differentiate five diseased mango leaves - Leaf Web-
ber, Anthracnose, Leaf Gall, Alternaria Leaf Spots, and Leaf Burn from healthy
leaves. 1200 images were included in the dataset, and the images were resized to
decrease the computational time. The model was trained with 600 images. Vari-
ous layers of CNN were used to achieve the optimal result, such as the input layer,
Convolutional layers 1, 2, 3, and Maxpooling layers 1, 2, 3, and the Output layer.
After providing the dataset into the input layer, data augmentation was executed.
The proposed model was evaluated with the test dataset, achieving an accuracy of
96.67%. Furthermore, the model had 100% accuracy while classifying Leaf Gall,
Leaf Burn, Alternia Leaf Spot, and Leaf Webber because they differed from other
classes in terms of their traits.

Saleem et al.[26] proposed segmenting the diseased portion of the leaf using the vein
pattern. According to the paper, the vein pattern is the most important part of the
leaves. Images were collected in RGB form, and after resizing and augmentation, 135
images of three classes - Powdery Mildew, Sooty Mold, and Healthy- were available.
Leaf Vein-Seg Architecture was used to extract the leaf’s veins, and Canonical Cor-
relation Analysis (CCA)-based feature reduction was used on the extracted Shape,
Color, and Texture features. Cubic support vector machine (SVM) was performed
after fusing and extracting, resulting in 96.6% accuracy while classifying Sooty Mold
disease and 95.5% accuracy for the Powdery Mildew disease.

In this paper [27], EfficientNetV2, MobileNetV2, and ResNet152V2 were used in 14
different plants to detect 38 types of leaf diseases. The dataset was collected from
kaggle, and 43,429 images were used to train the models, while the validation and
test set included 5,417, and 5,459 images respectively. EfficientNetV2L achieved the
highest accuracy of 99.63%. It attained the same number for F1 score, recall and
precision. Later in the paper an XAI technique - LIME was used to understand
the decision-making process of the used models, which helped us to comprehend the
machine-learning models at a human level. We can visualize which sections of the
images influenced the model to predict the outcome that it initially predicted with
the help of LIME.
In another paper [28], deep learning classifiers such as Stochastic Gradient De-
scent(SGD), Support Vector Machine(SVM), and the Hybrid method (SVGD) were
used to execute early mango leaf identification since they are essential to maintaining
the quality and yield of mango fruit. The models were used to classify mango leaves
into three groups: Healthy, Anthracnose, and Black Sooty Mold. The dataset was
obtained from Kaggle, and 34% of the photos were used to test the model, while
the remaining 66% were utilized to train it. For 5 fold cross validation, SVGD’s
accuracy was 97.2%; for 20 and 10 fold cross validation, it was 97.8%.
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Chapter 3

Methodology

3.1 Background Study
We are classifying and segmenting data from photos of mango leaves in order to
identify various diseases. Convolutional Neural Network (CNN), and various models
of CNN - MobileNetV2, ResNet50, DenseNet201, and Xception are some of the most
well-known picture segmentation and classification systems.

3.1.1 Convolutional Neural Network (CNN)
CNN is a network architecture in deep learning applications that enables trained
machines to learn directly from the data. Because it searches for patterns in the
pixel data of the images, CNN is highly helpful when attempting to identify items,
classes, and categories. It uses matrix multiplication and other linear algebra basics
to find image patterns. It can analyze both time series and visual input, which is
beneficial in circumstances where object detection is important. CNN was developed
on the idea of the human brain. A method similar to the hundreds of billions of
brain cells the human brain utilizes to process information is how CNN completes
its work. The study used 1.3 billion high-resolution images divided into 1000 dif-
ferent groups [29]. Input layer is the first layer of a typical neural network, where
we supply input for our models to prepare the data for processing. The input layer
transfers the data from the hidden layer to the output layer. There may be more
or fewer hidden layers, depending on the model we are using and the size of the
data. The output layer represents the outcome by transforming the final result into
a probability score using a logistic function, such as softmax.

In convolution neural networks there are multiple layers such as convolutional layer,
polling layer, fully connected layer. Figure 3.1 illustrating how a neural network
processes data. This image is a four layer connected CNN model. If we consider
this image n0 = 3 input units, n1 = 4 units in the first hidden layer, n2 = 2 units
in the second input layer and there are n3 = 2 output units.

If we identify the network’s input as xi where i=1….n0 and the network’s output as
y1 where i=1…, n3. Then we can write-
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Figure 3.1: Data processing technique of Neural Network

h1i = f1(

n0∑
j=1

w1
(i)j xj + b

(1)
i for i = 1,...n1

h2i = f2(

n1∑
j=1

w2
(i)j h1j + b

(2)
i i = 1,...n2

ŷ = f3(

n2∑
j=1

w3
(i)j h2j + b

(3)
i i = 1,...n2

Here, layer i’s activation function is indicated by fi . The first hidden layer’s results
are indicated as h1 for the i-th unit. Likewise, the second hidden layer’s outputs are
designated as h2i. The specified values for the weights and bias of i in layer k are
wk

ij and bki respectively.

These are algebraic equations which construct a neural network.For minimizing the
training loop we need a loss function.Depending on various applications we generally
use cross entropy or mean squared error. If we consider target variable as yi, the
mean square error loss function will be-

L =

n3∑
i=1

(yi − ŷ)2
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3.1.2 Resnet50
One of the most well-known convolutional network topologies is called Resnet50.
This innovative neural network was first covered by Xiangyu Zhang, Shaoqing Ren,
Kaiming He, and Jian Sun in their computer vision research publication titled ”Deep
Residual Learning for Image Recognition” from 2015 [30]. It is an architecture where
a 50-layer deep neural network network serves as the foundation for several neural
networks. ResNet50’s capability to operate with more than 150 deep neural networks
is its key innovation [31]. ResNet50 uses residual blocks or skip connections to solve
the vanishing gradient issue.

Figure 3.2: ResNet50 architecture

The input of one layer is added to the output of the layer after it, in a residual
block. This is represented as F(x)+x, where F(x) is the transformation applied by
the layer. The goal is to make the residual F(x) close to zero, enabling the network
to concentrate on understanding how the current layer differs from the layers which
came before it. ResNet50 trains on the residuals F(x) rather than the final output
(Y). The objective is to make F(x) close to zero, implying that Y should be close
to X. To equalize input sizes in the skip connection, input volume padding and 1x1
convolutions are utilized.

[
n+ 2p− f

s+ 1
]2

where n = size of the input image, p = padding, s = stride, and f = number of
filters.
ResNet50’s last layer is modified to correspond with the number of classes in the
multiclass classification task. For probability distribution across classes, the output
layer commonly employs a softmax activation function. Categorical Crossentropy
loss is commonly used for multiclass classification [32]. The model is trained using
back propagation and optimization algorithms, adjusting weights to minimize the
defined loss function. By facilitating effective training of deep networks, skip con-
nections allow the model to identify complex patterns in the data. The model is
validated on a separate dataset to ensure generalization. Testing involves evaluating
the model on unseen data to assess its performance. ResNet50’s skip connections
and residual learning enable the training of very deep neural networks, making it
effective for complex tasks such as multiclass image classification. The model adapts
to the specifics of the classification problem through adjustments in the output layer
and loss function.
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3.1.3 Densenet201
Densenet201 is one of the newest additions to the invasions for visual object recog-
nition. Full form of Densenet is Densely Connected Convolutional Networks [33].
It was suggested by the third iteration of densely linked convolutional networks
(DenseNet), a CNN architecture created in collaboration with Facebook AI Re-
search, Tsinghua University, and Cornwell University and published in 2017 CVPR
[34]. DenseNet201is a type of convolutional neural network and it has 201 deep

Figure 3.3: DenseNet201 architecture

neural layers the parameter range is 20,242,984. Every conventional convolutional
network has n layers and n connections. However, with DenseNet, every layer is
linked to every other layer. DenseNet has n(n+1)/2 total connections. Every layer
in DenseNet201 obtains more information from the other levels [33]. Different sorts
of DenseNet201 blocks apply to different datasets. A few of them are:

• Basic DenseNet Composition Layer: A 3*3 convolutional layer, a ReLU acti-
vation function, and a preactivated batch normalization layer connect each of
the n layers in this layer.

• BottleNeck DenseNet (DenseNet-B): Every level’s calculation time will grow
since each layer generates K output. A bottleneck technique is used to tackle
this issue, using a 1*1 convolution layer before every 3*3 convolution layer.

DenseNet uses a fictitious patient set to calculate the value for each decision crite-
rion. The discounted value in case of a one-time expense v produced by an event
that occurs at time t is,

vdisc(v, t, γ) =
1

(1 + γ)t
v,

The discount rate is represented by γ. where γ is the discount rate. The resulting
value from applying the corresponding criterion to a cumulative payout of value v
along the interval (t_1, t_2) is,

accuredV alueu(v, t1, t2, γ) =

∫ t2

t1

vdisc(v, t, γ)dt = v ∗ 1

ln(1 + y)
∗ [ 1

(1 + γ)t1
− 1

(1 + γ)t2
],

If we clarify,

δ = ln(1 + γ),
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These formulas can be represented as,

vdisc(v, t, γ) = e−δtv,

and

accuredV alueu(v, t1, t2, γ) =

∫ −t2

t1

vdisc(v, t, γ)dt =

∫ t2

t1

ve−δtdt = v
e−δt1 − e−δt2

δ

which are sometimes used in the literature.
DenseNet201 can train the tiny connections placed close to input and output and
operates on the foundation of convolutional networks with deeper, more accurate
layers. DenseNet201 has the benefit of using dense block and transition layer to
reduce shift overfitting and improve image processing accuracy. Every layer is linked
to DenseNet201 using a forward feed topology. It reduces the number of parameters,
strengthens feature propagation, and resolves the vanishing gradient issue.

3.1.4 MobileNetV2
MobilenetV2 is a refined version of mobilenetv1 because it relies on the depth-wise
separable convolutional block used in the first version. There is a new block in this
version called inverted residuals with linear bottlenecks [35]. These blocks consist
of lightweight convolutions followed by a linear pointwise convolution. This ver-
sion decreases computational time and complexity while maintaining its expressive
power.

Figure 3.4: MobileNetV2 architecture

This architecture consists of a lightweight depth-wise convolution, a linear point-
wise convolution (1 x 1 convolution) and an element-wise addition of the input to
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the output, also known as residual connection [35]. The depth-wise convolution is
represented as-

y = DConv(x,Wdepthwise)

Here, y refers to the output feature map, x refers to the feature map and W(depth-
wise) refers to the depth-wise convolutional filters. As for pointwise convolutional,
the formula is the same except W(pointwise) refers to the pointwise convolutional
filters. Also, this architecture uses skip connections, which helps gradients to prop-
agate better during training. The skip connection formula is-

y = x+ F (x)

In this case, x is the layer’s input, y is the output, and the transformation performed
to x is F(x).
Mobilenetv2 is used for various image classification problems. Though it is efficient
by reducing the model size and computational complexity, sometimes it does not
give us top-tier accuracies like ResNet, Inception and such.

3.1.5 Xception
Xception stands for ”extreme inception”, which depends on two key factors -
-Depthwise Separable Convolution
-Shortcuts between Convolution blocks
If we examine convolution, we find that for a single kernel the equation is,

K2.d2.C

Here, C is the channel size, d is the filter size, and K is the resulting dimension after
the convolution. For N kernels,

K2.d2.C.N

Figure 3.5: Xception architecture

Overall it is an expensive process. To overcome this, Xception architecture uses
depthwise separable convolution, which relies on Depthwise Convolution and Point-
wise Convolution. In depthwise convolution, instead of computing over the whole
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channel, we calculate one channel at a time[36]. If the kernel size is d*d, it becomes
d*d*1 instead of d*d*C. By doing this, we create a K*K*C volume and then we
apply the Pointwise Convolution. We perform a conventional convolution of size
1*1*N across the K*K*C volume, yielding a K*K*N shaped output. We were able
to decrease the number of operations by a factor proportionate to 1

N
by doing this.

The overall number of convolutional layers in the Xception model is 36. The data
enters the exit flow after going through the entry flow and then the middle flow,
which is repeated eight times. [37]. Compared to InceptionV3, Resnet, and VGG-16,
Xception performs better overall.

3.1.6 Grad-CAM
Grad-CAM is a deep learning technology that predicts and visualizes the most cru-
cial areas of an image that are essential to the prediction of a neural network. It
computes the target class score gradients by using feature maps from the final convo-
lutional layers. It creates a heat-map that shows the areas that the model considers
important when making its decision. In order to construct a Grad-CAM of height
v and width u for any class c, we first compute δyc

δAk
, which is the gradient of the

class c score, yc (before to the softmax), with respect to feature mappings Ak of a
convolutional layer. Once the gradients are obtained, the following equation is used
to emphasize the significance of each feature map k for certain classes, with the use
of the global average pooling approach.

akc = 1/z
∑
i

∑
j

δY c

δAk
ij

(3.1)

In this case, gradients over back-propagation are referred to by partial differentials,
and the global average pooling is referred to by the summing over i and j. Afterwards,
ReLU is executed after a weighted mixture of forward activation maps.

Lc
GRAD−CAM = RELU

∑
k

ackA
k (3.2)

ReLU is the best option in this instance since it draws attention to the character-
istics that are positively affecting the class of interest. In the absence of it, it has
been observed that the localization performance may be impacted, meaning that
occasionally the localization maps contain more information than the intended class
and it may belong to other categories in the image. For a given class c, the class
score is calculated as

Sc = RELU
∑
i

∑
j

∑
k

wc
kA

k
ij (3.3)

Grad-CAM can be useful in localized explanations, model prediction, and other
areas, but it can also lead to incorrect heat-map localization, the inability to localize
numerous instances of an item in an image, and other issues.

3.1.7 LIME
Lime(local interpretable model-agnostic explanations), is an approach that provides
a local interpretable model to approximate any black box machine learning model
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and explain each unique prediction. It’s a method that provides a roughly inter-
pretable model for the classifier and regressor.
It is a technique created by Marco Ribeiro in 2016 to explain machine learning
models’ predictions. It works on the sample data features and values by tweaking
the points. This model basically explains each sample data points. The model
output represents each sample points in a form of set which is locally interpretable.
LIME is model-agnostic it means we can apply it in any ML projects. LIME works
with sample data inputs which is an interpretable representation that humans can
easily Understand. The general formula that provides the explanation generated by
LIME at a local position x is as follows:

ξ(x) = argmin
g∈G

[L(f, g, πx) + Ω(g)] (3.4)

When �x denotes the locality, f is our true function (also known as ground truth),
and g is a dummy function we employ to approximate f in the vicinity of x. We
get a list of reflections and clarification for each aspect of the sample data points
from LIME’s outputs. A set of explanations that show how each attribute affected
the prediction of a sample of data is the result of LIME. Lime gives us the chance
to ascertain which element, out of all the ones that would affect the forecast the
most. In order to create synthetic data that is assessed by the black box system
and utilized as a training set for the glassbox model, LIME perturbs each particular
datapoint. [38]. Lime is a modern machine learning classifier which is a model-
agnostic easy to understand and model can implement with less effort.For humans
to use the model it’s important that the model is easily explainable to its users.It
in case Lime help us by uncover the ideas behind black box and all the necessary
answers behind Al-models predictions and classifies.

3.2 Dataset
In our research,the MangoLeafBD Dataset [39] presents a comprehensive collection
of 4000 mango leaf images, each with a resolution of 240x320 pixels and stored in
JPG format. Within this dataset, approximately 1800 images showcase distinct
mango leaves, while the remaining images are skillfully prepared by applying zoom-
ing and rotation techniques where necessary. The dataset encompasses a diverse set
of seven diseases affecting mango leaves, including Anthracnose, Bacterial Canker,
Cutting Weevil, Die Back, Gall Midge, Powdery Mildew, and Sooty Mould.
It is organized into eight classes, incorporating a category for healthy leaves. Each
class comprises 500 images as shown in fig. 3.7, providing a balanced distribution
for robust model training and evaluation. The data were captured using mobile
phone cameras in four mango orchards across Bangladesh, specifically Sher-e-Bangla
Agricultural University orchard, Jahangir Nagar University orchard, Udaypur village
mango orchard, and Itakhola village mango orchard. One sample images from each
classes of our collected datasets is shown in fig. 3.6.
In the preprocessing phase for the mango leaf image dataset, a multi-step approach
was employed to ensure the data is appropriately formatted for training a convolu-
tional neural network (CNN) based on Xception,MobileNetV2,ResNet50,DenseNet201
architectures. Initially, the OpenCV library was utilized to load and resize each im-
age to a standardized dimension of 224x224 pixels and we re-scaled the pixel range
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Figure 3.6: Dataset Sample

Figure 3.7: Dataset Distribution
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from 0 to 1 and set the zoom_range to 0.5, which means the images may be arbitrar-
ily zoomed in or out by up to 50% during data augmentation. Simultaneously, labels
corresponding to the folder names of the images were encoded into numerical format
using scikit-learn’s LabelEncoder. The encoded labels were further converted into
categorical format through Keras’ to_categorical function, facilitating their com-
patibility with the neural network model. Subsequently, the dataset underwent a
train-test split using scikit-learn’s train_test_split method, where 80% of the data
was allocated for training the model, and the remaining 20% was reserved for evalu-
ating its performance. This split was stratified based on the original labels to ensure
a balanced distribution of classes in both the training and testing sets. The resulting
preprocessed dataset was then fed into Xception,MobileNet,ResNet50,DenseNet201
models for training, forming a crucial foundation for the subsequent classification
tasks.

3.3 Research Workflow
The research workflow for this paper is presented in fig. 3.8. We will be using
several CNN machine-learning algorithm models in this study with which we can
detect and classify mango leaf diseases with a high accuracy level. To quickly extract
features from the picture of a mango leaf, we will utilise each of the four models
(ResNet50, DenseNet201, MobileNetV2, Xception) individually. Additionally, we’ll
retrain them using our dataset as necessary to ensure that it achieves our goal of a
high degree of accuracy. The results of these models will be compared, and we will
check for the accuracy and disadvantages which come with each of these models.
To comprehend the mentioned models deeply and in a way that is understandable
to human we will apply XAI, specifically LIME and Grad-CAM. It will help us to
recognize how each model behaves in order to make the prediction.
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Figure 3.8: Workflow Diagram
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Chapter 4

Result & Discussion

4.1 Model Implementation
The implementation of the proposed model for the dataset is defined in this section.
By using Google Colaboratory, we introduced our models for training and testing.
The model implementation consists of a few steps such as - preprocessing the input
data, fitting our models, classification and checking the output result. In the pre-
processing phrase we take necessary steps to qualify our mango leaf diseases dataset
which is used as an input of the models.
Xception, MobileNetV2, ResNet50, and DenseNet201 are the four CNN models that
we implement to categorize the input photos and determine the accuracy rate of the
output.
The outcome of using the suggested method to identify mango leaf disease is also
included in this chapter. To give the output result, we used the test data from our
dataset as input and gave the output result.

4.2 Workflow overview
To get the best outcome by using these models on our proposed model Mango leaf
diseases detection we followed some necessary steps. The overview of the research
paper is shown below-

• Initially, we resized the Mango leaf images to 224x224 amd re-scaled the pixel
range from 0 to 1.

• After that, we split the dataset in a propotation of 80:20 to train and test
data.

• We trained our propose models - Xception,MobileNetV2,ResNet50,DenseNet201
and validate them.

• At the end, we calculated the accuracy score of our models using the test data
and applied XAI to solve the “black box” issue.
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4.3 Performance Evaluation
When assessing the predictions- performance, precision, recall and confusion matrix
are crucial metrics. These metrics measure how well the result fit and from the given
positive results we can deduct how many of them are actually false positive and how
many true positive our models have missed. Confusion matrix also evaluates the
performance of machine learning models. It represents the relationship between
predicted values and actual values.

4.3.1 Precision
Precision is a critical indicator of positive predictive accuracy. It is the fraction of
relevant results among the retrieved results The formula used to calculate precision:

Precision =
TruePositive

TruePositive+ FalsePositive

4.3.2 Recall
The accuracy of true positives among the relevant elements. It is calculated using
the equation below:

Recall =
TruePositive

TruePositive+ FalseNegative

4.3.3 F1 Score
We measure the model’s accuracy using F1 Score. It takes into account both preci-
sion and recall and calculates the performance metric of the proposed performs on
the given dataset. The equation is:

F1Score = 2 ∗ Precision ∗Recall

Precision+Recall

4.3.4 Confusion Matrix
Confusion matrix is a NxN matrix. For binary classification, a 2x2 confusion matrix
looks like - [

TP TN
FP FN

]
Since our problem is a classification problem and we have 8 classes, we can under-
stand the accuracy of the class detected by our models compared to the actual class
the image belong to from confusion matrix.
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4.3.5 Accuracy
Accuracy indicates the general correctness of our model. To calculate the accuracy
we need to divide the correct prediction by the total prediction made by the models.

Accuracy =
CorrectPrediction

TotalPrediction

4.4 Result & Discussion

Table 4.1: Precision, Recall, F1 Score, Accuracy of the models

Models Precision Recall F1 Score Accuracy
Xception 78% 76% 75% 76%
MobileNetV2 91% 90% 90% 90%
DenseNet201 95% 95% 95% 95%
ResNet50 98% 98% 98% 98%

Figure 4.1: Model Comparison

In this research paper we used four CNNmodels - Xception, MobileNetV2, DenseNet201,
ResNet50 on our dataset. For all four models, we used the pre-trained models on
imagenet. Our models’ overall precision, recall, F1 score and accuracy are shown
in table 4.1. We trained the models on our train dataset for 10 epochs and we’ve
taken the weighted average values of these models after claculating them for each
class. These values give us an overall idea about our model’s performance and from
the result, we can see, ResNet50 peformed better than the other models with 98%
accuracy and 98% F1 score. Fig. 4.1 represents the different score for each models.
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4.4.1 Xception

Table 4.2: Precision, Recall, F1 Score, Accuracy of Xception

Precision Recall F1 Score Accuracy
78% 76% 75% 76%

(a) Accuracy of the Xception model (b) F1 Score of the Xception model

Figure 4.2: Accuracy and F1 Score for the Xception Model

The model achieved 76% accuracy and 75% F1 score with a score of 78% and 76%
for precision and recall respectively as shown in table 4.2. While fig. 4.2a and
fig. 4.2b shows the model accuracy and F1 score respectively and fig. 4.3 displays
the confusion matrix. We used the pre-trained Xception model for our mango leaf
disease detection with a learning rate of 0.1 and froze all the layers. GlobalAver-
agePooling2D and Adam optimizer were employed in this model. Additionally, a
Dense layer with eight units and softmax activation to the final layer were added to
achieve the mentioned result
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Figure 4.3: Xception Confusion Matrix
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4.4.2 MobileNetV2

Table 4.3: Precision, Recall, F1 Score, Accuracy of MobileNetV2

Precision Recall F1 Score Accuracy
91% 90% 90% 90%

(a) Accuracy of the MobileNetV2 model (b) F1 Score of the MobileNetV2 model

Figure 4.4: Accuracy and F1 Score for the MobileNetV2 Model

As the table 4.3 illustrates, the model produced a satisfactory performance with
90% precision, recall, accuracy, and F1 score. A model accuracy graph(fig. 4.4a), a
F1 score graph(fig. 4.4b) and confusion matrix(fig. 4.5) are also provided. Similar
to Xception, we froze every layer in the pre-trained model with a learning rate of
0.1. GlobalAveragePooling2D and the Adam optimizer were additionally utilized in
this instance. A Dense layer of eight units and softmax activation were added to
the final layer.
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Figure 4.5: MobileNetV2 Confusion Matrix
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4.4.3 DenseNet201

Table 4.4: Precision, Recall, F1 Score, Accuracy of DenseNet201

Precision Recall F1 Score Accuracy
95% 95% 95% 95%

(a) Accuracy of the DenseNet201 model (b) F1 Score of the DenseNet201 model

Figure 4.6: Accuracy and F1 Score for the DenseNet201 Model

Precision, recall, F1 score and accuracy for this model are given in table 4.4. It
obtained 95% precision, recall, accuracy and F1 score. Model accuracy graph(fig.
4.6a), F1 score graph(fig.4.6b) and confusion matrix(fig. 4.7) are included for bet-
ter understanding. We used 0.1 learning rate while implementing the pre-trained
DenseNet201, with all layers frozen. Adam optimizer and GlobalAveragePooling2D
were also utilized for improved performance. To utilize the model for our uses the
last layer was modified to a Dense layer of 8 units.
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Figure 4.7: DenseNet201 Confusion Matrix
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4.4.4 ResNet50

Table 4.5: Precision, Recall, F1 Score, Accuracy of ResNet50

Precision Recall F1 Score Accuracy
98% 98% 98% 98%

(a) Accuracy of the ResNet50 model (b) F1 Score of the ResNet50 model

Figure 4.8: Accuracy and F1 Score for the ResNet50 Model

ResNet50 acquire 98% Precision, recall, F1 score and accuracy which are provided
in table 4.5. Fig. 4.8a displays Model accuracy graph, fig. 4.8b displays F1 score
graph and fig. 4.9 displays confusion matrix, which gives us an overview of our
model. Pre-trained ResNet50 was used with a learning rate of 0.1 and all the layers
were frozen for our classification problem. For improved result, Adam optimizer and
GlobalAveragePooling2D were also deployed. The last layer was altered to a Dense
layer of 8 units to utilize the model for our uses.
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Figure 4.9: ResNet50 Confusion Matrix
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4.4.5 Grad-Cam
Xception

Figure 4.10: Grad-Cam applied on Xception model
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MobileNetV2

Figure 4.11: Grad-Cam applied on MobileNetV2 model
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DenseNet201

Figure 4.12: Grad-Cam applied on DenseNet201 model
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ResNet50

Figure 4.13: Grad-Cam applied on ResNet50 model

Fig. 4.10, 4.11, 4.12, 4.13 represents our findings after applying it on 3 images of
each of the 8 classes for Xception, MobileNetV2, DenseNet201, ResNet50 models
respectively. Grad-CAM produces heat-maps that show the areas of an input image
that are thought to have the greatest influence on the model’s verdict. The coloring
scheme employed in Grad-CAM heat-maps serves as a visual aid to convey the
relative importance of different regions within the image. Typically, brighter colors,
such as red or yellow, indicate areas of higher importance, while darker colors, such as
blue or purple, denote regions of lower significance. This gradient representation of
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attention allows observers to discern the model’s focus across the image, with varying
intensities of color representing the degree of attention attributed to each pixel. The
Grad-CAM heat-map, overlaid on the original image, offers insightful information
about the model’s method of decision-making by graphically representing the areas
in which the model focuses its attention. This allocation is based on the magnitude
of gradients with respect to pixel values, with higher gradients corresponding to
regions that significantly influence the model’s prediction. Consequently, regions
with higher heat-map values are interpreted as being more critical to the model’s
decision, while regions with lower heat-map values are considered less influential.

4.4.6 LIME

Figure 4.14: Original Image from our dataset of Anthracnose class

Xception

Figure 4.15: Detailed explanation of our original image after applying LIME
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MobileNetV2

Figure 4.16: Detailed explanation of our original image after applying LIME

DenseNet201

Figure 4.17: Detailed explanation of our original image after applying LIME

ResNet50

Figure 4.18: Detailed explanation of our original image after applying LIME
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Fig. 4.14 visualize the original image we chose for our purpose and the result after
applying lime to all 4 models, are given in Fig. 4.15, 4.16, 4.17, 4.18 for Xception,
MobileNetV2, DenseNet201, ResNet50 respectively. All of the models are empha-
sizing on the same diseased area to predict the outcome, along with some incorrect
sections in certain instances, which can be improved by retraining our models or
changing the architecture. LIME allows us to see how the model is working in pre-
dicting the disease. The numerical value on the right side determines the influence
of that particular part in indicating a disease. The color for the most influential part
is dark blue, then light blue, and then gradually going towards the least influential
part. Negative values impact the model predicting the outcome negatively. It means
that area of picture is inconsistent with its outcome based on how it was trained.
While the dark blue is supporting the outcome it has provided. With LIME, we can
determine which features are positively or negatively affecting the model and it can
aid in modifying the training process, feature selection.

4.4.7 Comparison

Table 4.6: Models Comparison

Paper Model Accuracy Precision Recall F1 score Dataset
Images Epochs

Paper 1[40] MDCN 97.43 96.35 96.24 97.21 4000 20
Paper 2[41] Efficient-

NetB4+Cus-
tom CNN
(hybrid
model)

93.01 93.23 94.00 93.07 4873 50

Our paper ResNet50 98 98 98 98 4000 10

Table 4.6 indicates the differences of accuracy, precision, recall and F1 score of
the models that achieved highest accuracy of each paper. We studied other pa-
pers which used the same dataset as us and tried to find the different techniques
that they used compared to us and the difference between accuracy and results.
In this paper[40], the authors propose the use of deep learning, specifically Dense
Convolutional Networks (DenseNet), as a promising solution for mango leaf disease
classification. However, the authors acknowledge challenges specific to mango leaf
disease classification, such as data imbalance, overlapping symptoms, image quality
diversity, ambient noise, incomplete data, and computational complexity. Motivated
by these challenges, the authors introduce the Modified Dense Convolution Network
(MDCN), a novel algorithm tailored explicitly for mango leaf disease classification.
At 20 epochs, the MDCN algorithm achieves an accuracy of 97.43%, with 96.35%
precision,96.24% recall, and 97.21% F1 score.
This study[41] focused on a Hybrid Deep Learning methodology to detect mango
leaf diseases. They used four different models for their purpose - Custom CNN,
VGG-16, EfficientNetB4, and a hybrid model. Among them hybrid model produced
the best results, with 93.01% accuracy.
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Chapter 5

Conclusion

Mangoes are important to Bangladesh’s agricultural and economy sector due to
its enormous amount of cultivation, but various mango leaf diseases hamper our
economy and mango production every year. It is time-consuming to identify mango
leaf diseases for the farmers by continual monitoring and observation with naked
eyes. As a result, it is hard to precisely identify mango leaf diseases at an initial
stage, and there are relatively few traditional techniques for treating these diseases.
Since the plant gets its nutrition from the leaves, it is essential to diagnose leaf
diseases as early as possible. Initial identification of the mango leaf diseases would
aid Bangladesh in developing its economy. A popular and accurate method for
quickly identifying mango leaf illnesses is the application of CNN, a deep learning-
based methodology. In this paper, we have mainly used four models of CNN machine
learning algorithms such as MobileNet, ResNet50, DenseNet201, and Xception. In
order to identify and categorize mango leaf illnesses, we trained, compared, and
assessed the accuracy of these models. To evaluate the models’ accuracy, we have
used the mango leaf image dataset from kaggle in the preprocessing phase. We
found the highest accuracy for ResNet50 model and it acheived 98% F1 score in
detecting the mango leaf diseases. We further applied XAI techniques, such as
Grad-CAM and LIME to comprehend our deep learning models’ operation from a
human perspective to improve our used models. It helps the humans to understand
that not only the decision predicted by the models was correct, the process or the
reading of the picture was also done in the right way for the right result. In the
future, we aim to develop a web version where user can provide a mango leaf picture
and our applied models will analyze the picture and provide a solution to assist our
agricultural sector.
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