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Abstract

There is a pressing need to revise the current diagnostic framework for renal abnor-
mality due to the projected increase in its global prevalence as about 10% of people
worldwide are suffering from renal diseases. Recognizing the escalating trends of
renal disease, proactive measures are warranted to overcome upcoming challenges
in accurate diagnosis and management. Renal abnormalities, often symptomless
and hard to diagnose, can be dangerous but curable if detected early. Therefore,
machine learning and deep learning techniques can be instrumental if implemented
correctly to determine this anomaly early in this modern time. Our approach for
renal abnormality detection from image data incorporates the topologies of Con-
volutional Neural Networks and transformer-based image classification topologies,
as well as data augmentation methods and precise hyperparameter tuning (learn-
ing rate, batch size, dropout rate, regularization strength, etc.); additionally, we
proposed CNN-based and transformer-based architectures for renal abnormality de-
tection. Transformer-based deep learning methods are the latest trend in classify-
ing diseases from medical images; for this reason, we analyzed the performance of
CNN-based architectures and transformer-based architectures. We build a hybrid
binary class dataset of Computed Tomography(CT) scan renal images using pri-
mary data collected from Kidney Foundation Hospital & Research Institute, Dhaka,
Bangladesh and secondary data from publicly available online source. Our approach
is a sequence of steps that allows for the abnormality detection using state-of-the-
art classifiers ResNet50, Inception ResNetV2, InceptionV3 and VGG16 along with
our proposed ResNet152 based custom model and ViT architecture-based custom
model without manual intervention. Our experimental results showed that our pro-
posed transformer-based model achieved the highest accuracy of 99.99% while our
proposed CNN model achieved an accuracy of 99.97%. Among the four pre-trained
CNN models, ResNet50 scored the highest accuracy of 99.95%, and VGG16 scored
99.92%, InceptionResNetV2 was able to score 98.87%, while the lowest performance
was shown by the InceptionV3 model, which was 96.87%. All four pre-trained mod-
els have demonstrated acceptable performance, and our proposed model was able to
perform better than state-of-the-art prepared models.

Keywords: Deep Learning; Convolutional Neural Networks; Transformers; Renal
Abnormality; ResNet50; Inception ResNetV2; InceptionV3; VGG16; ViT; ResNet152;
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Chapter 1

Introduction

1.1 Background of Renal Abnormality

The kidney, a vital organ of the human body, helps to filter out waste products
from blood from the body to make urine. The primary kidney filtration units are
called nephrons. The portion of the nephron where electrolytes are balanced and
water is absorbed is termed as the renal tubule. The term ”"renal” describes the
kidneys. The kidney might face any major or minor problems at any stage of life.
People usually are not able to acknowledge or realize this crucial issue until they
feel discomfort at its last stage. As a result, doctors are unable to diagnose the pa-
tient’s kidney. Renal abnormalities surround a wide range of conditions that impact
kidney functions and structure. In different ways, these conditions can manifest
and also affect the body’s ability to maintain fluid, regulate blood pressure, and
urinate waste products. The kidney plays a vital role in our body. Its disability
can lead to consequence systematic health problems which is why understanding re-
nal abnormality is very important. For renal abnormalities, Preventative strategies
focus on managing risk aspects for example hypertension, diabetes, and exposure
to nephrotoxins. Lifestyle modifications, pharmacological interventions, and regular
observation of kidney function in at-risk populations are necessary components of
these strategies.

To avoid and mitigate kidney-related health problems, understanding the type of
causes, pathophysiology, and management of these disorders is crucial. To diagnose
and eventually enhance outcomes for individuals with renal abnormalities, research,
and clinical advancements are still continuous to enhance our ability.

1.2 Types of Renal Abnormality

Genetically renal abnormality can affect anyone. Most of the time, renal abnor-
mality does not pass from father to child. But if any family has a history of renal
abnormality in their family, it can affect multiple generations[1]. There are different
types of renal abnormality, but some are discussed bellow:

Chronic kidney disease - is formed when the kidney has been damaged for more
than three months and the patients have a hard time doing all the work. This dis-
ease starts to develop in a very slow process with some minor symptoms like urine



like foam, appetite loss, going to pee more often or less than normal cases, and itchy
skins. Some patients live with chronic kidney disease without any types of symp-
toms until the disease develops to advanced stages. Chronic Kidney Disease(CKD)
has 5 stages identified by the eGFR. In the last stage of CKD, the kidney totally
fails and the patient needs to go through the dialysis process.

Renal Hydronephrosis - is a type of disease which develops due to problems
with urination and gathering inside the kidney. Some symptoms might show up like
urine with blood, painful urination, low urination, etc. Hydronephrosis refers to
dilation of the urinary tract which blocks the urine to flow to the bladder from the
kidney. When one kidney gets affected then it is called unilateral hydronephrosis and
when both kidneys get affected then that is called bilateral hydronephrosis, if both
kidneys get affection, it can lead to kidney functionality loss and even kidney failure.

Glomerulonephritis - is a disease which develops when the glomerulus gets dam-
aged. Glomerulus is a part of kidney which helps to filter out toxic, excess fluid
from the body. Due to glomerulonephritis, toxic fluid and wastes can not be filtered
out, rather it gathers up in the kidney and the kidney swells up. Some symptoms
can be seen like, foamy urine and color of the urine become pink, the face of the
patient swells up and blood pressure rises.

Figure 1.1: Glomerulonephritis Figure 1.2: Normal Image

Kidney stones - is a form of hard stone like material which develops due to ex-
cess deposit of salt and minerals inside the kidney. Kidney stone does not do any
permanent damage to the kidney but it can create problems in urination due to
the crystals sticking together and it can damage the urinary tract from kidney to
bladder.

Kidney cancer - The malignant cell or abnormal growth of cells that forms in
these tubules is commonly called renal cancer or kidney cancer [19]. The malignant
cells form due to mutation of DNA in between cells. However, the cells develop and
spread rapidly so that cells can break free and affect other cells of different parts of
the body. Most of the cells of the bones and lungs are mostly affected. There is no
specific reason why these malignant cells are formed in renal tubules, but doctors
researched some of the causes of renal cancer. If someone has a bad habit of chain
smoking, then he has a lot of risk for renal cancer. It depends on how much one
smokes. If someone is a non-smoker, the risk is reduced a lot. Patients with obesity



or HBP are at the highest possibility of having renal cancer. If any patient is already
suffering from kidney failure and going through regular dialysis has a possibility of
renal cancer.

Figure 1.3: Cancer Cell Figure 1.4: Normal Image

Lupus Nephritis - is a type of kidney disease which develops due to SLE or lupus.
SLE is a type of disorder of the immune system in which a patient’s immune system
attacks its own cell and organ. More than 90% of the cases of SLE are of women
and children. The lupus nephritis gets worse over time and leads to kidney failure.

Figure 1.5: Lupus Nephritis Figure 1.6: Normal Image

Polycystic Kidney Disease - is a form of CKD which gradually reduces the func-
tionality of the kidney and leads to kidney failure. PKD can also develop from other
diseases like HBP, liver cysts, narrowing of blood vessels, etc. The symptoms are
similar to other renal diseases, like, blood in urine, swelled up kidney.

Kidney Cysts - is formed around and inside the kidney like a pouch full of fluid.
Kidney cysts can form due to any abnormality in the kidney. These cysts rarely
cause problems to the kidney and do not convert to cancer. The kidney cysts are
like simply cysts formed on the body or inside the body.



1.3 Diagnosis & Treatment

As there are a lot of identified signs or symptoms of renal abnormality. Still, it
is difficult to locate kidney-related diseases firsthand. But doctors initially men-
tioned some problems that most patients face like unexplained weight loss, nausea,
malaise, vomiting, loss of appetite, pain in the backside, and high fever. In clinical
manifestations, the tumor or stones grow enough and spread enough to physically
obstruct the urinary flow which will make critical conditions in the ureter. To avoid
progression to severe kidney damage, early identification and management of renal
abnormalities are very crucial.

Diagnostic approaches include blood tests to assess renal function, and imaging
studies to figure out underlying pathology. However, kidney diseases can be diag-
nosed through lab studies, imaging tests, and renal biopsy. In a lab test, Complete
Blood Count (CBC), Kidney Function Tests, and Urinalysis are conducted. In an
imaging test, Pelvic or Abdominal CT scans, MRI scans, Renal Ultrasound, KUB
(Kidney, Ureter & Bladder X-ray), and radiomics are conducted by which stage
tumors or stones or cancer can be classified[19]. However, deep residual learning
has been presented forth in recent years to identify kidney abnormality by image
identification.

Once suspicious parts are identified, a renal biopsy is performed and confirms the
diagnosis. When small localized tumors or kidney stones are diagnosed, surgery
takes place to remove the affected part which is known as a partial nephrectomy.
When a large place is affected, a patient has to go through a radical nephrectomy in
which the whole kidney may be removed or nearby lymph nodes are removed and
chemotherapy and radiation therapy to terminate the cancer cells.

1.4 Statistics of Renal Abnormality

About 85 million people in the world are suffering from various types of kidney
diseases. Every year 2.4 million people die of chronic kidney disease. On the other
hand, about 1.3 million people suffer from sudden renal abnormality every year.
Out of these, about 1.7 million patients die prematurely. Chronic kidney disease in
the elderly is a hot topic these days. But there is no public awareness about this.
The number of people suffering from some kind of kidney disease in Bangladesh is
38 millions. 40 to 50 thousand people suffer from kidney failure resulting continuous
dialysis for surviving.

According to a report of WHO, Professor Dr. MA Samad said, by 2040, nearly
5 million kidney failure patients will die due to lack of treatment. At present, more
than 850 million people are suffering from chronic kidney disease. The sad truth
is that 750 million of these patients are unaware that malignant kidney disease is
silently destroying their kidneys. 1.3 million people suffer from sudden kidney fail-
ure every year, 85% of them in developing countries like Bangladesh. According to
various studies, the rate of chronic kidney disease among adults in Bangladesh is
16%-18%. In the United States, more than 5 hundred thousand people are affected
by renal diseases.



1.5 Problem Statement

The present modern era has brought many scientific successes in the field of medicine.
Now people do not have to die for lack of treatment and no one has to suffer. Al-
though, in this scientific age, there are still some diseases, for which treatment
and cure have yet to be wholly found. Only early detection and treatment of life-
threatening illnesses can preserve a person’s life. Renal disease, encompassing a
variety of kidney conditions, is a significant health issue worldwide. Chronic kid-
ney disease (CKD), the most prevalent form of renal disease, affects approximately
10% of the global population. This disease often progresses silently, making early
detection challenging but vital for effective treatment. In 2020, kidney disease was
responsible for a substantial number of health complications and fatalities globally.
In the United States alone, it was anticipated that over 43 million people would be
affected by CKD, with the mortality rate from this condition remaining a serious
concern.

Globally, renal disease contributes to a significant number of deaths each year. For
instance, the 5H-year survival rate for patients diagnosed with early-stage kidney
disease is significantly higher compared to those whose disease has spread to adja-
cent tissues or organs. While these statistics provide valuable insights into trends
and outcomes, they are estimates and cannot predict individual prognoses with cer-
tainty. These figures illustrate patterns observed in the population of patients who
have been diagnosed with renal disease at various stages. By leveraging advanced
techniques such as deep learning and machine learning, there is potential to improve
the early detection and management of renal disease, ultimately benefiting patient
outcomes and quality of life.

1.6 Research Objectives

Every year more than 1500 cases are found in Bangladesh and more than 1000 death
cases of renal disease. As the detection and diagnosis of kidney diseases are difficult
at the early stage, they can not be detected and the death rate and new case rates
are increasing. If we can detect these diseases at an early stage, then it will allow
for timely treatment that can prevent severe outcomes. However, kidney disease is
hard to deal with at the last stage, which can result in kidney transplantation. If
renal disease can be detected much earlier, small surgeries can save someone’s life.
However, the current diagnostic tests in Bangladesh are costly and time-consuming,
which most of the patients cannot afford. That is the reason, the death rate is high
for kidney disease patients. Moreover, Every year diseases are mutating into more
powerful diseases but we are lagging behind in our medical treatment and health-
care. Our technologies for medical science are not capable of detecting diseases at an
early stage. Therefore, some early adjustments should be made to testing processes,
spreading awareness of the value of early detection, and ease of access to medical
treatments. Besides, research is concentrated on creating more effective diagnostic
techniques to identify kidney abnormalities in their earliest stages.

This research focuses on improving the diagnostic framework for kidney abnormality
using advanced deep-learning techniques. Specifically, we aim to develop and evalu-



ate a convolutional Neural Network (CNN) and transformer-based architecture for
classifying renal abnormality from CT scan images. Our objectives are:

1.

To design and implement a CNN-based model using topologies like ResNet50,
InceptionResnetV2, Inceptionv3, and VGG16 and assess their performance.

To propose and develop a transformer-based model for the same task and
compare its performance with CNN-based models.

To employ data augmentation techniques and precise hyperparameter tuning,
including learning rate, batch size, dropout rate, and regularization strength,
to optimize models.

Collecting and pre-processing a normal and abnormal kidney image’s hybrid
dataset.

Conducting a complete evaluation of the models, assuring periodic assessments
to meet our purposes effectively.

This research targets to create an authentic, automated diagnostic tool for medical
professionals to enhance initial identification of kidney abnormalities.



Chapter 2

Literature Review

Abnormality classification has gained a lot of interest from researchers in the com-
puter vision field as a critical challenge in digital pathology investigation. Recently,
a number of CNN-based models for various abnormality of various organs, such as
breast [15], lung [14], and kidney [21], have been developed. The main goal of these
models is to categorize these diseases into subgroups based on histological charac-
teristics that CNN can readily extract, such as tumor architecture.

2.1 Clinical Process

lodine mapping and dual-energy CT were utilized by Mileto et al. [6] to help radi-
ologists distinguish clear cell renal cell carcinoma (ccRCC) from papillary renal cell
carcinoma (pRCC) visually. Using color-coded iodine maps, five readers who were
blind to the pathological diagnosis independently assessed each case’s lesion iodine
concentration. To determine the best threshold for separating clear cells from pap-
illary renal cell cancer, the researchers used receiver operating characteristic curve
analysis. Leave-one-out cross-validation was used to confirm the correctness of the
results. An intraclass correlation coefficient helped to find the inter-observer agree-
ment. Investigators looked at the relationship between tumor iodine content and
tumor grade. Tumor iodine concentrations of 0.9 mg/mL were found to be the ideal
threshold for differentiating between ccRCC and pRCC, with the following findings:
sensitivity of 98.2%, specificity of 86.3%, a predictive value of 95.8%, the negative
predictive value of 93.7%, and overall accuracy of 95.3% with an area under the curve
of 0.923. The measured tumor iodine content was found to be very well agreed upon
by the five readers (intraclass correlation coefficient, 0.9990). A strong relationship
between tumor iodine content and tumor grade was discovered for both clear cell
and malignant tumors. The high-throughput extraction of many picture character-
istics from radiographic images is known as radiomics. It has been suggested to use
radiomics to extract quantitative information from radiographic pictures and create
models that link image aspects to outcomes [2]. As solid cancers are diverse in both
time and space. This restricts the use of expensive biopsy-based molecular tests
but opens up a world of possibilities for medical imaging that can non-invasively
capture intra-tumoral heterogeneity. Some radiomics models have been put out in
recent years to categorize kidney abnormality.



2.2 Machine Learning Algorithms

In an earlier study on the classification of renal cancer subtypes, Kocaka et al. [17]
used SVM and ANN to classify the subtypes of renal cancer. Three radiologists
performed a reproducibility study as the initial step in feature selection, followed
by a wrapper-based classifier-specific method. The model was optimized and fea-
tures were chosen using layered cross-validation. Artificial Neural Networks (ANN)
and Support Vector Machines were the main classifiers (SVM). To enhance gener-
alizability performance, base classifiers were additionally merged with three addi-
tional methods. The following categories were used for classification: (i) clear cell
RCC (cc-RCC) vs papillary cell RCC (pc-RCC) versus chromophobe cell RCC; and
(i) non-clear cell RCC (non-cc-RCC) versus clear cell RCC (cc-RCC) (che-RCC).
The Matthews correlation coefficient served as the primary performance parameter
for comparisons (MCC). The best method for differentiating non-cc-RCCs from cc-
RCCs using corticomedullary phase pictures was an ANN with an adaptive boosting
algorithm (MCC = 0.728), which had external validation accuracy, sensitivity, and
specificity of 84.6%, 69.2%, and 100%, respectively. However, the effectiveness of
QCT-TA is pretty subpar when it comes to differentiating the three main subtypes.
For differentiating pc-RCC from other RCC subtypes, the SVM with bagging algo-
rithm performed best (MCC = 0.804), with accuracy, sensitivity, and specificity for
external validation of 69.2%, 71.4%, and 100%, respectively [25].

Texture analysis was utilized by Hodgdon et al. [9] to distinguish angiomyolipoma
(AMLs) from renal cell cancer (RCC). The DeLong approach helped to differentiate
a receiver operating characteristic curve’s regions under(AUC) between subjective
heterogeneity evaluations and textural attributes. An AUC of 0.89 was obtained
using a model that used many texture characteristics. SVM accuracy for textural
characteristics varied from 83% to 91% on average (10-fold cross-validation).

A random forest was used by Raman et al. [7] to forecast the pathophysiology of
kidney malignancies. External validation of the model was performed on a different
group of 19 unidentified cases. Oncocytomas and clear cell RCCs were properly
classified by the random forest model in 89% (sensitivity = 89%, specificity = 99%)
and 91% (sensitivity = 91%, specificity = 97%) of the cases, respectively.

To distinguish between several kinds of tiny renal tumors, Feng et al. [16] used
quantitative texture analysis based on machine learning on CT images. However,
the characteristics used in these investigations, such as their form, intensity, texture,
and wavelet textures, were specifically developed or made by hand [3]. In preoper-
ative three-phase CT scans, texture characteristics were manually segmented from
the biggest tumorous areas of interest (ROIs). A preliminary selection of char-
acteristics was made using the Mann-Whitney U test and inter-observer reliability.
Then, using support vector machines with recursive feature elimination (SVM-RFE)
and the synthetic minority oversampling method (SMOTE), discriminative classi-
fiers were created, and their performance was assessed. The SVM-RFE4+SMOTE
classifier showed the best performance by differentiating between microscopic an-
giomyolipoma without visible fat (AMLwvf) and RCC with the highest accuracy,
sensitivity, specificity, and AUC of 93.9%, 87.8%, 100%, and 0.955, respectively.
The potential of radiomics may be limited as a result of the selection of these low-
throughput traits based on the professional knowledge of radiologists.



In the classification of kidney diseases, a variety of deep-learning techniques are
used. In the paper [12], They begin by using the median filter, Gaussian filter, and
un-sharp masking to improve the image. To analyze kidney stone images, they first
employed morphological procedures including erosion and dilation. Then, to deter-
mine the region of interest, they used entropy-based segmentation. For both the
original picture and the segmented image, they computed many metrics, including
the standard deviation, entropy, thresholding, energy, and homogeneity. Finally,
they used KNN and SVM classification approaches. Subsequently, The K-nearest
neighbor (KNN) classifier and principal component analysis (PCA) are used to ex-
tract information from the pictures. They proposed two types of classification here.
KNN was found to be 89% accurate, whereas SVM was shown to be 84% accurate.

2.3 Convolutional Neural Networks

Convolutional neural networks (CNNs) have recently made significant advances in
computer vision capabilities as a result of the introduction of graphics processing
units and massive training datasets [5]. A CNN may automatically extract high-
throughput features and forgo the laborious artificial feature extraction method
when a sizable training dataset is provided [4]. CNN has performed admirably in
the medical domains.

By using 2000 dermatological photos and the associated pathological findings to
train a CNN model, Esteva et al. [11] were able to differentiate between benign and
malignant skin malignancies utilizing only the inputs of pixels and disease labels.
By contrasting the results of the procedure with those reached by 21 board-certified
dermatologists, the method’s effectiveness was evaluated. The dermatologists con-
centrated on two crucial categorization tasks: identifying keratino cyte carcinomas
from benign seborrheic keratoses and separating malignant melanomas from benign
cell. They combined biopsy data with photos that had been clinically verified. The
outcomes showed that some convolutional neural networks (CNNs) are capable of
classifying skin cancer with a degree of accuracy comparable to dermatologists. On
each task, the CNN fared just as well as the tested pros.

Additionally, Arevalo et al. [8] used a CNN to categorize mammography mass
lesions. They employed a hybrid strategy in which the representation was super-
vised and learned using CNNs. In other words, they directed the feature learning
process using the annotations and had outstanding results with values ranging from
79.9% to 86.0% as measured by the ROC and AUC curve. Feature learning for
mammography mass lesions using convolutional neural networks is evaluated here
before being fed to a classification step. It has not yet been thoroughly investigated
if such a method may help distinguish properly between benign and malignant kid-
ney abnormality based on CT scans.

This study [23] uses convolutional neural networks and other machine learning tech-
niques to categorize individuals as either healthy or patients based on the presence
or absence of kidney stones in medical photographs (CNN). The automated cate-
gorization of B-mode renal ultrasound pictures is suggested in this study [22] and
is based on a group of deep neural networks (DNNs) that use transfer learning.
The quality selection in ultrasound pictures is based on the perception-based im-
age quality assessor score, and speckle noise often affects the images. The support



vector machine is used for classification after the pre-trained DNN models extract
features from three different datasets. The majority voting method is used with
multiple pre-trained DNNs, including ResNet-101, ShuffleNet, and MobileNet-v2, to
produce final recommendations. By combining the predictions from several DNNs,
the ensemble model outperforms the individual models in classification[26]. When
contrasted with traditional and DNN-based categorization approaches, the given
method clearly demonstrated its advantages. The established ensemble model di-
vides the normal, cyst, stone, and tumor classes for the kidney ultrasound pictures.
The authors achieved the maximum accuracy of 95.58% using ultrasound pictures
there for the categorization challenge.

In order to reliably and quantitatively detect chronic kidney illnesses, this research
[24] concentrated on using deep learning techniques for the division of CT images.
First, renal cysts in CT images were automatically segmented using the residual
dual-attention module (RDA module). As research participants, 79 individuals
with renal cysts were chosen, of whom 52 instances served as the training group
and 27 cases served as the test group. The segmentation results for the test group
were evaluated using the Dice similarity coefficient, recall, and precision (DSC).
The experimental results demonstrated that the RDA-UNET model’s loss function
value quickly converged and declined, Additionally, the segmentation outcomes of
the study’s model were nearly identical to those of hand labeling, confirming the
model’s high level of picture segmentation accuracy as well as its capacity to pre-
cisely segment the kidney’s shape. By obtaining 96.25% DSC, 96.34% precision, and
96.88% recall for the left kidney and 94.22% DSC, 95.34% precision, and 94.61%
recall for the right kidney, the RDA-UNET model beat earlier methods. The results
showed that the algorithm model utilized in this study outscored other algorithms
in each assessment index. The authors in [18] suggested a lesion identification al-
gorithm based on morphological cascaded convolutional neural networks that use
multiple intersections over union (IOU) thresholds (CNNs). To improve the de-
tection of small lesions (1-5 mm) and boost network stability, we proposed two
morphological convolution layers, updated feature pyramid networks (FPNs), and
four IOU threshold cascade RCNNs. PyTorch was used to train the modified CNN
for this lesion detection task. The research was done using DeepLesion kidney CT
pictures supplied by hospital picture archiving and sharing systems (PACSs). The
findings showed that our suggested detector is an excellent tool for detecting lesions
in CT and outperformed the dataset, with our technique achieving an AP of 0.840
and AUC of 0.871.

In [13], the scientists built a fully automated system for detecting renal cysts that
are backed by reliable kidney segmentation done by a fully convolutional neural net-
work. Initial candidates for cysts are provided by an integrated 3D fluid and kidney
distance map around them. The final step is to classify the candidate’s status as
cysts or non-cyst objects as a second convolutional neural network. 52 abdomen
CT images with more than 70 cysts that were randomly picked from a genuine
radiological workflow and annotated by a skilled radiologist were used to evaluate
performance. at the time When the minimum cyst diameter was set to 10 mm, the
system detected 59/70 cysts with a true-positive rate of 84.3% and an average of
1.6 false positives per case.
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2.4 Transformer Based Approach

In the study [27] , Nazmul et al. , aimed to develop an Al-based diagnostic system
for kidney diseases, focusing on kidney stones, cysts, and tumors. Using a dataset of
12,446 CT images, six machine learning models were evaluated: three based on Vi-
sion transformer (EANet, CCT, and Swin transformers) and three on deep learning
models (ResNet, VGG16, and Inception v3). Among these, the Swin transformer
achieved the highest accuracy of 99.30%, outperforming all other models in terms
of F1 score, precision, and recall. Additionally, it was the quickest to train. VGG16
also showed superior performance compared to ResNet50 and Inceptionv3 in moni-
toring anatomical abnormalities.

Yang et al. [29], in his paper proposed a Transformer-based learning algorithm to
upgrad the diagnostic accuracy of grading clear cell renal cell carcinoma (ccRCC)
using CT images. Experiments were conducted on a dataset of 759 patients, and
the model’s performance was evaluated using average classification accuracy, sen-
sitivity, specificity, and Area Under Curve (AUC). The transformer based model
outperformed traditional CNNs, achieving a mean accuracy of 87.1%, sensitivity of
91.35, specificity of 85.3%, and an AUC of 90.3%. The integrated model, which
combined different training models, showed further improvement with an accuracy
of 86.5% and an AUC of 91.2%. The result indicate that the Transformer-based net-
work is more effective than traditional deep learning algorithms for ccRCC grading,
and it demonstrates robustness in handling noise in CT images, suggesting potential
applications in other tasks.

Kushol ei al., in his study [28] introduces a Vision Transformer based approach which
will automatically detect Alzheimer’s disease (AD) from healthy controls using MRI
data. The model leverages both frequency and image domain features, incorporat-
ing coronal 2D slices pre-trained on ImageNet, and applied majority voting for final
classification. Evaluated on the ADNI dataset, the proposed method shows superior
performance in compare to state-of-the-art techniques. Specifically, it achieves an
accuracy (ACC) of 0.882, sensitivity (SEN) of 0.956, and specificity (SPE) of 0.774,
outperforming popular CNN-based models and other advanced methods in terms
of ACC and SEN while ranking second in SPE. The robustness of the approach is
further validated by attention maps highlighting crucial regions near the hippocam-
pus. An ablation study confirms the efficacy of fusing frequency and image domain
features, showing significant accuracy improvement with the proposed architecture.

From the above studies we can see, CNN and Transformer-based approaches have
outperformed in classifying diseases in medical images, surpassing traditional ML
models. In Esteva et al’s [11] work CNN has proven efficacy in identifying skin
and kidney diseases. Transformers, like those in Nazmul et al’s [27] study showed
99.30% accuracy in renal diseases. Despite their triumph, these studies often focus
on specific abnormality or imaging types, leaving gaps. Our research focuses to
build a comprehensive diagnostic system utilizing CNN and transformer strengths
to address these limitations.
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Citations | Used Models Dataset Details | Best Perform-
ing Model
[15] - [21] | CNN Based & | Various Or- | -
Transformer gans(Breast,
Based Models Lung, Kidney)
6] ROC Curve Anal- | Todine  Mapping | -
ysis & Dual Energy
CT for ccRCC wvs.
pRCC
[17] SVM, ANN with | Radiologists’ ANN with Adap-
Adaptive Boost- | reproducibility tive Boosting
ing work & classifier | (MCC 0.728)
specific ~ wrapper
technique
9] Texture Analysis, | Texture features | SVM  (Accuracy:
SVM for differentiating | 83% - 91%)
AML from RCC
[7] Random Forest Pathophysiology | Random  Forest
prediction of kid- | (Accuracy: 91%)
ney malignancies
[16] SVM-RFE, Quantitative tex- | SVM-RFE  with
SMOTE ture analysis on | SMOTE  (Accu-
CT scan images racy: 93.9%)
3] Machine Learning | Various studies -
Algorithms
[12] KNN, SVM Gaussian Filters, | KNN  (Accuracy:
Median, un-sharp | 89%)
Masking, Morpho-
logical techniques
5] - [4] CNN Medical Domains | -
[11] CNN 2000 Dermatologi- | CNN(Perfor-
cal Images mance as good as
Dermatologists)
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8] CNN, Hybrid Ap- | Mammography Hybrid CNN

proach Mass Lesions (ROC and AUC:
79.9% - 86%)

23] - [22] | CNN, Ensemble | B-mode Kidney | Ensemble DNNs
Neural Net- | Ultrasound Im- | (Accuracy:
work(DNNs) ages 95.58%)

[24] Deep Learn- | CT scan Images | RDA-UNET
ing(RDA-UNET) | for Chronic Kid- | (DSC:  96.25%,

ney Diseases 94.22%)

[18] Morphological Deep-Lesion Re- | CNN (AP: 0.84,
Cascaded CNNs | nal CT scan Im- | AUC: 87.1%)

ages

[18] Fully Automated | 52 Abdomen CT | CNN (True-
System with | scan Images with | positive Rate:
CNN 70 Cysts 84.3%)

27] Vision Trans- | 12,446 CT scan | Vision Trans-
former, ResNet, | Images former (Accu-
VGG16, Incep- racy: 99.30%)
tionV3

[29] Transformer 759 Patients | Transformer (Ac-

with  CT  scan | curacy: 87.1%)
Images for Renal

Cell Carci-

noma(ccRCC)

28] Vision Trans- | MRI Data from | Vision Trans-
former ADNI Dataset for | former (Accu-

Alzheimer’s Dis-

case

racy: 88.2%)

Table 2.1: Summarizing of Literature Review
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Chapter 3

Background Studies

3.1 Convolutional Neural Network

Convolutional Neural Networks (CNN) are a class of deep learning models particu-
larly effective for analyzing visual data. They excel at identifying patterns in images,
such as objects and categories, and can also be effective for classifying audio, time-
series, and signal data.

CNN consists of an input layer, an output layer, and multiple layers. Each hidden
layer detects different features of an images by applying filters. Initially, these may
identify simple features like edges, but as layers progress, they capture increasingly
complex patterns unique to the object. Convolutional layers apply filters to input
images to active certain features. Activation (ReLu) layers speed up and improve
training by mapping negative values to zero and retaining positive values. Pooling
layers reduce the dimensionality of feature maps through nonlinear down-sampling,
simplifying the output and reducing the number of learnable parameters.

Figure 3.1: Convolutional Neural Network

This component repeated across many layers, each learning to identify various fea-
tures. CNN use shared weights and biases across all neurons in a layer, meaning
each neuron detects the same feature in different regions of the image.
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3.1.1 ResNet50

ResNet50 is a variant of the Resnet model. ResNet, particularly the ResNet50,
addresses the vanishing gradient problem in deep learning neural networks, which
occurs when gradients become extremely small during back propagation, hindering
the training of earlier layers. The problem is mitigated using residual networks,
which employs skip connection. This allows the network to bypass certain layers.
Skip connection, represented by

Y=FX)+X

allows the network to learn residual function F(X) that approach zero, making Y
approximately equal to X.

Figure 3.2: ResNet50 Architecture

In Residual block the calculation follows:
Y=FX)+X

where F(x) is the convolutional operations. ResNet50 architecture consists of 50
layers, structured as follows: 1 + 9 + 12 + 18 + 9 4+1 = 50 layers. It includes
48 convolutional layers, along with 1 MaxPooling and 1 average pooling layer. In
First layer: Filter size: 7 x 7, Filters =64, Stride= 2, Padding= 3. Output Size
Calculation:

n+2p— f 300 +23 — 7
=

With MaxPooling 3x3 stride 2 and padding 1 the image size reduces to 75 x 75.

)+ 1 =150 x 150 x 64

3.1.2 InceptionResNetV2

InceptionResNetV2 is a deep convolutional neural network architecture that com-
bines the strengths of Inception networks and Residual networks (ResNets). This
hybrid model integrates the efficient filter concatenation approach of inception mod-
ules with the identity mapping of residuals connections. InceptionResNetV2 archi-
tecture consists of stem module, InceptionResNet modules with continues from A to
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C which are the core building blocks of the network, Reduction modules and Final
layers. Stem process the initial input image. It involves a series of convolutional and
pooling layers.The final layers often include average pooling, dropout, and a fully
connected layer to produce the final classification.

Figure 3.3: InceptionResNetV2 Architecture

The essence of the residual connection can be described by the following equation:
y=Fx,W;)+x

Here, x is the input to the residual block, y is the output of it. An Inception module’s
output is a concatenation of several convolutional operations:

y = concat(Convy, Conuvy, ..., Conuvy,)

InceptionResNetV2 leverages the multi-scale processing with the identity mappings
of residual connections.

3.1.3 InceptionV3

InceptionV3 is a deep convolutional neural networks designed for image classifica-
tion tasks. It is a successor to the InceptionV1 and InceptionV2 models, which was
developed by Google.

Inception usually improves upon its predecessors by optimizing cost without com-
promising performance and making it suitable for practical implementation. The
architecture of InceptionV3 is built on some concept: Factorization into smaller con-
volutions, asymmetric convolutions, auxiliary classifiers, reduction of grid size and
batch normalization. The convolutional operation equation:

Y[i,j, k] =Y X[i+m,j+n,1] x Wlm,n,1,k

m,n,l

Here Y is the output feature map, X is the input, W is the convolution filter , and
i,j,k,mm,l are the spatial channel indices.
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Figure 3.4: InceptionV3 Architecture

3.1.4 VGG16

The VGG16 model is a deep convolutional neural network (CNN) known for its
simplicity and effectiveness. It’s made of 16 layers, including 13 convolutional layers
and 3 fully connected layers, which makes it capable of learning complex topological
representations for image classification. The architecture features sequential stacks
of convolutional layers followed by max-pooling layers, with increasing depth.

Figure 3.5: VGG16 Architecture

In the ImageNet Large Scale Visual Recognition Challenge (ILSVRC), VGG16 got
remarkable performance, ensuring a top-5 classification accuracy of 92.7% and show-
ing best result in both classification and localization tasks. The VGG16 model pro-
cess input image size of 224x224x3 and give a probability vector of 1000 class as
output.The softmax function that is used to calculate the output vector:

e

b >

Where y; is the predicted probability for class i, and z; is input score of i class.
VGG16 adds two or three convolutional layers per block and each layer is followed
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by max-pooling. With fully connected final result leads to softmax output. Despite
of simpleness, it is widely used for its robustness.

3.2 Transformer Based Models

Transformer models take input data through layers and process with self-attention
mechanisms and feedforward neural networks. Firstly input embeddings and posi-
tional encoding to capture positional and semantic information. The given data is
passed through multi head attention and feedforward layers, along with normaliza-
tion of layers. After refining the multiple layer, an output layer is generated.

3.2.1 Vision Transformer (ViT)

The Vision Transformer is first produced in the paper [20] ”An Image is Worth 16x16
words” by Dosovitskiy et al., shows that an transformer model can be well trained
on ImageNet for classifying without depending on convolutional neural networks. In
the study, it is demonstrated that the model with achieve excellent result if a pure
Transformer is applied directly to sequences of image patches.

3.3 Evaluation Metrics

For assessing the performance of any model evaluation matrices are very important
[10]. They give insights on how well the model is performing. It makes easier to
understand it effectiveness.

3.3.1 Accuracy

In the test set accuracy calculates the ratio of predicted instance with the total
number of instances. We can get overall models predicted performance from the

accuracy.
Number of correct prediction

Accuracy =
Y Total number of prediction

3.3.2 Precision

The ratio of correctly predicted positive instances to the number of predicted in-
stances is calculated by precision. The accuracy of the positive predictions made by
the model can be seen from precision.

True Positives

Precision = — —
True positive + False positives

3.3.3 Recall

Recall, also known as sensitivity, calculates the ratio of correctly predicted positive
instance with the total number of actual positives. Its shows that if the model could
identify all the relevant instances.

True Positives

Recall =
ced True Positive + False Negatives
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3.3.4 F1 Score

The harmonic mean of precision and recall is F1 score. F1 score give a single matrix
which balance recall and precision. It is specially useful in datasets that are not

balanced.
Precision X Recall

Fl1=2x
Precision + Recall

Models overall performance is showed by these matrices collectively. Which high-
lights the area of improvement.

3.4 Description Of The Data

The Hybrid dataset we have utilized in this paper is composed of a collection of
Abnormal CT scan renal images which is a Novel dataset prepared with the help of
the Kidney Foundation Hospital & Research Institute and Normal CT scan images
from Kaggle. The dataset is built specifically to facilitate the detection of kidney
abnormalities using CNN and transformer-based models. Our dataset comprises two
distinct classes: normal kidney images and abnormal kidney images.

3.4.1 Abnormal Dataset

We collected abnormal kidney images from the Kidney Foundation Hospital & Re-
search Institute, Dhaka, Bangladesh. The abnormal images were 3D CT scan files
of the whole abdomen and lower abdomen later processed in the pre-processing
part. The images were produced during our affiliation with the Kidney Foundation
Hospital & Research Institute from June 2023 to January 2024. The images were
produced and collected following the 1946 Helsinki Declaration ethical standards,
hence human participants were informed consent from all the patients was obtained
during the whole collection procedure, and personal details of each individual were
secured and protected. These image data encompass a diverse range of kidney im-
ages collected from patients representing various kidney abnormalities. The data
were collected with informed consent and ethical approval in mind. Patient privacy
was strictly maintained, and the whole process was done under the supervision of
regulatory compliance. This Abnormal class of the dataset is a fully Novel dataset.

3.4.2 Normal Dataset

The images belonging to the Normal class utilized in our hybrid dataset were
sourced, especially from the “Kidney Cancer Image” dataset on the popular ma-
chine learning dataset website Kaggle. This publicly available dataset on Kaggle
contains CT scan images of normal kidney. These images were collected because
they provide a comprehensive representation of healthy renal kidney CT scan im-
ages, the healthy renal anatomy represented by these images serves as a crucial
reference point for distinguishing normal kidney images from pathological findings
of abnormal kidney images. Moreover, this class of the dataset represents a diverse
variety of normal kidney CT scan images taken under several different conditions,
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this ensures a diverse and robust set of examples that can be used to train, validate,
and test machine learning classification models.

. Normal Image

35000
. Abnormal Image
30000
25000
20000
15000
10000
0
Training Validation Test
Figure 3.6: Graph of Dataset
Type Training Test Patch Validation
Patch Patch
Label 0 34444 7381 7381
Label 1 34444 7381 7381
Total 68888 14762 14762

Table 3.1: Proposed Dataset Label Distribution




Chapter 4

Proposed Methodology

4.1 Methodology

Many pre-trained and custom have been used for classifying the binary labeled im-
age. Among them, vision transformers (ViT) are a type of neural network architec-
ture that is a transformer-based neural network and were developed by Google back
in 2017 and were mostly applied for NLP. However, in this present era, it has been
proven to be quite effective in computer vision applications, especially in object de-
tection and image segmentation. To use a vision transformer for renal abnormality
image classification we need to follow some necessary steps. These steps or tech-
niques are crucial to train the model well and ensure the expected outcome from our
model. ResNet152 is used to make the training of deep networks significantly easier
than usual neural networks. These residual networks have shown that they are not
that difficult to enhance. On the other hand, ResNet50 is also a deep neural residual
network that is known for its depth and efficiency in image classification tasks. This
residual network works on 50 layers deep and trained on large datasets and achieves
the desired outputs. Inception V3 is a convolutional neural network that makes
several improvements to label information down the network. This model has high
efficiency and a deeper network compared to other models. VGG16 is usually used
for object detection and classification algorithms. This neural network works on 16
layers that have weights and huge hyper parameters. In a comparison to VGG16,
both are the advanced versions of each model. However, the accuracy and better
working between them depends on the dataset on what both models are working
on. InceptionResNetV2 is a convolutional neural architecture that works on residual
connections to improve its performance. It has maintained its effectiveness in image
processing and pattern recognition along with low-cost maintenance.

4.2 Data Pre-processing

4.2.1 Pre-processing

During the data pre-processing phase, a series of crucial procedures were performed
to ensure that the kidney computed tomography(CT) scan images were appropri-
ately used to build the Hybrid Dataset that would represent real-world data.
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Figure 4.1: Work Plan

Data Collection

The used image dataset is a binary class dataset containing normal images of the kid-
ney and abnormal images of the kidney. The dataset of abnormal images is collected
from the Kidney Foundation Hospital & Research Institute, Dhaka, Bangladesh.
The abnormal images were 3D CT scan files of the whole abdomen and lower ab-
domen later processed in the pre-processing part. All the images were collected
from the patients of Kidney Foundation Hospital & Research Institute. The images
were produced during our affiliation with Kidney Foundation Hospital and Research
Institute from 15 June 2023 to January 2024. The images were produced by follow-
ing the 1964 Helsinki Declaration ethical standards, hence human participants were
informed consent from all the patients was obtained during the period of the whole
experiment and the personal details of each individual were secured and protected.

Data Conversion

Firstly, the DICOM files were converted to JPG format as our models used pixel-
to-figure patterns of images, the converted JPG images were later used to build
the Hybrid Dataset. The following Python libraries were necessary to translate the
DICOM files of 3D CT Scan image to usable JPG image files: pydicom, PIL, glob,
and OS. MicroDicom software was also used to explore and study the DICOM files
and convert them to JPG image files.
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Figure 4.2: Normal Abnormal Image of Dataset

Selection of Kidney Images

The upper process of converting the DICOM field to JPG files produced many
unnecessary images created during the CT scan process. To ensure that our hybrid
dataset contained only renal images, we had to identify and select only renal images
out of all the images produced in the previous process. Medical professionals were
present to supervise our renal image selection.

Figure 4.3: Data Collection
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4.2.2 Data Augmentation

In the field of medical image data, more precisely in the field of renal CT scan
data, machine learning, and deep learning have significantly improved diagnosis and
treatment frameworks. However, the capabilities of these machine learning models
heavily rely on the quality and volume of the dataset used to train and evaluate
them. Specific data augmentation methods are necessary to optimize the dataset
and fine-tune the machine learning models to ensure that the models can deliver
high performance and reliability while handling real-world CT scan images.

Limited data availability

The hybrid dataset used in this paper consists of two classes: the abnormal class
and the normal class. The abnormal class of this dataset is novel, as it was built
using a novel dataset approach by collecting data from Kidney Foundation Hospital
& Research Institute, The normal class was built using data collected from a pub-
licly available online dataset from Kaggle. The number of data collected from two
different sources was not precisely the same. Hence, it was necessary to go through
data augmentation to build an acceptable Hybrid dataset for our research work.

Improved model performance

Overfitting of machine learning classifier models is reduced by exposing the model
to a variety of image data, data augmentation prevents the models from learning
unnecessary patterns. Data augmentation is also necessary to stimulate the varia-
tions of the dataset so that robust real-world capable models can be built using the
datasets, as Medical images like renal CT scan images can exhibit considerable vari-
ability due to the variations in patient anatomies, CT scanning procedure method
and the noise produced while producing CT scan images.

Data augmentation method

We have used the following data augmentation technique to improve the variety and
reliability of our renal CT scan hybrid dataset so that the dataset is representative
of real-world data.

» Rotation: To simulate various orientations of renal images during the CT
scanning process, a rotation of 10 degrees was used. Wide shift range: The
renal images were randomly shifted horizontally by using a width shift range
of 0.1, this process randomly shifted horizontally by 10% of the width of the
image. The wide shifting was used to replicate misalignment that can occur
during the CT scan process.

« Height Shift Range: The renal images were randomly shifted vertically
using a wide shift range of 0.1, which means they were randomly displaced
vertically by 10% of their vertical height. Again, just like before, this was
done to replicate the misalignment that can occur during.

e Shear Range: The shear range of 0.1 was applied to repeat shear transfor-
mations that usually occur due to image angles. Zoom range: We decided
to use a zoom range of 0.1, which randomly magnifies and shrinks images to
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about 10% of their original sizes. This was so that classification models could
recognize kidneys at various scales.

e Horizontal Flip: We decided to use Horizontal flip to augment the hybrid
dataset, which created horizontally flipped mirrored images, increasing the
number of images available.

e Vertical Flip: We also decided to use vertical flip techniques to augment
the hybrid dataset this ensured the number of images was increased using
vertically flip images.

Parameter Changed Values
Rotation 10%

Height Shift Range 10%

Shear Range 10%

Flip Horizontal & Vertical

Table 4.1: Data Augmentation

4.2.3 Data Segmentation

After data augmentation was done we divided our dataset into three segments before
using our hybrid dataset to build our model.

Training Set

The training segment contains 70% of the whole dataset, which results in 34,444
images being in the abnormal class and 34,444 images being in the normal class of
our hybrid dataset. We decided to split our dataset so that the models are trained
on a large number of image files and can pick up a significant pattern of the images.

Validation Set

The validation set contains 15% of the entire dataset, which resulted in 7,381 images
in the abnormal class and 7,381 in the normal class. The validation set was created
to ensure we can fine-tune our model and mitigate overfitting by accessing the
performance of our proposed models and pre-trained model on previously unseen
data while running the training phase.

Testing Set

Finally, we decided to include 15% of all the images available in the testing segment,
this resulted in 7,381 images being in the abnormal image class and 7,381 on the
normal image class. The resting dataset consists of the remaining available renal
images to evaluate the model‘s performance.

Ensuring the model‘s ability to cope up with real-world data and ensuring the ca-
pability of working with unseen renal CT scan images were our key objectives. This
method of dataset separation and augmentation technique helped our models to
become more efficient and reliable.
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4.3 Model Creation

We worked on some pre-trained models of CNN and made some custom proposed
model of CNN and Transformer based architecture.

4.3.1 VGG16

The VGG16 pre-trained model was used as a feature extractor within the custom
model architecture. Specially, the VGG16 model of ours is loaded with pre-trained
weights of ImageNet and set to separate the top layer of classification. Which
means that instead of utilizing VGG16 for its main task of image classification,
it works as a strong feature extractor, capturing topological representation of the
inputs. After extracting features and feeding it into additional layers, including
globalaveragepooling, dense and dropout layers. These layers are responsible for
learning how to classify images based on the extracted features done by VGGI16.
Some layers of VGG16 was unfrozen and fine-tuned for better suit. Which ultimately
upgraded its performance.

4.3.2 ResNetb50

In our model, ResNet50 architecture pre-trained was used on ImageNet to support
its strong feature extraction capabilities. We got rid of the top layer and added
some custom layers, including globalaveragepooling, a dense layer with an ReLLU
activation and dropout layer which helped to avert overfitting. Also a final dense
layer with sigmoid function for the binary classification. This setup helped us to
easily classify the kidney images from normal to abnormal. We used Adam optimizer
and binary cross entropy loss. We also used some callbacks like early stopping and
model checkpointing to make sure that we do optimal training.

4.3.3 InceptionV3

To create and implement the InceptionV3 model on our hybrid dataset, at first we
had to import necessary Python libraries like numpy, pandas, train_ test split, and
TensorFlow. Keras, we had to import ImageDataGenerator. On top of that, we had
to import preprocess_ input from Tensorfow. Keras. Applications. Resnet. So that
crucial operations like numerical computations, data manipulation, dataset splitting,
and image pre-processing can be implemented. After that, we set the dataset paths
and labeled the classes; labeled “1” represented our abnormal class, and labeled
“0” represented our normal class. As discussed in the data pre-processing part, we
split the dataset into training, validation, and testing. The first 70% of the dataset
was used for training, 15% for validation, and the rest for testing. Necessary data
augmentation was previously done to ensure the dataset is balanced between the two
classes, using ImageDataGenerator. Data was generated from training, validation,
and testing, these generators were used to convert the renal images and labels in
the form of data frames into suitable batch sizes for work, the target size was 224
by 244, while we used a batch size of 32. Resnetb0 was used as the base model,
“ImageNet” weight was used, and input_ shape was 244X244X3, the dropout rate
was 0.5, and dense was 512 we used sigmoid as activation since we are doing binary
classification. We implemented a learning rate of 0.001 binary_ crossentropy, which
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was used as loss, and we used accuracy as matrices. Finally, we trained our model
using necessary parameters like early stopping, and we used 30 epochs to collect the
essential metrics that we used for our evaluation. We also added some final layers
and used custom callbacks to prevent from overfitting.

4.3.4 InceptionResNetV2

In our model we used the InceptionResnetV2 architecture like the backbone of the
feature extraction because of its powerful performance in maintaining complex im-
age separation tasks. Combining the strength of Inception modules and residual
connections, it was enable to learn complex patterns in data but it maintained com-
putational productivity. Initializing the model with pretrained weights from Ima-
geNet, providing a strong initializing point and helped in faster convergence. The
mentioned backbone was then fine tuned on our dataset of normal and abnormal
kidney images.

4.3.5 Proposed CNN Model

This section outlines an overview of the structure of our custom Convolutional Neu-
ral Network (CNN) which is specifically purposed for classifying renal images of our
hybrid novel dataset that consists of two classes “abnormal” and “normal”, hence
our proposed Convolutional Neural Network (CNN) is designed to handle binary
classification efficiently. Our proposed custom model was built using ResNet152 as
its base layer and we have utilized 128 layers from this base layer, additionally, we
made further adjustments to better fit this model for our specific binary classification
task.

Architecture Overview

Our proposed custom CNN architecture integrates powerful feature extraction capa-
bilities. We implemented the ResNet152 model as our base model on our ImageNet,
eliminating the fully connected layers. We loaded our proposed custom CNN with
local weights, the input shape for the images was 224x224x3. Initially, All the
layers of the base ResNet152 were frozen to prevent their use during the training
phase, as we had added our custom weight for our purpose.

We have added a globalaveragepooling Layer right after the base ResNet152 model
to reduce the spatial dimensions of our feature maps. We also applied a Batch
Normalization Layer to the outputs of the Global Average Pooling layer, a dropout
rate of 0.5 was added which prevented model overfitting. We decided to use 128
units of the fully connected dense layer with L2 Regularization with a factor of 0.01
from the ResNet152 base models, this step was necessary to penalise heavier with
which as a result would reduce overfitting. After the dense layer three more layers
were added they were the Batch Normalization layer, the Dropout layer with a rate
of 0.5, and finally, the output layer, Sigmoid addition was used since we are using
our model for binary classification. We compiled our proposed custom CNN model
with an Adam-optimiser with a learning rate of 0.001, we chose the loss function
to be binary cross-entropy as this is more suitable for our binary classification task,
additionally, we decided to select accuracy as the primary metric of our model for
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evaluation purposes. The minimum learning rate was set to 0.00001 and we imple-
mented a function to reduce the learning rate by a factor of 0.2 if the validation loss
did not improve for 5 epochs. Finally we trained our proposed custom CNN model
for 30 epochs after completion our model achieved an accuracy of 0.992.

Model Creation

The dataset are enhanced using transformations like rotations, shifts, shear, zoom,
and flips to increase the diversity of training data, which helps prevent overfit-
ting. Then, we applied pre-processing functions specific to the ResNet model to
ensure that input data is properly scaled and formatted. Dataframes are created
for training, validation, and testing datasets containing file paths and labels. Im-
ageDataGenerator utilizes for dynamically loading images, applying real-time data
augmentation, and converting image files into pre-processed tensors. For the model,
we initially load a pre-trained ResNet152 model. The custom top layers including
global average pooling, batch normalization, dropout for regularization, and dense
layers are added for classification. It configures these layers with the aim of adapting
the pre-trained model to the specific kidney dataset classification task. The model
is set up with configurations for training such as the optimizer, loss function, and
metrics to monitor. Configures callbacks including model check pointing to save
the best model, early stopping to prevent overfitting, and learning rate reduction to
adjust the learning rate dynamically based on validation loss. The model executes
training over a defined number of epochs and batches, using the training and vali-
dation datasets. After training, the model is evaluated on the unseen test dataset to
measure its performance in terms of loss and accuracy.The best-performing model
loads based on validation accuracy. Optionally, the model re-evaluates on the val-
idation set to confirm performance metrics. Training and validation, accuracy and
loss plots over epochs to visualize the learning process and identify patterns like
overfitting or under fitting.

Figure 4.4: Proposed CNN Based Model Architecture
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4.3.6 Proposed Transformer Model

This portion of our paper will describe the architecture of our proposed custom trans-
former model for classifying renal anomalies, we choose to use a Vision Transformer
(ViT) as the basis of our model so that we can use this model for the classifica-
tion of renal images into “abnormal” and “normal” classes. We decided to leverage
the pre-trained Vision Transformer model, this model was introduced to work for
image classification purposes in 2020 and we used this as our base model for our cus-
tom image classification work since this architecture can leverage its self-attention
mechanisms to classify images effectively.

Architecture Overview

We imported the pre-trained ViT model from the popular publicly available source
HugggFaces Transformer library, and we had to resize our input images to 244 x
244 since this model takes images of this size.

We have created a series of ViT model layer, this custom layer was built by in-
tegrating the layers of the pre-trained ViT model, the function of this layer is to
transpose the input tensor and match the ViT‘s expected input format so that
the pixel values of the image data can be feed into the model. The global aver-
age pooling layer was added to our proposed custom transformer model to reduce
spatial dimension during the gesture maps. A batch normalisation layer, dropout
layer with a rate of 0.5, and dense layer with 128 units and ReL.U activation was
added, this prevented overfeeding. Finally dropout layer was added with a 0.5 rate
and at the end output layer was added while the sigmoid activation was used for
our binary classification task. Moreover, Adam optimiser, cross-entropy as the loss
function was added, and accuracy was sleeted as the primary metric to evaluate
the model‘s performance. Finally, necessary Early Stopping, model checkpoint, and
ReduceLrOnPlateau were fixed for our purpose, the model was run with 30 epochs
using the training and validation data generators. In our findings, the integration
of pre-processing, batch normalisation and dropouts impacted model performance.

Model Creation

The model begins by importing necessary libraries from TensorFlow and Hugging
Face’s. These include TensorFlow itself, the Vision Transformer model (TFViT-
Model), and various components used to construct and train the model. A pre-
trained Vision Transformer (ViT) model is loaded from Hugging Face’s model hub.
This model has been trained on a large dataset and is configured to process images
of size 224x224 pixels. We worked on a custom layer that resizes input images to
224x224 and normalizes their pixel values to the [0, 1] range. This custom layer
integrates the ViT model. It transposes the input tensors to match the ViT’s ex-
pected input format and feeds the pixel values to the model. The output is the
transformer’s last hidden state. The build model function constructs the complete
model. It sets up the input layer, applies pre-processing, runs the ViT layer, adds
pooling and fully connected layers for classification, and compiles the model with
an optimizer, loss function, and evaluation metrics. The summary creates an in-
stance of the model and prints its summary, showing all layers and parameters.
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Checkpoints, earlystopping, reduce_Ir, callbacks are used to save the best model,
stop training early if validation loss doesn’t improve, and reduce the learning rate if
the validation loss plateaus. The model executes training over a defined number of
epochs and batches, using the training and validation datasets. After training, the
model is evaluated on the unseen test dataset to measure its performance in terms
of loss and accuracy.The best-performing model loads based on validation accuracy.
Optionally, the model re-evaluates on the validation set to confirm performance met-
rics. Training and validation, accuracy and loss plots over epochs to visualize the
learning process and identify patterns like overfitting or under-fitting.

Figure 4.5: Proposed Transformer Based Model Architecture

4.4 Training & Evaluating the Model

This is the final step of our working plan and it involves repeating the necessary steps
from the above. We used four pre-trained models and two proposed models. The
pre-train models are CNN based models so it layers to identify features. It also uses
pooling layers for over-sampling and down-sampling and classify using its connected
layers. Our pre-trained model needs to be fine-tuned on a specific downstream of
tasks, this means predicting the probability distribution over the possible label of
class using distinct features of the images. Because of this, our fine-tuned model can
be used for image classification and object detection for our specific labeled data.
Hence this model becomes effective to classify the input data into two labels (Label
0, Label 1).

We also proposed two custom models, one from CNN and the other one is from
Transformer. We used ResNet152 as a base model for the custom model of CNN
and used ViT as a base model for the custom model of Transformer. The layers
have been changed and tuned for better result and accuracy. When test data is fed
into the model, our model outputs the probability of each input falling under the
two labels, this result is compared against the actual checked the true outcome to
measure the accuracy of our models.
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4.5 Work Flow

Figure 4.6: Work Flow
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Chapter 5

Result Analysis

In this chapter of our research, we delve into the heart of our study: the analysis of
results obtained from evaluating various deep-learning models for the classification
of renal abnormality. Our exploration encompassed a range of sophisticated models,
each with its unique architecture and capabilities.

Our models include VGG16, ResNetb0, InceptionV3, InceptionResnetV2 and CNN
based custom model and Transformer based custom model. From the test, the result
showed extraordinary differences in their efficacy in properly identifying abnormal
renal images.Through their alarming performance, we focus to unravel intuition in
their effectiveness in accurately identifying kidney abnormalities. This analysis not
only put light on the potential of the models in medical diagnosis but also under-
scores the complications and obstacles faced in manipulating artificial intelligence
in such healthcare implementation.

In the following table 5.1 we can see a detailed summary of the overall perfor-
mance of each of the model in our work. In the matrix, we have Precision, F1 score
and Recall. There are very important indicators to show the effectiveness of the
model. The ratio of true positive result among all positive predictions is showed
by the precision value. In F1 score we can see the harmonic mean of recall and
precision, which helps to balance the models accuracy. If a model could identify all
the relevant instances using the ratio of positive result and actual result.

Model Name Precision | F1-Score | Recall
VGG16 0.96 0.88 0.91
ResNet50 0.96 0.86 0.93
InceptionV3 0.96 0.84 0.94
InceptionResNetV2 0.96 0.87 0.91
Custom CNN 0.98 0.89 0.92
Custom Transformer | 0.95 0.88 0.95

Table 5.1: Effectiveness of the model using Matrices

Our proposed custom CNN based model showed the highest precision of 0.98 with
the F1 score of 0.89 and a strong recall of 0.92, indicating a great balance between
precision and recall. Our custom Transformer based model also showed highest re-
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call of 0.95 with slightly lower precision and F1 score of 0.95 and 0.88 respectively
but this model was effective in classifying relevant instances. Among our pre-trained
models, ResNet50 and InceptionResNetV2 showed strong performance among all the
matrices but InceptionResNetV2 was more balanced than ResNet50. Among other
two pre-trained models, InceptionV3 and VGG16, VGG16 showed a consistent per-
formance with precision of 0.96 and F1 score of 0.88 but the InceptionV3 model is
not balanced as other models by showing the lowest F1 score of 0.84. VGG16 was a
reliable model, InceptionResNetV2 and ResNet50 were great performers but these
models were outperformed by the custom CNN based model and custom Trans-
former based model. This analysis indicates, the custom CNN based model was the
most effective model among all the models in the paper and the custom Transformer
based model was ideal for the applications where recall was more critical.

We can achieve a comprehensive understanding of every model’s strengths and weak-
nesses by considering these metrics generally in the classification task. Identifying
abnormal kidney images, the performance metrics assess how well every model per-
forms, highlighting the locations where every model excels and where there might be
room for enhancement. This comprehensive evaluation is necessary for determining
the most suitable model for this crucial application in medical diagnosis.

Model Name Accuracy
VGG16 99.92%
ResNet50 99.95%
InceptionV3 96.98%
InceptionResNetV2 98.87%
Custom CNN 99.97%
Custom Transformer 99.99%

Table 5.2: Model Accuracy Table

Our proposed Transformer based model showed the highest accuracy of 99.99%. Our
proposed CNN based model and a pre-trained model ResNet50 was the second and
third highest accurate model in terms of classifying binary class dataset. In contrast,
InceptionResNetV2 showed the lowest accuracy of 96.98%. Our other pre-trained
models, VGG16, InceptionV3 also showed good performance. Our proposed models
should be the most preferred models because of their high accuracy.

Originating to further analyze their behavior over the training and validation phases
by plotting the accuracy and loss curves by following the detailed evaluation of the
main performance metrics for every model. These plots deliver precious insights into
the learning dynamics of the models, revealing how much better every model gen-
eralizes to unknown data and how the learning process develops over time. We can
observe the model’s performance improvements across epochs, helping us detect any
potential overfitting or under-fitting issues by examining the accuracy curves. Simi-
larly, the dropping curves not only enable us to track the convergence of the models
but also indicate how the optimization process reduce the error during training.
These ideas are critical for understanding the effectiveness of the training regimen
and for making informed adjustments to upgrade model performance. Throughout
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the training and authentication processes, the subsequent plots depict these trends
in accuracy and loss for each model.

Model Name RMSE AUC- AUC-PR
ROC
VGG16 0.4261 0.872 0.861
ResNet50 0.3987 0.880 0.870
InceptionV3 0.3784 0.889 0.878
InceptionResNetV2 0.3609 0.895 0.883
Custom CNN 0.4123 0.878 0.867
Custom Transformer | 0.3485 0.901 0.889

Table 5.3: Error Evaluation Results

Here, in the table 5.3 we evaluated multiple deep-learning models to classify renal
abnormality based on our dataset. Our proposed custom transformer based image
classification model showed the lowest RMSE of 0.3485, this indicated that our pro-
posed model had the highest accuracy among all the models in this paper. Moreover,
this proposed model had the highest AUC-ROC value and AUC-PR value of 0.901
and 0.889 respectively, which indicated that our custom transformer based model
had superior performance while distinguishing between the classes in our binary
class hybrid model. In contrast, our pre-trained models like InceptionResNetV2
and inceptionV3 showed high effectiveness. Other than that, another pre-trained
model, VGG16, had the highest RMSE of 0.4261, this shows that it was the least
accurate model in terms of prediction. VGG16 with the AUC-PR value of VGG16
was 0.872 and AUC-ROC of 0.872 showed that the VGG16 model was the lowest
performer among the models evaluated based on the error evaluation matrices. Con-
versely, VGG16 consistently ranks lowest across these metrics, indicating its limited
suitability for this particular classification endeavor. The progressive enhancements
observed from VGG16 to the Custom Transformer underscore the significant strides
in deep learning architectures, particularly in the context of intricate medical imag-
ing tasks.

Figure 5.1: Accuracy and Loss of VGG16 Model
In our paper, we worked on four pre-trained models, VGG16, ResNet50, Incep-
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tionV3, InceptionResNetV2. The models worked well in classifying abnormal renal
images. The figure 5.1 showed the model accuracy and model loss graph of VGG16
model.

Figure 5.2: Accuracy and Loss of ResNet50 Model

The figure 5.2 showed the model accuracy and model loss graph of ResNet50 model.

Figure 5.3: Accuracy and Loss of InceptionV3 Model

The figure 5.3 showed the model accuracy and model loss graph of InceptionV3
model.

Figure 5.4: Accuracy and Loss of InceptionResNetV2 Model
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The figure 5.4 showed the model accuracy and model loss graph of InceptionRes-
NetV2 model.

For our proposed custom Transformer Based model, we can evaluate that the ac-
curacy results surpass those of the existing pre-trained models and our proposed
custom CNN Based model, we have analysed in this paper. The figure 5.5 showed
the model accuracy and model loss graph.

Figure 5.5: Accuracy and Loss of Proposed Transformer Model

Our proposed custom CNN Based model showed great accuracy in terms of other
pre-processed models we worked on. The model worked great for classifying the
abnormality in renal images from the binary class. The figure 5.6 showed the model
accuracy and model loss graph.
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Figure 5.6: Accuracy and Loss of Proposed CNN Model

Lastly, among all the model we analyzed in this paper, our proposed Transformer
Based model and our proposed CNN Based model worked exceptionally great with
its high accuracy rates and the matrices determined how great our proposed models
classify the renal abnormality. The pre-trained model also performed good. Pre-
trained models, InceptionV3 and InceptionResNetV2, may need more tuning to
make it more suitable for classifying abnormal images. Other than that, VGG16
and ResNet50, performed and worked effectively for classifying the renal abnormality
in image data.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

Therefore, we have explored Transformer and CNN based approaches for classifying
renal abnormality from image data in this analysis. For this critical medical task, we
have focused on its effectiveness and suitability. Mainly transformers designed for
natural language processing, it has shown substantial capabilities in handling image
data through study mechanisms. This allows them to capture extended dependen-
cies and complicated patterns within the images, which are crucial for recognizing
subtle renal abnormalities. On the other side, CNN used for image processing, excel
in locating spatial hierarchies through convolutional layers. We have analyzed the
performance of both models on different datasets containing renal images. Future
research should concentrate on upgrading the computational efficiency of Trans-
former models and improving the interpretability of CNN. To develop models that
are accurate, transparent, and usable in clinical practice, combined efforts between
medical professionals and Al researchers are crucial. The integration of explainable
AT techniques can fill the space between clinical decision-making and model predic-
tions, fostering greater belief and embracing Al in healthcare.

The modified analysis brings out the potential of hybrid models that support the
strengths of both Transformers and CNN. These models can capitalize on the global
context awareness of Transformers and the local feature sensitivity of CNN| leading
to enhanced accuracy and validity in renal abnormality classification. Moreover,
attention mechanisms in CNN can further enhance their performance by integrating
domain-specific knowledge and advanced techniques. The findings also highlight
the essentiality of a multi-faceted evaluation framework that considers accuracy,
computational efficiency, interpretability, and clinical applicability. To ensure their
reliability and generalizability, real-world deployment models must be validated ex-
tensively across clinical scenarios and varied datasets.

Finally, both Transformer and CNN-based approaches ensure significance for clas-
sifying renal abnormalities from image data. Their corresponding strengths advise
that a merged approach may approach the best route forward, adjusting the need
for high accuracy, understandability, and practicality in clinical executions. To
unlock the full potential of Al in medical imaging, continuing innovation, and inter-
disciplinary collaboration will be the solution, finally leading to improved patient
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outcomes and more systematic healthcare delivery.

6.2 Future Work

We aim to implement a custom Swin Transformer architecture to further develop
the accuracy of renal abnormalities classification in future. The Swin Transformer
is familiar for its hierarchical feature representation and shifted window approach,
and ensures for capturing both local and global image features effectively. Addition-
ally, using Natural Language Processing (NLP) techniques, we plan to extend our
framework to include automatic prescription generation. By integrating NLP with
our image classification models, we aim to progress a system capable of diagnosing
renal abnormalities with high precision and providing appropriate treatment recom-
mendations based on the identified conditions. Both approaches will streamline the
diagnostic process and assist medical professionals by offering data-driven insights
hence paving the way for many modern and automated kidney disease management
solutions.
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