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Abstract

An open-source population simulator is being developed to address the limitations
posed by current closed-source population simulators. The close nature of these
existing simulators restricts access to demographic modeling and contact tracing,
hindering individuals from predicting crowd and implementing disaster management
measures. Moreover, current map services only offer traffic projections without de-
tailed land usage information. In response to these challenges, Our simulator is
capable of generating synthetic populations. The simulator aims to provide projec-
tions, forecasts, and models of diverse population behaviors under specific stimuli,
such as disease outbreaks, natural disasters, and significant congestion. Addition-
ally, we are working with US census data, and the simulator primarily focuses on the
geographic area of the US, considering the availability of relevant data in Western
countries. By making this simulator openly accessible, it seeks to empower both
individuals and states to make informed decisions and effectively plan for various
scenarios.

Keywords: Synthetic Population Simulation; US census data; Public use Meta-
data Sample; National Household Trip Survey; open-source population simulator.
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Chapter 1

Introduction

1.1 Overview

In an era marked by the unprecedented challenges of the COVID-19 pandemic, the
world witnessed a glaring need for a more advanced approach to understanding
and managing activity dynamics, particularly in densely populated countries like
Bangladesh, India, and Brazil. As nations struggled with the complexities of con-
tact tracing and the instantiation of crucial actions, it became abundantly clear
that a novel solution was needed. The effectiveness of vaccination campaigns could
have been improved by the necessity of tracking both vaccinated and unvaccinated
individuals, amplified by the economic constraints that made prolonged lockdowns
unviable. Additionally, natural disasters, such as the devastating floods in Pakistan
and Bangladesh and the catastrophic wildfires in Australia, underscored the urgency
of comprehending population demographics in times of crisis. Although synthetic
populations have been integrated into various contexts, accessing these resources has
often proven infeasible, with many sources carrying significant cost metrics. More-
over, the accuracy of population simulations depends heavily on advanced datasets,
which are often rare in many countries. These challenges persist in addressing pop-
ulation management concerns during natural disasters and in the heart of densely
congested urban areas. It aspires to bridge these critical gaps by introducing an
open-source population simulator that empowers governments and the public with
a comprehensive understanding of demographic patterns. Grounded in the belief
that access to demographic insights is a fundamental right, this initiative aims to
equip individuals and authorities with the knowledge needed to make informed de-
cisions about their living, working, and overall quality of life. Furthermore, during
crises like pandemics or urban congestion, this open-source tool promises to enhance
situational awareness and facilitate effective response strategies.



1.2 Research Motivation

During times of covid 19, countries struggled to trace the contacts. As a result,
overpopulated countries like Bangladesh, India, and Brazil needed to learn how
to prioritize areas while taking necessary action. Besides, the vaccination process
was ineffective during the second and third waves because the governments needed
to track the movement of vaccinated and unvaccinated people. Also, developing
countries needed more time to afford a very long-term lockdown. The recent floods
in Pakistan and Bangladesh and wildfires in Australia urged understanding of the
population demographic during the disasters and in the future.

There have been multiple uses of synthetic populations before. For example,
there are multiple instances of population synthesis, including Dortmund and Ne-
tanya, US. However, none of the sources are free and publicly accessible to the
people. Besides, we need advanced datasets unavailable in most countries to make
these simulations more accurate. As a result, problems with population manage-
ment in times of natural disasters and highly congested cities still need to be solved,
and these problems continue again and again.

We mentioned earlier that our simulator would be identical to one existing one.
Our philosophy is that it is the right of the people and government to understand
the demographic as a whole. The reason behind it is it fundamentally allows people
and the government to choose locations more wisely regarding living, working, and
having a better life. Secondly, this will allow the government and the people to be
aware in times of crisis to a greater degree. Thirdly, this open source will encourage
other countries to have the requirements(proper datasets and logistic support to the
people) to welcome the idea of population synthesis.

1.3 Problem Statement

Population Forecast is essential for disaster management, traffic congestion manage-
ment, and urban planning. Currently, services like Google Maps provide a predic-
tion, but it does not foretell for a more extended period. Moreover, no open-source
simulator forewarns anything other than traffic congestion in a geographic location.
For this reason, no population forecaster allows the government or the people of
underdeveloped countries to understand the demography in times of crisis, higher
congestion in an overpopulated city, hospitals, and amusement parks. Besides, there
is only one simulator in the world, which is among the USA and Germany, and they
did not make it open source.

Understanding congestion in parks, restaurants, and other places is essential for
us daily, too. In the areas of dense population, we often see these places becoming
overloaded with people in crucial times. The primary reason is that people need
to understand the optimum time required to complete an activity in the park or
somewhere else since they do not have any forecast of the congestion of that envi-
ronment. As a result, despite having capacity, we often see people gathering within
a few locations despite having capacity in other places. Especially on weekends, we



often see that parks and cinema halls are overcrowded, and we need to predict which
park or cinema hall will take us to a less congested area.

Our research will find answers to these two core questions:

Q1: Can we predict the activity of the population based on the attributes avail-
able in the census data?

Q2: What are the attributes that we need to know in order to predict the
activity of a person in a given time interval?

While some researchers were working on creating a synthetic population, some
applied IPF, and some used Monte Carlo Sampling along with IPF and IPU at first.
So here, we choose to work with IPF and IPU and any method to assign individuals
in the household depending on the statistical validity of the algorithms. Besides, we
will use a distance function for the location assignment to match individuals from
home. Though some papers used social networking for contact tracing, we will use
different datasets to measure the contact estimation in different places, i.e., schools,
hospitals, or other workplaces. We plan to work on more datasets and with fewer
features if possible to make our simulator as flexible and accessible as we can. It
will allow us to measure more realistic contact estimation rather than holistically.

Our visualization will be as simple as traditional maps available so that an aver-
age human can understand it without having any technical knowledge. Furthermore,
we want to create an interface that should be easier for the user to access. To exem-
plify, we plan to create a simulator that will take time intervals as input and project
the activity of the population in any part of the United States.

1.4 Research Objective

Prediction, Visualization and User-Friendliness are the core qualities that we want
our simulator to have. Additionally, we must ensure the maximum accuracy of
projection.

1.4.1 Core Objectives

We aim to create a projection that will be beneficial for the entire population. Here
are our research objectives in brief:

1. Determine how much of a person’s identity attributes and employment status
is dependent on their activity.



2. Develop a simulator that is free for all time.
3. Create a simulator that people can access even without technical knowledge.

4. We want to ensure that no privacy is harmed during the research process and
after the simulator is publicly available.

5. We want to design a simulator that doesn’t require any no real-time internet
access.

1.5 Thesis Structure

Our aim was to develop a simulator capable of projecting population forecasts for a
specific region in the US. To achieve this, we needed to create synthetic populations
through a series of processes. Initially, the data was collected from six different
sources, focusing on a targeted US region. Subsequently, we performed data pre-
processing, which involved employing IPF and IPU techniques to refine the data
and make it suitable for the subsequent steps. For activity choice, we utilized the
NHTS datasets to assign activities to each household population. By using the
HERE dataset, we successfully assigned location choices to each individual and
traced their contacts.

Dataset Collection
and Preprocessing

v

Creating a Baseline
Population

Figure 1.1: Detailed Research Methodology



1.5.1 Dataset Collection

Since we are working with Census Data, we need to collect two sets of data: Pub-
lic Use Microdata Sample(PUMS) and Census Data. PUMS Data will help us to
determine the attributes of 5% of the total population, while the statistics from
Census Data will provide us with the marginals from each detail. Secondly, we col-
lect the National Health and Travel Agency’s dataset. The NHTS Data consists of
trip samples from around 1 million people from different states of the United States.
Thirdly, we will collect RDF Datasets from HERE MAP. RDF Datasets contain the
longitude and latitude of Schools, Houses, Parks, and so on.

Source Dataset(s)

US Census Bureau PUMS Data and Census Data
National Health and | Survey of 2021

Travel Survey
HERE Maps RDF Datasets

Table 1.1: Used Datsets

1.5.2 Population Reconstruction

We need to create a dataset identical to the entire population of the United States.
So, we must develop different households for them and assign them to a home.
Baseline Population is when we simulate all the families and people within the
households. We will use Iterative Proportional Fitting and Iterative Proportional
Updating to implement this. Our Primary Dataset is the PUMS Dataset. We will
take the marginals or targeted value from US Census Data. Census Data allows us
to get the totals of the attributes for a state or the United States. Using IPF and
IPU will allow us to maintain statistical validity.

Collect FUMS Data

Collect Marginals
from Census Data

v

IFFIFU

Figure 1.2: Steps of Creating a Baseline Population



1.5.3 Activity Assignment

After creating a baseline population, our challenge is to find a classification model
that can predict the trips of NHTS Data at best. Our activity assignment is done
as soon as we find a model with good accuracy.

Predicted

Figure 1.3: Simplified Steps of Activity Assignment

In 1.3, we can see that we will apply classification models on NHTS Data first
to compare the accuracies. We will save the best model and then apply it to our
baseline population. Our model will provide the trip activities as outputs.

1.5.4 Location Assignment

We will assign the individuals to appropriate locations based on their activity. For
this step, we need a map where we can project the population. At first, we assign
Households to the population and then according to each person’s activity at any
given time, we assign the nearest location available for that person for that specific
time.

Activity assigned

Mo

Figure 1.4: Steps of Location Choice
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Figure 1.5: Detailed Workmap of the Research




1.6 Contributions

The simulation involves multiple stages. Initially, there were no dynamic Python
modules to implement any of the algorithms. Therefore, the additional contributions
of this research are:

1. We created functions for Python that can run Iterative Proportional Fitting
and Iterative Proportional Updating directly from PUMS Data and Census
Data Marginals. In other words, the baseline population can be directly im-
plemented through our code.

2. We extracted relevant census data features that can work as the core for
predictions.

3. we predicted heuristics for assigning household and activity locations for the
population.

4. Our simulator is open source. All the codes are available in Github.

5. We provided a brief case study of a small sample of the United States popu-
lation.


https://github.com/abuudarda/synthetic-population-simulation

Chapter 2

Literature Review

Our research consists of three different stages. To begin with, we reconstruct a
population from PUMS Data. Next, we assign activity. Lastly, we assign them to
the appropriate location. We came across numerous academic papers that covered
multiple algorithms for population reconstruction, acitivity assignment and location
assignment.

2.1 Background Study

In each phase of our research, we encountered multiple studies and algorithms and
came across numerous academic papers that covered various subjects, including It-
erative Proportional Fitting and Iteractive Proportional Updating for population
reconstruction, Activity assignment using social networks, and activity-based sim-
ulation models. Additionally, three prominent papers on closed-source simulators
explore creating a synthetic population.

2.1.1 Population Reconstruction

We studied Iterative Proportional Fitting and Iterative Proportional Updating to
create a module that helps us to generate a baseline population. Some papers used
Monte Carlo Sampling for assigning the individuals into the households. In 1996, R.
Beckman et al. introduced Iterative Proportional Fitting to generate a population
from a small portion of its sample and the marginal values [4]. Later, Xin Yee et
al. introduced Iterative Proportional Updating [10]. The drawback of IPF is that
it only deals with the population distribution and ignores the relationship between
the population and its distribution within the households.



Iterative Proportional Fitting

Deming and Stephan (1940) first used IPF in demography in 1940 [1]. It is a process
for changing a data table’s data cells to add up to chosen totals for the table’s
columns and rows. Researchers recognize it as the basic procedure for IPF. We need
to work for more than two or three dimensions. The reason for the circumstance is
that the dimension for our datasets is much higher than just two or three.

/_,_-—) - Table of population atiribute data

4 Marginal row totals
‘ | e

(A) I

Marginal column totals

i
[V ]
[V

=]
oo

‘/—’_________— Table of initial *seed” values

Row constraints

(B) ' 1 2 1 8 |spet="
3 5 5 15 Column constraints
i 2 2 /L_/‘
11 9 8]
| /- Table of fitted values
. x The sum of the table rows and
(L8] 1.51 231 1.18 5 columns agree with the marginal
420 535 545 15 constraints
5.28 1.34 1.37 | 8 |
1 9 8 |

Figure 2.1: IPF Algorithm (Taken from [28])

The first step involves proportionally adjusting each row of seed cells to make
them equal to marginal row totals. This process divides each cell by the row’s actual
sum before being multiplied by the marginal row total. In the next step, they adjust
each column of previously row-adjusted cells to match the marginal column totals.
These procedures are continued until we obtain the specified rate of convergence
[9]. The most commonly used iteration method is adjusting the cell with respect
to the ratio of row constraints and column constraints [17].In this case, each step is
divided into two parts: adding the ratio of row and row constraints, and then adding
the ratio with column and column constraints.IPF is a mathematically proven and
widely used procedure [11].

Iterative Proportional Updating

Iterative Proportional Updating is an algorithm researchers use to match personal
data with household data by step-by-step iterations simultaneously. So, after we
update the individual and household data with the constraints from census data,
matching the number of persons with the number of households is essential because
assigning individuals to the home is more accurate [3], but IPF fails to address that.
In this case, we have an initial dataset with some counts of households based on their
type and individual counts. Then, it starts iterating based on the given constraints
for household and individual data and a scalar to calculate convergence in each step.
In each phase, the weights are adjusted according to the constraints. Also, it alters

10



the weighted sum in each iteration. Finally, the iteration breaks when it achieves
a specific convergence value and stores the final result. These weights determine
the total number of samples that we need to take from each type of household and
person combination [10].

IPU was first used by Xin Yee et al. [10] in 2009 for creating a synthetic popula-
tion[4]. Next, Guo and Bhay(2014) used it for simulations at the block group level
of the Maricopa County region of Arizona[l4].

2.2 Activity Assignment

Our activities are divided in multiple classes 4.1. Therefore, we applied classification
models for the prediction. In US, activity based models are still in its former phase
[35].

2.2.1 Classification Models

Our targeted feature was divided into multiple categories. Therefore, we used nu-
merous classification models. Classification models are a type of model that predicts
the variety of the targeted segment. It is a supervised learning approach where the
targeted features are usually divided into labels. Our targeted datasets are mainly
divided into multiple categories. For example, when we work with Trip Purpose
SummaryCWHYTRP1S’), we get 10 categories as our purpose of the Trip. Classifi-
cation models are good in terms of predicting the activities. Within the datasets of
the National Household Travel Survey (NHTS), the recorded activities are intricately
divided into various distinct classes. This division arises from the need to capture
the nuanced behaviors and choices of individuals when it comes to travel and daily
activities. As a result, in our research, we embark on a comprehensive exploration
of multiple classification models. The primary objective behind this approach is to
meticulously assess and evaluate these models, aiming to identify the most robust
and accurate predictor among them. By employing this rigorous methodology, we
endeavor to uncover the model that not only excels in its predictive capabilities but
also sheds light on the intricate patterns and dependencies inherent in the NHTS
data.

Logistic Regression

Logistic regression is a widely used statistical method for binary classification tasks.
Despite its name, it is a classification algorithm, not a regression algorithm.

11
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Figure 2.2: Classification Technique of Logistic Regression(Taken from [32])

It models the probability of a binary outcome (0 or 1) based on input features.
The algorithm uses a logistic or sigmoid function to transform a linear combination
of features into a probability score between 0 and 1[7]. If the probability is above
a certain threshold (usually 0.5), the prediction is assigned to class 1; otherwise,
it belongs to class 0. Logistic regression is interpretable, computationally efficient,
and works well with linearly separable data. It finds applications in various fields,
including medical diagnosis, spam detection, and credit risk assessment[6].

Logistic regression is a fundamental algorithm in machine learning and statistics
due to its simplicity and interpretability. It is beneficial when dealing with binary
classification problems, where the goal is to predict one of two possible classes.
The model is based on the logistic or sigmoid function. It smoothly maps the
linear combination of input features to a probability value, generating a confident
prediction between 0 and 1.

Despite its simplicity, logistic regression can be surprisingly robust when the data
is linearly separable. It is easy to implement, computationally efficient, and requires
relatively little data preprocessing. Additionally, it can handle both numerical and
categorical features with appropriate encoding.

However, it’s important to note that logistic regression assumes a linear rela-
tionship between the features and the log odds of the target class. This means it
may need to perform better on datasets with complex nonlinear relationships, as it
cannot capture intricate interactions between features[31].

To extend logistic regression to handle multi-class classification, one can use
techniques like one-vs-rest or multinomial logistic regression.

While logistic regression has its strengths, it’s essential to evaluate its perfor-
mance and consider using more complex models like decision trees, random forests,
or deep learning approaches when dealing with more intricate datasets. Logistic
regression remains a valuable tool in the data scientist’s toolkit, especially when in-
terpretability and simplicity are crucial for understanding the relationship between
input features and binary outcomes.

12



Random Forest

Random Forest is an ensemble learning algorithm that has gained significant popu-
larity in machine learning and data science. It is an extension of decision trees and
operates by constructing multiple trees on randomly sampled subsets of the training
data and features. The final prediction in Random Forest is determined by aggre-
gating the individual forecasts from these trees, leading to improved accuracy and
robustness. This algorithm’s strength lies in handling complex, high-dimensional
datasets and addressing issues like overfitting and variance inherent in individual
decision trees. Moreover, Random Forest can perform well on classification and
regression tasks, making it a versatile and widely used tool for various real-world
applications. The algorithm’s interpretability, feature importance assessment, and
scalability further enhance its appeal, making it an essential component of the mod-
ern machine-learning toolkit.

DECISION TREE-1 DECISION TREE-1 DECISION TREE-1

l } }

RESULT-1 RESULT-2 RESULT-N

I_DI MAJORITY VOTING / AVERAGING | ¢—|

FINAL RESULT

Figure 2.3: Random Forest Steps(Taken from [36])

The algorithm operates through bootstrapping, where random subsets of the
training data are drawn with replacements for each tree’s construction. Addition-
ally, at each split in the tree, only a randomly selected subset of features is con-
sidered, introducing variability in the learning process. Through this mechanism,
Random Forest harnesses the principle of "wisdom of the crowd,” as the collective
decisions of diverse trees result in a more robust and reliable model. The final
prediction is obtained by averaging the outputs in regression tasks or employing
majority voting in classification tasks. This approach enhances the algorithm’s abil-
ity to handle high-dimensional data, handle nonlinear relationships, and provide
insights into feature importance. Despite its strengths, Random Forest may suf-
fer from higher computational costs due to its ensemble nature. Nevertheless, its
widespread adoption across various domains underscores its efficacy and appeal in
contemporary machine-learning applications.

13



Decision Tree

The decision tree is a non-parametric and interpretable machine learning algorithm
widely used for classification and regression tasks. The algorithm constructs a tree-
like model in a hierarchical structure, where each internal node represents a decision
based on a specific feature, and each leaf node corresponds to a class label or a pre-
dicted value. The critical objective of decision tree learning is to partition the feature
space into regions that are as homogeneous as possible regarding the target variable.
The splits are determined based on measures such as Gini impurity or information
gain for classification and mean squared error reduction for regression. Decision trees
are advantageous due to their simplicity, ease of interpretation, and ability to handle
numerical and categorical data. However, they may suffer from overfitting, espe-
cially when they grow deep, necessitating pruning techniques or ensemble methods
like Random Forest to improve generalization performance. Despite this limitation,
decision trees remain valuable in machine learning, particularly in scenarios where
interpretability and insight into the decision-making process are crucial.

ROOT Node
Branch/ Sub-Tree

©1 Al Decision Node

~ | Terminal Node |
c

Splitting

B

Terminal Node Terminal Node

Note:- A is parent node of B and C.

Figure 2.4: Decision Tree Steps(Taken from [33])

The decision tree algorithm consists of the following steps. Firstly, the algorithm
starts with the entire dataset as the tree’s root node. It then evaluates different
features and their thresholds to find the best split that maximizes the information
gain or reduces impurity. The dataset is divided into subsets based on this split, and
the process is recursively repeated for each subset until a stopping criterion is met,
such as reaching a maximum tree depth or having a minimum number of samples
in a node. During this process, the algorithm assigns a class label or a predicted
value to the leaf nodes. To prevent overfitting, pruning techniques can be applied
to simplify the tree by removing branches that do not significantly contribute to the
model’s performance. The resulting decision tree provides a hierarchical set of rules
that can be used for classification or regression tasks and offers interpretability and
insights into the decision-making process.
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Gradient Boosting

Gradient Boosting is an ensemble learning method in machine learning[18]. It in-
volves iteratively refining weak base models, typically decision trees, to create a
robust predictive model. The algorithm accentuates the importance of data points
with previous prediction errors at each step, enabling subsequent models to priori-
tize these instances. This iterative approach efficiently amalgamates multiple weak
models into a potent composite model. Gradient Boosting exhibits superior pre-
dictive accuracy by minimizing residual errors and adeptly captures intricate data
patterns, rendering it a valuable tool for regression and classification challenges.

Figure 2.5: Gradient Boosting Architecture(Taken from [19])

Gradient Boosting operates through a sequential and iterative optimization pro-
cess to construct an enhanced predictive model. A weak learner, often a decision
tree with limited depth, is initially fitted to the data[l13]. Subsequently, the algo-
rithm identifies the discrepancies between the weak learner’s predictions and the
actual outcomes, focusing on instances where errors occur. The subsequent step
involves fitting a new weak learner to the residual errors, emphasizing the misclas-
sified data points. This learner attempts to rectify the previous model’s deficiencies
by capturing the nuances associated with these challenging instances. This process
is repeated iteratively, each time generating a new model that aims to correct the
errors of its predecessors. The final predictive model emerges from the cumulative
contributions of these individual learners. Gradient Boosting optimally combines
these weak models by systematically addressing prediction errors, yielding a potent
ensemble model with a heightened capacity to capture intricate data relationships
and produce accurate predictions.

Naive Bayes

Naive Bayes is a probabilistic classification method rooted in Bayes’ theorem. It
assumes that features are conditionally independent, which is often unrealistic but
simplifying. It calculates the posterior probability of a class-given input feature by
multiplying the conditional probabilities of each feature given the class. It results
in a predictive model that estimates the most probable class label for a given set
of features [20]. Despite its "naive” assumption, Naive Bayes excels in tasks like
text categorization and sentiment analysis due to its efficiency and ability to handle
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high-dimensional data. It is valuable for quick classification tasks but can suffer
when strong feature dependencies exist [15].

First, it requires labeled data for training. Data preprocessing follows, involving
cleaning and converting features into numerical format. Next, it calculates the
class priors by determining the prior probabilities of each class. Then, it calculates
the likelihoods, representing the probability of observing each feature given a class.
Bayes’ theorem determines posterior probabilities d for each class based on the prior
probabilities and feature likelihoods. These posterior probabilities are compared,
and the class with the highest probability is assigned to the data point. Finally, the
model’s performance is evaluated using accuracy, precision, and recall metrics, and
we can fine-tune it for better results [5].

2.3 Location Assignment

There are multiple works on models that work on activity based predictions. The
researches include predicting next locations using social media checkin, R. Beckman
et al. [12] worked on location choice using census data and many more.

A recent work from Luo et al. [24] for location assignment using social media
check-ins. This research consists of four components:

o History Encoder: This component encodes the user’s historical check-in
sequences to extract mobility patterns.

e Query Generator: This component generates a query embedding that rep-
resents the user’s current state and preferences.

o Contrastive Learning: This component enhances the query embedding by
leveraging contrastive learning, a technique that learns to distinguish between
positive and negative pairs of examples.

o Preference Decoder: This component decodes the enhanced query embed-
ding to generate a personalized next-location prediction.

The POI Former model, as described in the paper, is trained end-to-end using
a contrastive learning objective. The model is given a set of positive and negative
examples during training. The positive pairs are pairs of locations that the user has
visited in the past, while the opposing pairs are pairs of places that the user has not
seen in the past. The model distinguishes between positive and negative teams by
minimizing a loss function.

Once the model is trained, it can be used to generate personalized next-location
predictions for users. The model is given the user’s current location and historical
check-in sequences to do this. The model then encodes the historical check-in se-
quences to extract mobility patterns and generates a query embedding. The query
embedding is then enhanced using contrastive learning and decoded to develop a
personalized next-location prediction.
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POIFormer has been shown to outperform state-of-the-art next-location predic-
tion models on a variety of public datasets. It is a powerful tool that can be used
to develop personalized recommendation systems for various applications, such as
location-based services, travel planning, and social media.

2.4 Related Works

In 1996, Beckman made the first and most prominent approach to creating a syn-
thetic population [4]. It had two parts: adjusting a multi-way demographic ta-
ble using IPF and creating a synthetic population. It does not deal with activity
assignments. First, a proportional multi-way demographic table is estimated. It
is calculated via proportional fitting iteratively. Then, A synthetic population of
households is derived from the PUMS to match the proportions in the estimated
table. This paper introduced a lot of essential ideas to population simulation. First,
this paper uses Iterative Proportional Fitting for the PUMS data for the first time
so that we can create the dataset for household details and individual details for
working in a geographic location [12]. To illustrate, we cannot work with PUMS
datasets since it is a sample of randomly chosen people and does not contain data for
every person in the geographic location [25]. We use marginals to create a dataset
that finally represents the prediction of the whole population. Secondly, the dataset
we get after running Iterative Proportional Fitting will likely be sparse. For For
this reason, this paper shows how we can solve this problem by adding a minimal
number before running Iterative Proportional Fitting.

This paper used PUMS data to simulate household details by providing only a
proportion of persons and vehicles. In this case, they use a proportion of household
details and vehicle status and fit it with IPF. Later, it compares the proportions’
ratios and Mean Absolute Deviation using IPF and PUMS. Also, this paper allows
the independence of any statistical method that suits. However, as we can see,
this paper does not deal with any activity assignment and location choices. For
this reason, unlike the other two articles, it fails to provide a sophisticated syn-
thetic population because it only focuses on household data and simulation. In
May 2003, the first of the synthetic population models was introduced at the 8th
International Conference on Computers in Urban Planning and Urban Management
(CUPUM) [8].The the simulation demonstrated household population, using IPF
and Monte-Carlo Sampling for data preprocessing [4].In the next layer, they exam-
ine the household workers and assign a zone for each operational activity. Then, they
created two synthetic models- Netanya, Israel, and Dortmund, Germany. Firstly,
IPF adjusts the probability of household size according to the household’s head’s
age.[5] Then, they use Monte Carlo Sampling to get household details by adding cor-
responding features. After the iterations, details of the household, i.e., household
head, non-adult members, number of cars, incoming persons. Let us take the gener-
ated simulation of Netanya, for example. It produced a population of One hundred
fifty-nine thousand people live in around 50,000 homes for Netanya. The head of
the household was chosen to create a home since many household elements depend
on that family member’s features. The head of the home was then selected based
on age, gender, religion, and level of education. Next, the data was used to estimate
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the size of the household. There was no need to add any extra people if a one-person
family was chosen. If it had chosen a multi-person home, each additional member
was chosen until the entire household had been formed. The zone’s residential site
was then decided. A micro-location, including the row and column coordinates of a
raster cell, made up the housing location. The number of earners was chosen next,
followed by the household income. All of this information was used to estimate the
number of cars. Finally, a workspace was allocated to each employee. The simulator
kept creating new ones until all of the zone’s households were established.

Later, the simulation of Dortmund was projected. The main drawback of Ne-
tanya’s synthetic population is that it is only limited to household simulation since
the data are less featured, and the location datasets of Dortmund were more liberal
than Netanya’s [16]. Because it allowed them to project all types of land usage, i.e.,
business, residential, and non-residential zones. For this reason, the simulation was
more accurate and useful.

Compared to Netanya’s household, the synthetic population of Dortmund reflects
individual actors in the form of households and household members. In addition to
the number of vehicles, it distinguishes the eleven categories of vehicles, ownership of
monthly season tickets produces car-sharing memberships, and generates a monthly
mobility budget. Compared to Netanya portrays each individual in this city by em-
ployment status and driver’s license possession [16] . While the revenue is shown on a
household level in Netanya, each individual’s income is created independently in the
Dortmund area. For this reason, this simulation provides a better demonstration [4].
As we have mentioned earlier, there is a closed-source we are working on regarding
population synthesis titled ’Generating a synthetic population of the United States.
This paper focused on four aspects: Baseline Population Synthesis, Activity Assess-
ment, Location Choice, and Contact Estimation. The four layers are the essential
roadmap of our thesis. First, baseline Population Synthesis focuses on creating a
primary dataset to an observable dataset using IPF and IPU algorithms. Then, IPF
scales the PUMA dataset into the PUMS dataset to become usable for the whole re-
gion. Finally, IPF and [PU are mathematically proven and used to scale individual
and household datasets. In the next layer, they assign activities to the individuals
from those households. They collect the data from the National Household Travel
Survey(NHTS), Dun Bradstreet (DB), and HERE (formerly NAVTEQ)[4]. The
paper denotes that Hausdorff Distance is used to calculate person-person distance,
preferring it over Euclidean and Mahalanobis distance. Finally, the researchers iden-
tify the worst person-person distance as household distance. In short, selecting a
survey household, best-matching individuals in the home, and assigning activities to
each individual are the three essential coatings of this process. Kristian Lum et al.
[23] worked on another optimized activity assignment method. It consists of three
simple steps:

1. Find the closest household to the synthetic household from the survey.
2. Find the most immediate individual to synthetic individuals in that household.

3. Find the most immediate individual to synthetic individuals in that household.
The similarity of a household is calculated by two metrics: probability and
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the minimum distance[11]. Hausdorff Distance calculates the distance between two
households. Here, the researcher prioritizes Hausdorff Distance over Euclidean Dis-
tance, Manhabolis Distance, and Fitted Value Approach because Hausdorff Distance
covers most of the covariates. It is an important method because it simplifies activ-
ity assignments by allowing calculations of real-world activity factors from a survey.
Secondly, the activities are taken from statistics rather than used as a sequence over
time.

Next, They assigned locations for the individuals. Location choice means as-
signing locations probabilistically to the selected individuals. HERE (formerly
NAVTEQ) datasets help to count the distance between households and the pre-
ferred areas of those individuals [11].

They use Traffic Analysis Data(TAZ) to optimize the calculations to avoid com-
puting population all over the location. In the first place, the location of the TAZ
is chosen. Then, they assign the capacity of all the TAZ locations by summing up
that particular geographical area. Contact estimation is generated by combining
the location choice and activity time. After this process, it creates a table of ver-
tices, denoting the people and edges representing the social network.The method of
contact estimation of Delhi and Los Angeles showed a high level of accuracy using
this method [2].
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Steps

Paper 1: Cre-
ating Synthetic
Baseline Popula-
tions by Richard
J. Beckman et al.

Paper 2: Creat-
ing a Synthetic
Population by
Rolf Moeckel et
al.

Paper 3: Gener-
ating a synthetic
population of the
United States
(2015) by Abhi-
jin Atigya et al.

Algorithms IPF IPF, Monte Carlo | IPF and an algo-
Used for Sampling rithm for household
Baseline Pop- assignment
ulation
Activity As- | This paper does not | Ignores travel be- | Works with em-
signment deal with activity | havior and com- | ployment  status,
assignments. mercial data travel behavior,
healthcare popula-
tion, and Land Use
Data
Location This paper does not | Only assigned to | It deals with
Choice deal with location | workplaces amusement parks,
choice. healthcares, educa-
tional institutions,
and workplaces
Contact Trac- | This paper does not | This paper does not | It shows the indi-

ing

deal with contact
tracing.

deal with contact
tracing.

viduals along with
other individuals
they have been
contacted with.

Table 2.1: Comparison of Papers
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Chapter 3

Population Reconstruction

The initial goal of this research is to build a population that can replicate an actual
population of any given area. This population has to have near near-perfect ratio
of certain household types and certain individual types in those households. For
example, if, in any area, there are H amount of households with features Hy, Ho,
and Hj3 and on average in those houses, there are I number of persons with p;, po
and ps feature and I, number of persons with py, ps, and pg features, our gener-
ated population have to match those numbers. Obviously, perfectly matching those
numbers is impossible but we tried to match them as close as possible in our work.

Census Data PUMS Data j IPU
l Frequency Weights
IPE Matrix i
l Sampling
Constrains l
Generated
Pupulation

Figure 3.1: Population generation Workflow

3.1 Introduction to Datasets

To create the large instance, we have two datasets initially: Census Data, and
Public-Use Microdata Samples(PUMS) dataset.[26]
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3.1.1 Census Data

The term ”Census dataset” refers to an extensive compilation of data acquired
through a national census. The Census Bureau of the United States conducts the
survey. [26] The census aims to systematically collect a wide range of demographic,
social, economic, and housing information about the population residing within a
specific geographic area. This dataset includes crucial aspects like age, gender, race,
education, employment, income, and housing.

The US Census Bureau collects two types of datasets: the Decennial Census
and the American Community Service. The Decennial Data is the major instance
where we have information regarding Gender, Race, Age, Ethnicity, and Housing.
However, the ACS is an ongoing survey that comprehensively gathers information
on demographics, social factors, economic indicators, and housing statistics for the
American populace. In contrast to the decennial census that takes place every
ten years, the ACS continually collects data throughout the year. By sampling a
smaller portion of the population each month, it accumulates a larger and more
comprehensive sample size over the ten years. This approach ensures that the ACS
offers a detailed and accurate representation of the population, thereby enhancing
the reliability and robustness of the collected data. Covering millions of households
across the United States, the ACS addresses a broad spectrum of topics, including
age, gender, race, ethnicity, education, employment, income, and housing condi-
tions. The survey provides estimates for various geographic levels, ranging from
states and counties to cities and smaller localized units. As a result, it serves as
a valuable resource for understanding local communities, conducting research, and
gaining insights into the evolving societal and economic dynamics.

In this research, we are using the Census Data of 2021. The Census Data consists
of many parts but out interest is in four main parts: Demographic, Economic,
Housing, and Social. For sampling, the Census Bureau has a sample of 6.5 million
households while only 1 in every 20 households has been sampled. The total number
of instances is available to the public.

3.1.2 PUMS Data

In the United States, the Census Bureau conducts a national census, known as the
United States Census, which gathers data on the entire population. Additionally,
the Census Bureau offers supplementary datasets, one of which is the Public Use
Microdata Sample (PUMS) dataset.

The Public Use Microdata Sample (PUMS) dataset is a state or region-based
dataset, containing anonymized individual-level records. PUMS data allows re-
searchers and analysts to access detailed information about individuals and house-
holds while ensuring data confidentiality. It provides a representative sample of the
population, enabling customized analysis and research on various socio-economic
characteristics.

There are two types of Public Use Microdata Samples: the 1-year PUMS and
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the 5-year PUMS. We are using the 5-year PUMS which was conducted in 2021.
Our study utilized the specific Public Use Microdata Sample (PUMS) data for the
state of North Dakota. The PUMS dataset, derived from the American Community
Survey (ACS), provides anonymized individual-level information that allows for in-
depth analysis of various socio-economic factors.

Unlike aggregated statistics, the PUMS data offers a more detailed perspec-
tive by providing individual-level records for a representative sample of households
within North Dakota. This dataset includes comprehensive information on demo-
graphics, education, employment, income, housing, and other relevant variables. By
examining the percentage distribution of ages, one can gain a deeper understand-
ing of the population’s needs, including those related to education, healthcare, and
transportation. For instance, a high percentage of children in the population indi-
cates a demand for additional schools and childcare facilities to cater to their needs.
This information enables effective planning and allocation of resources to meet the
specific needs of different age groups within the population.

We are working with some limited features of PUMS Data since our travel dataset
has only a few in common. PUMS data has many classes within the elements that
project the details of a person.

Total Length
Feature Type Feature Name Values of Classes
Household Number of persons 0-24 17
in household
Household Vehicle count 0-12 4
Household Family Income 0-200,000+ 11
Household Numl?er of Workers 0-14 4
in family
Person Age 1-99 5
Person Sex male/female 2
Graduate, Bachelor,
Person Educational Attainment | college, High-school, )
below-high
Asian, Black, Native,
Person Race Pacific-islander, white, 6
other

Table 3.1: Household and person features with their size

3.2 Methodoloy

The traditional Iterative Proportional Fitting (IPF) 3.2.3 technique has been used
by the majority part of population synthesis algorithms. But, as mentioned by Xin
Ye [10] if we apply it to a dataset where there is more than one level meaning a
person can belong to two different levels, it creates a problem. Here, with our data,
we have both household and person characteristics. So, if we try to estimate the
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household and person level joint distribution it will result in two different sets of
weights matching household or person distributions. And, if we force person-level
distribution weights to match household-level distribution weights, the generated
population will not be able to reflect a realistic population.

3.2.1 Combining Person and Household Data

The first step for generating the population is to combine households and their re-
spective Person data. To achieve that goal, we need to build a frequency matrix.
The frequency matrix would be a two-dimensional matrix containing information
about each person type in each household type. The Public Use Metadata Sample
(PUMS) [26] provides separate datasets for each category. However, which per-
son belongs to which household can be easily generated from that person’s data.
Although there is no unique identifier for each person, each House has a unique
identifier and each person has the identifier of which household he is from.

The size of the matrix would be N -m, where N is the size of the total households
in the sample and m is the summation of household type combinations and person
type combinations. By combination we mean, from table 3.1, there are 5, 2, 5,
and 6 classes for age, sex, educational attainment, and race respectively, so there
would be 5-2-5-6 = 300 combinations for persons. The procedure is the same
for households as well. Although we would have to exclude combinations that have
no instances in the initial dataset. Once we have the initial frequency matrix built,
we just iteratively update the counts for each person to its corresponding feature
combination. A demonstration of the following algorithm is provided in table 3.2.

Algorithm 3.1: Algorithm to combine Household and person-level data

for each house do
create column for the feature combination of

this house and set value to 1 ;

all other household columns will have value O ;

for each person in this house do

if feature combination of this person already exists then
‘ increase the count;

else
L create column for the feature combination of

this person and set count to 1;
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Person data
HOUSE_ID | race sex

Household data

income -
HOUSE 1D | Area 1 white | male
category .
2 asian | female
1 urban 1 )
2 asian | female
2 urban 2 .
3 rural 9 2 asian | male
3 white | male

Combined data

ID | urban_1 | urban_ 2 | rural 2 | white male | asian male | asian_female
1 1 0 0 1 0 0
2 0 1 0 0 1 2
3 0 0 1 1 0 0

Table 3.2: Demo frequency matrix

3.2.2 Joint Distributions of Household and Person type Con-
strains

Now that we have the combined Household and Person level data, our next goal
is to get the joint distributions of those Household and Person types. To achieve
that we would apply the classical IPF method [4] in census data. We will apply
the procedure for both person and household columns separately. It will generate
the sums of each household and person type combinations. And according to these
constraints, we will proceed to generate the weights for each household.

3.2.3 Iterative Proportional Fitting

Iterative Proportional Fitting or raking in survey statistics is a procedure that is
widely used in population generation techniques. Here, the goal is to find a matrix
M of size n.m that is the closest to another matrix Z such that the row and column
marginals of M get as close as possible to two column vectors X of size n and Y of
size m

So, for a two-dimensional data,

> My =X; (3.1)

. 5

Now there are two main methods of achieving this goal as described by W. Edwards
Deming and Frederick F. Stephan [1]

Minimize

e The classical IPF
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e factor estimation method

The classical IPF

For ease of demonstration of the algorithm, we will consider a 2D data. The process
for multidimensional data is the same. This algorithm iteratively adjusts cell values
to satisfy target row marginals X and then column marginals Y until it converges.
The steps are as follows:

Algorithm 3.2: Classical IPF
My« Z;

ij
for k=1 to max_iter do
if L2-norm distance of M and Z > ¢ then

L break;

for y =1 to M do
fori=1to N do

LM]C MY,

ZMkl’

for:=1to N do
forjzltono

M<—2Mk1,

For dimensions more than 2, in each iteration, we do weighted normalization for
each dimension according to that dimension’s target marginals.

The following table 3.3 shows how the cell values get changed in each itera-
tion until the row and column marginals converge to the target row and column
marginals.
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Iteration 0
1 2 3 4 TOTAL | TARGET
1 40 30 20 10 100 150
2 35 50 100 75 260 300
3 30 80 70 120 300 400
4 20 30 40 50 140 150
TOTAL 125 190 230 255 800
TARGET 200 300 400 100 100
Iteration 1
1 2 3 4 TOTAL | TARGET
1 60.00 | 45.00 | 30.00 | 15.00 150.00 150
2 40.38 | 57.69 | 115.38 | 86.54 | 300.00 300
3 40.00 | 106.67 | 93.33 | 160.00 | 400.00 400
4 21.43 | 32.14 | 42.86 | 53.57 150.00 150
TOTAL | 161.81 | 241.50 | 281.58 | 315.11 | 1000.00
TARGET 200 300 400 100 100
Iteration 2
1 2 3 4 TOTAL | TARGET
1 74.16 | 55.90 | 42.62 4.76 177.44 150
2 49.92 | 71.67 | 163.91 | 27.46 | 312.96 300
3 49.44 | 132.50 | 132.59 | 50.78 | 365.31 400
4 26.49 | 39.93 | 60.88 | 17.00 144.30 150
TOTAL | 200.00 | 300.00 | 400.00 | 100.00 | 1000.00
TARGET 200 300 400 100 100
Iteration 3
1 2 3 4 TOTAL | TARGET
1 64.61 | 46.28 | 35.42 3.83 150.13 150
2 49.95 | 68.15 | 156.49 | 25.37 | 299.96 300
3 56.70 | 144.40 | 145.06 | 53.76 | 399.92 400
4 28.74 | 41.18 | 63.03 | 17.03 149.99 150
TOTAL | 200.00 | 300.00 | 400.00 | 100.00 | 1000.00
TARGET 200 300 400 100 100

Table 3.3: Demo IPF (Taken from [27])

Factor estimation method

The idea for factor estimation is to find factor vectors A and B such that M;; =
A; - B; - Z;j. Initially, all values in A and B are 1. and in each iteration, we update
the values. The steps are as follows:

27



Algorithm 3.3: IPF using factor estimation

initialize A and B with size N and M with values 1 in them.;
for £ =1 to max_iter do
if L2-norm distance of M and Z > ¢ then

L break;

for =1 to M do
for:=1 to N do
Y.
Bbe 13 .
L TN Zy - AP

for:=1 to N do
for j =1 to M do
X

> Zij - Bj

Applying the IPF technique to census data, we get the marginal values alongside
the frequency matrix of Household and Person data. Table 3.4 shows how our demo
combined data may look like after getting the IPF constraints.

1D urban_1 | urban_ 2 | rural 2 | white male | asian_male | asian_ female
1 1 0 0 1 0 0
2 0 1 0 0 1 2
3 0 0 1 1 0 0
Constrains
(IPF) 4 5 3 7 5 9

Table 3.4: Combined Data with IPF constraints

3.2.4 Generating weights for each household

From the previously generated combined dataset and joint distribution constraints,
our next goal is to generate weights for each household that would be used for
sampling. The weights have to be calculated in such a manner that the sum of the
product of weights and household and person type values for each household is close
to the constraints.

j=N
Constaints; ~ Z frequency;; - weights;  N=total houses (3.4)
J

The procedure begins by setting weights for each household to 1. Then in each
iteration, for each household or person type, we adjust the weights for each of the
households one by one. Here we need the weighted sums of each feature as well. As
initially all the weights are set to one, the weighted sums would be just the sums
of counts of each type. Then, in one iteration, first, for each feature or type, we
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calculate a variable mulpilier 3.5.

constraint
multiplier = 3.5
P weighted__sums (3.5)

Then, we update all the weights by multiplying them with the multiplier. And,
calculate the new updated weighted sums. We do this for each feature or type in
every iteration until convergence. The convergence condition here is if, for any two
consecutive iterations, the change of 4 is too low. 3.6

m N . . .
5o Z (>°; frquency matriz;; - weight; — constraints;)
; contraints;

] (3.6)

Some exceptions

As described by Xin Ye, there can be two major problems while running this algo-
rithm.[10] First, if there is any zero value in the frequency matrix. If we run the
algorithm as it is while calculating weights, it would make the weight zero, and
for all the subsequent iterations, the value for this weight will remain zero as well.
Having zeroes in the frequency matrix is inevitable as all the houses and individuals
will not certainly be of the same type. To tackle this problem, Beckman proposed
to replace the zeroes with a small value. [4] But doing so in our approach may
introduce a bias. [14] So instead, whenever we get a zero in the frequency matrix,
we will just carry the previous weight instead of updating it.[10]

Another problem stated in the paper is the zero marginal problem which is,
having zero values as the constraints that we got by implementing the classical IPF.
Although this phenomenon is not as common as the previous one, it can happen in
small geographic areas. In our case of implementing this procedure to the population
of North Dakota, we faced this issue. Some of the households that contribute to a
zero marginal, may need to take non-zero weight to satisfy other constraints. Also,
it would lead to a zero division error. So, to solve this issue the zeroes had to be
replaced with some small number.
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Algorithm 3.4: Generating weights

input : frequency_matrix, constraints

output: Weights for each Household

weighted__sums < summation of each column

weights, weightspye, < array of size N with all values as 1
N < total households

m < total columns

while equation 3.4 is not fulfilled do

calculate d;,;; using equation 3.6

for j < 0 to m do

. og. constraints|j]
multzplzer A weighted__sums|[j]

for : <~ 0 to N do
if frequency_matriz[i][j] == 0 then
| weightsli] < weightsyre,i]
else
L weights[i] < weights[i] - multiplier

for k < 0 to m do ‘
L weighted__sums[k] < Y207 frequency_matriz[i][k] - weights]i]

calculate ¢ using equation 3.6
if ‘5 — 5znzt‘ S € then
L break

Table 3.5 illustrates one iteration of the following algorithm in our previous demo
data.

D urban | urban | rural | white | asian | asian wllw2 | wa | walws
1 2 2 male | male | female
1 1 0 0 1 0 0 4 4 4 4 4
2 0 1 0 0 1 2 1 5 5 5 4
3 0 0 1 1 0 0 1 1 3 3 3
Constraints
(IPF) 4 5 3 7 5 9
wsl 4 1 1 5 1 2
ws2 4 5 1 5 5 10
ws3 4 5 3 7 5 10
ws4 4 5 3 7 5 10
wsh 4 4 3 7 4 8
ws6 4 4.5 3 7 4.5 9

Table 3.5: Generating weights for Households
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3.2.5 Sampling

Now that we have weights for each of the Household types our next and final goal
for reconstructing the population is to sample from the PUMS data. We do this
in a probabilistic manner. Here, There will be multiple occurrences of the same
household type in the joint distribution as the person types can be different in each
of them. The probability of a house being chosen is the weight of that house divided
by the summation of the weights of all houses belonging to the same type. [10] We
rounded the weights to the nearest integer as almost all of the weights are decimal
numbers. However, as a result of this rounding, some of the house types may get
excluded from the generated population as some weights can be near zero. But the
number of this kind of house is negligible. This approach for choosing households
does not have the problem of being biased towards household-level or person-level
constraints as the weights are adjusted by not only the household constraints but
also the person-level constraints,

3.3 Limitations

While working with population reconstruction, we ensured that the constraints of
census data were maintained through the algorithms. But, we still encountered
multiple limitations of our population simulator.

3.3.1 Limited Type of Housing Units

We generated the whole population based on the dataset of North Dakota. Since
our algorithm generates the weights of household units, North Dakota is a small
area compared to the entire United States.

1. We encountered small finite household types in North Dakota, while in oth-
ers, the Housing Units can be different based on PUMS’s randomized algo-
rithm[21]. Therefore, though we are maintaining the constraints of an entire
population and its attributes, we are working with a limited type of housing
unit.

2. In PUMS data, only a very small portion (less than 5%) sample of total housing
units is collected.[21] For this reason, the reconstructed population is entirely
based on our household units, which may exclude many persons with different
attribute values who are not present in the household units.

3.3.2 Household-Based Population Reconstruction

Our household assignment is simultaneous with population reconstruction. It can
create two problems:
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1. If an additional layer of assigning them to households (Monte Carlo Sampling,
Kristan Lum et al’s method[23] could provide a more accurate reconstruction
or not is not tested.

2. The areas of all the household is not generated.

3.3.3 Rounding off weights

During the procedure of the algorithm, we rounded off the weights before sampling.
This rounding off is done by taking the nearest integer as weights. By doing so,
some houses that have weights less than 0.5 will be excluded from the population.
So, in the population, in certain cases, there can be a small amount of household
types that will not be included to satisfy other household types constraints that
contribute more to the population.
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Chapter 4

Activity Assignment

Activity assignment constructs a model of the daily activities of the individuals of a
simulated population. It must be done before location assignments as an individual’s
location at a particular time is related to the activity he/she performs at that time.
Here, we try to predict a person’s activity within a specified time. We used the
NHTS Dataset and classification models for our activity forecast

For the ease of our experiment, we tried to predict the activity of the previously
generated population for each hour of a normal weekday. In other words, we are
looking for the relationship between someone’s activity with their personal informa-
tion. For this reason, we used multiple Machine Learning algorithms and compared
the accuracies to find the best model for the prediction. Our activity assignment
involves challenges like dataset preparation, preprocessing, feature extraction, and
engineering before applying regression and classification models including Neural
Networks.

First, we performed our Data Pre-Processing. Our primary goal is to create a
dataset from the NHTS Data which can be compared to Census Data directly in
terms of the features. Therefore, we extracted similar features and mapped them
accordingly. Next, we performed some feature engineering since many samples in
the NHTS Dataset do not contain appropriate information since the person declined
to provide them. Finally, We take our previously generated population and use our
classification model to predict the activity at any given time.

To predict the activity of a person at any specific time of the day we divide the
prediction into two parts. To begin with, we take trip data for each person from
the NHTS data [34].Then, we try to predict in starting of each time interval if the
person is in a certain place or on his way from one place to another. In activity
assignment, we have a total of 10 classes. To exemplify, when someone is starting a
trip from home and going to work, his origin and destination number is 1 and 2.
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Figure 4.1: Detailed Steps of Activity Assignment

4.1 Introduction to NHTS Data

The National Health and Travel Statistics (NHTS) is comprised of four datasets:
Household Data, Personal Data, Trip Data, and Vehicle Data. These datasets all
pertain to the same individuals, with identification based on Household Identifier
and Person Identifier.

The Household dataset contains information on around 130,000 households, com-
prising 115 features. It includes details such as Household Identifier, Travel Day (day
of the week), Primary Sampling Stratum Assignment, Home Ownership, Count of
household members, Count of household vehicles, Household income, and Frequency
of Desktop or Laptop Computer Use to Access the Internet, among others. The
Household Identifier is used to identify each household, while the Count of house-
hold members represents the number of people within a household. Travel-related
information is captured through features like Travel Day (day of the week) and
Number of Workers in the household. The dataset also provides insights into the
medium of transportation used by households, which is indicated by features such as
‘Frequency of Walking for Travel’, ‘Frequency of Bicycle Use for Travel’, ‘Frequency
of Personal Vehicle Use for Travel’, ‘Frequency of Taxi Service or Rideshare Use
for Travel’, ‘Frequency of Bus Use for Travel’, ‘Frequency of Train Use for Travel’,
and ‘Frequency of Paratransit Use for Travel. These factors include features like
‘Price of Gasoline Affects Travel,” ‘Travel is a Financial Burden,” ‘Walk to Reduce
Financial Burden of Travel,” ‘Bicycle to Reduce Financial Burden of Travel,” ‘Public
Transportation to Reduce Financial Burden of Travel,” and ‘At least two household
persons are related,” ‘Number of drivers in the household.” These features are used
to track elements that might impact their traveling decisions.
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Figure 4.2: Samples from different age groups

Personal Dataset has 121 personal features. The primary focus of Personal Data
is on the individual information within a household. Each person within the house-
hold is identified by numbers 1, 2, and 3, and their information, such as age, sex, race,
and educational attainment, is stored. Additionally, the dataset contains travel-
related information for each individual. This Personal Data is essential as it allows
the identification of individuals within households, enabling the correlation of their
travel data with the trip dataset. In total, the dataset consists of 121 features and
2,64,234 samples, providing information about 2,64,234 individuals from 1,29,696
households.

The Trip Dataset contains comprehensive information about two or three trips
taken by individuals from the Personal Dataset. This dataset stores essential details
such as trip purpose, origin, destination, travel distance, trip start time, and trip
end time. The Trip Information plays a crucial role in providing an overview of
primary trips made by multiple individuals on various days. With a total of 923,572
samples, this dataset includes information about 264,234 individuals and their re-
spective 923,572 trips. It comprises 115 features, encompassing attributes like ‘Trip
Start Time’, “Trip End Time’, ‘Trip Origin Purpose’, ‘Trip Destination Purpose’,
‘Generalized Purpose of Trip’, ‘Primary Activity in the Previous Week’, and other
relevant information. Our information on Trip is solely based on the trips we get
from the Trip Dataset.

Trip Dataset contains all the trips of an individual in 24 hours. Other than Trip
Start Time and Trip End Time, we also get Trip Distance in Miles, and the Dwell
time of that trip. Initially, we tried to calculate the total time spent at home, work,
and other activities. First of all, we generated the average dwell time for the age
groups and visualized the time period.
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Code Activity Description
01 Home
10 Work
20 | School/Daycare/Religious activity
30 Medical /Dental services
40 Shopping/Errands
50 Social/Recreational
70 Transport someone
80 Meals

Table 4.1: Activity Description in NHTS Data

There is another dataset which is named Vehicle Dataset. The dataset contains
vehicle-related information for households, such as details about the driver, vehicle
age, number of vehicles, primary vehicle, and months of vehicle ownership. Ana-
lyzing this dataset will enable us to apply heuristics in understanding the location
choices made by individuals.With a total of 60 features and 256,115 samples, the
dataset provides information about 256,115 vehicles from 129,696 households.

Therefore, NHTS Data provides us the details of trips with multiple features
related to it. Additionally, the dataset contains a lot of similar features to PUMS
Data. For this reason, this dataset is our primary basis of forecasting.

4.2 Methodology

Our activity assignment involves a two-step process. Initially, we engaged in pre-
processing our NHTS data to align it with our specific needs, as we didn’t require
all the available features. This entailed performing feature mapping to harmonize
the dataset with census data, ensuring compatibility and uniformity.

Subsequently, we implemented classification models to analyze our selected fea-
tures, namely 'From’ and "To,” with the aim of predicting the purpose of trip origin
and destination. By employing these models, we sought to gain insights into the
underlying patterns and factors influencing travel decisions, thereby enhancing our
understanding of transportation dynamics and contributing to more effective plan-
ning and decision-making in this domain.

4.2.1 Dataset Preparation and Pre-processing

Our NHTS Data contains 200+ features in total. However, we could only work
with a limited amount of features since most of the features are not available in our
generated population, or are irrelevant for making predictions. Basically, it contains
a lot of features that are trip-specific such as, what model of car was used in the
trip or even how many wheels the car has. Besides, most of the features are encoded
differently, therefore we ensured a feature mapping by creating functions for all
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the features. Additionally, in a lot of instances, the interviewee declined to answer
some important features and values like Household Income, Educational Attainment,
and Gender. For this reason, we ensured some feature scaling. Lastly, there are
some features that denote the purpose of the trip such as From(‘WHYFROM’),
To(‘WHYTO’), Trip Purpose Summary(‘WHYTRP1S’), and Generalized Purpose
of the Trip(‘TRIPPURP?).

Mapping NHTS Data to the generated population

The features that we are working with, are labeled in different classification labels in
the datasets. For example, when we are working with race, we get the races Asian,
American Indian or Alaska Native, Native Hawaiian, or other Pacific in Census
Data. But in NHTS Data, not everyone asserted their race. Also, the other races
are labeled as ‘others’ while Census data has more race details. Therefore, we used
others for all the answers in the NHTS Data before training.

For the working members in the household, Census Data has a limitation of 0-3.
But, NHTS Data has a wider range, which is 0-7. To solve this issue, we used the
maximum value of 3, as per the Census Data. Household income is distinguished
into 9 separate groups and it is represented with an integer from 1 to 9.

Census Data | NHTS Data | Meaning

NP HHSIZE Household Members

VEH HHVEHCNT | Household Vehicle Count

FINCP HHFAMINC Household Income

WIF WRKCOUNT | Working members in the household
AGEP R _AGE Age

EDUC SCHL Education

SEX R_SEX Gender

RACE1P R_AGE Race

Table 4.2: Census Data vs. NHTS Data

Creating a Dataset with time-based Trip Details of Individuals

In NHTS Data, we only get details of a trip when a person changes his destination.
For example, if person A moves from Home to their workplace, or returns home from
their workplace, we get a sample of their trip. Therefore, the trip samples are only
trip-based. Now, to determine a person’s activity at a certain time, we need the
location of that person in that specific time period. For our experiment, we fixed
the time period to be 1 hour. So, now the new challenge is to calculate each person’s
location on an hourly basis. We had a total of around 1 million trip data for around
250 thousand people. So, making a dataset for each hour for each person, the size
becomes about 24 million.

Now, we determined the person’s location to be Ly, if, at the beginning of the
time period, he was in location L;. However, the location can be the place where he
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spent the majority of the time period as well. But that would make the calculation
much more costly. And, If we make the time interval shorter, which would make
the simulator almost live, the highest time spent location and the location at the
beginning of the period will not be different for maximum cases.

Now, the problem is at the beginning of the time period, or in our case the
beginning of the hour, the person can be on his way from L; to Ly. To solve this
issue we defined two locations for each period of time for each person. We will label
them as FROM and TO. If someone is on his way from L; to Ly his FROM will
be Li and T'O will be Ly. In other cases, both FFROM and T'O will be the same.

The algorithm to assign FFROM and T'O for each person is pretty straightfor-
ward. We assume each person is at his home at the beginning of the day and
iteratively for each trip he/she makes we update his location.

Algorithm 4.1: Activity Assignment for each person for each time interval
using trip data

Set all locations to be Home;
for each person do
trip < 0;
L1 <« trip[starting_location];
L2 < trip[starting_location];
for each interval do
if trip[starting time] and trip[ending time] is between this interval
then
FROM{interval + 1[startingsimel| <— L2;
TOlinterval + 1[startingsimel] <— L2;
else
FROM interval + 1[starting;ime]] < L1;
TOlinterval + 1[starting;ime]] < L2;
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Initial Data
PERSONID | HOUR FROM TO
1 5 Home Home
1 6 Home Home
1 7 Home Home
1 8 Home Home
1 9 Home Home
1 10 Home Home
Trip Data
PERSONID | TRIPNo. STARTTIME | ENDTIME | DESTINATION
1 1 5.30 5.45 Work
1 2 7.45 8.15 Meal
1 3 9.15 9.30 Home
Combined Data
PERSONID | HOUR | ... FROM TO
1 5 Home Home
1 6 Work Work
1 7 Work Work
1 8 Work Meal
1 9 Meal Meal
1 10 Home Home

Table 4.3: Example of time-specific dataset from trip data

Here, 4.3 the person was initially at home. At 5.30 he went to work and reached
there at 5.45. So at the beginning of the 6! hour, he was at work. Then, at 7.45 he
started his trip to have a meal and reached there at 8.15. So, At the beginning of
8 hour, he was on his way from work to meal.

4.2.2 Prediction

After performing data pre-processing, the features of our final dataset are appro-
priately mapped and engineered. Firstly, We used all the classification models to
compare the accuracies. Based on the presumption that this is a classification prob-
lem, we used all classification models including Gradient Boosting, Random Forest,
Support Vector Machine, Logistic Regression, Decision Tree, and Naive Bayes. We
also performed a Neural Network with 3 dense layers but classification models pro-
vided us better performances.
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Model Accuracy (%)
Gradient Boosting 89.47
Random Forest 88.75
Support Vector Machine 88.12
Logistic Regression 87.88
Decision Tree 86.95
Naive Bayes 86.21

Table 4.4: Comparison of Classification Models

Gradient Boosting provided us the best accuracy 4.4 which is slightly better
than Random Forest. So, We applied gradient boosting as it provided the highest
accuracy of 89.47%. The accuracies are for predicting the FROM feature. But for
the T'O feature, the accuracies are more or less the same. As in most cases, both
feature have same values.

Algorithm 4.2: Predicting activity/location for each person

H input

: model, population

for each person do
L Create rows for each time interval

predict FFROM for the population with time;
predict T'O for the population with time;

Person | HOUR | R_SEX | R_AGE | HHVEHCNT | HHSIZE | EDUC | FROM
1 0 1 4 3.0 3.0 2 1
1 1 2 4 3.0 7.0 1 1
1 1 4 2.0 5.0 2 1
2 0 2 4 0.0 4.0 3 1
2 1 ) 2.0 2.0 5 2
2 2 1 2 3.0 3.0 2 3
3 0 2 3 1.0 1.0 2 1
3 1 4 2.0 5.0 1 1
3 2 1 ) 3.0 3.0 4 1

Table 4.5: Predicting Origin
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Person | HOUR | R_SEX | R_ AGE | HHVEHCNT | HHSIZE | EDUC | TO
1 0 1 4 3.0 3.0 2 1
1 1 2 4 3.0 7.0 1 1
1 1 4 2.0 5.0 2 10
2 2 4 0.0 4.0 3 1
2 1 2 5 2.0 2.0 5
2 1 2 3.0 3.0 2 3
3 2 3 1.0 1.0 2 1
3 1 2 4 2.0 5.0 1 1
3 2 1 5 3.0 3.0 4 30

Table 4.6: Predicting Destination

Here, the Trip Origin and Trip Destination determine the activities of the peo-
ple. Here, we have two steps: Predicting the trip origin and predicting the trip
destination. After using our Gradient Boosting model, we are successfully able to
predict and assign the activities. It is the basic forecast of people’s tasks, which
allows us to proceed to assign them appropriate locations.

4.3 Limitations

The main limitation for predicting the activity of the generated population is the lack
of trip data. The NHTS dataset only provides about Nine million trips over a very
specific and short time period. It is really a small and unbalanced dataset compared
to the large population of the United States. If a more elaborate and detailed dataset
was available, the activity prediction would have been more accurate. Moreover, the
activities of a person on normal weekdays and weekends are much different. If there
were separated datasets of weekdays and weekends, separate activities in weekends
could have been predicted.
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Chapter 5

Location Assignment

Location assignment is the next step after assigning activities. This part aims to
assign a real-world geographic location to our synthetic population. As the popula-
tion already has their activities in any specific time period of a day we need to input
a real-world map to have their locations in it. HERE provides a detailed enough
data for this procedure.

5.1 Introduction to HERE Maps

We used HERE Maps as our visualizer[29]. Because the HERE map allows us to
get a detailed overview of the map, unlike Google Maps. For example, in HERE
Maps we can even access the households. Additionally, in the HERE Map Studio,
we can visualize our data on the map so easily. We need to create a dataset that
contains the longitude and latitude of the people to visualize them. Therefore, our
initial challenge is to assign a location and calculate the longitude and latitude of the
place. We can visualize our data in HERE Maps through the Resource Description
Framework(RDF) Dataset.

5.1.1 RDF Datasets

Resource Description Framework of HERE Maps contain the longitudes and lati-
tudes of points of interests [30].
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Facility Type Count
Shopping 318
School 663
Bank 580
Amusement Park 10
Place of Worship 497
Restaurant 411
Government Office 359
Speciality Store 282
Grocery Store 323

Table 5.1: An example dataset of Abuja, Nigeria

To simplify, we provide an example dataset of Abuja, Nigeria. In Table 5.1, we
can see that the dataset contains 318 places for shopping, 497 schools, 411 restau-
rants, and many more places. It is the primary representation of the total number
of areas of interest in Abuja. We can put pointers in these places by providing RDF
data as input. To conclude, the RDF data of a city helps us understand a town’s
areas of interest.

5.2 Methodology

Our location assignment is divided into two parts. First, we assign them into the
households. Next, we assign them in the preferred locations after activity assign-
ment.

5.2.1 Assigning households

The first step to assigning location is to assign households to our generated popu-
lation as the population was generated mainly based on household and person-level
constraints were matched later. Also, except under extremely unrealistic conditions,
the number of households in the generated population and the map where we are
projecting the population will never match. The reason for these unbalanced num-
bers is we had to round off the weights while picking houses. So, if we have a map
of the same area where the generated population is based on, the numbers will not
be the same. Also, as we did not have a map of our test dataset, North Dakota, we
had to work with a map of Abuja, Nigeria, so we had to cut off some houses from
the generated population to actually match the map.

To assign households, we prioritized houses that have a higher number of people
in them. So, the house that has the highest number of people in it will get a
house first. The procedure is to iteratively assign households from the map to the
population.
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Algorithm 5.1: Assigning households to the population

Sort Households according to the number of people in them
House_ iterator < 0
for each house in the map do
lat and lon of all person in House iterator'” house < lat and lon of
this house
increase House iterator

5.2.2 Assigning locations

Now that all the people have their houses, they need to go outside and do their
work. We have already calculated their activity in each period of time of a day in
the previous chapter and we have all the locations of doing these activities in the
provided HERE map. We just need to plug in these values. To do so, the heuristic
that we used is if a person does Z activity for a period of time he will go to the
place Z that is nearest to his/her house. We used the Manhattan distance to find
the nearest distance.

Location = arg 2161212 \h — 1] (5.1)

o Location = location of a person
e h = location of the household of that person

o L = Set of all possible locations of his activity

But this approach has a major problem that is, in every area, there are densely
populated zones and zones that are not much populated. So assigning the nearest
location of activities will result in some locations having too many people at a time
and some having too less. To resolve this a threshold to the maximum capacity of
any location had to be set. We assumed all the locations have the same capacity so
the maximum limit of any location will simply be,

total number of that activity in the map

(5.2)

mazximum__capacity = total population
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Algorithm 5.2: Assigning Locations

Make sets of each activity on the map;
counts < frequency array of persons in each location;
for each person do

for each time period do

locations < subset of locations of activity in this specific time
period;

man__distance = oo;

subset size
population__size’

for each location in locations do
if |housellat] — locationllat]| + |house[lon] — location[lon]| <
man__distance then
if countllocation] > mazximum__limit then
L continue;

maximum_ limit <

person[time__period][lat,lon]| « location[lat,lon];
increase count[location];

5.2.3 Assigning Locations to people who are on the way
from some place to another

In the previous chapter, we have seen that at the beginning of the time period, a
person can be on his/her way from one place to another and to solve this issue, we
predicted two different locations for that person. That is, there are two locations
for each person, [; and l;(FROM and TO), and, if, for any person, [; and [; are the
same then he/she was at that place at that time. But if [; and I, are not the same
then he/she was on his way from [; to l5. To assign locations for these people we
have to implement another heuristic, that is. how far he/she is from [; and l;. We
can get this value from his/her previous and next locations. if X = the number of
intervals [; and [ is different then we divide the distance from [; to Iy into X pieces
and assign locations.
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Algorithm 5.3: Update of algorithm 5.2 where any person is on his way
from one place to another

for each time period do

if I and ly are not the same then

from < location for [; using previous algorithm

to < location for l; using previous algorithm

count < Count of subsequent intervals where [; and [l are not the
same

d <+ distance between [; and [,

for ¢ < 0 to count do
L person[time__period + i|[lat,lon] < from[lat,lon] + i * d[lat, lon]

else
L follow previous algorithm

5.3 Limitations

The main limitation of this part of the research is the unavailability of HERE map
data of our desired location. As described in the Population Reconstruction chapter.
Our preliminary data was based on US census data and Sampling was from North
Dakota. However, we could not project the population in a real-world map because
RDF files for that region are not available. Not only that, RDF files for any US or
nearby region are unavailable for public usage.
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Chapter 6

Technical Architecture

Our targeted output is the location of the individuals. Our input datasets are PUMS
Dataset, NHTS Dataset, Census Dataset as we have mentioned earlier.

PUMS Data —

Combining
» Household and ——{ Exiraci Sample
Personal Datasets

Assign Nearest / Latitude, Longitude of the

Census Data ~ ——— l Location | individuals
Trainer — Model

NHTS Data T

Simulator

Figure 6.1: Simulator Architecture

Our work revolves around the PUMS Dataset, which comprises two distinct seg-
ments: Household Data and Personal Data. To begin, we merge these two datasets,
creating a unified dataset. Subsequently, we derive a comprehensive distribution of
features by drawing insights from Census data through the use of Iterative Propor-
tional Fitting (IPF), as detailed in Beckman et al’s work [4].

In the next step, our simulator assigns weights to each household utilizing the
Iterative Proportional Updating (IPU) technique, as introduced by Xin et al. [10].
These weights play a crucial role in our analysis.

Finally, we employ this enriched dataset to perform sampling from the PUMS
dataset, tailoring the number of samples to the total count of households in the
region. This methodology forms the foundation of our thesis, enabling us to draw
meaningful insights and conclusions from the data.

At the same time, our trainer uses NHTS Dataset to train the best classification
model. Once the model is ready, it takes the extracted number of samples as an
input and provides the activities of the individuals as output.

Once the activity is predicted, we use our algorithm 5.2 for the location assign-
ment. The final dataset contains the details of the person, 'From’ and "To’ activity
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in the hour interval, and the latitude and longitude of the person. Then we use a
visualizer [29] to project our results.
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Chapter 7

Case Study

We used the population of the United States and the map of Abuja, Nigeria to
visualize our data. Our simulator is able to provide us with the behavior of the
population over time in 24 hours. Here, we are providing a brief case study that we
get from our model.

7.1 Assignning each person to Households

First, we assign everyone to the available houses of the city. Since we are using the
map of Abuja, we can’t visualize individuals in their appropriate addresses. So, we
assigned 10,000 individuals using our Algorithm 5.1 .
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Figure 7.1: Household Assignment

As we can see in 7.1, everyone is assigned to their home, and the rest of the POIs
are empty.
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7.2 Activity Assignment

After assigning activities in time intervals, we see the change in behaviors. For
example, when we are taking the time interval of 9 a.m. to 10 a.m. on an average
working day, we see that people are mostly busy in all the activity classes. People
were already at their workplaces, schools, restaurants and shops.
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Figure 7.2: Visualization after Activity Assignment at 9 a.m.

Activity Types Number of People
Home(Transparent White) 1166
Work(Green) 4972
School/Daycare/Religious Activities(Red) 2202
Medical/Dental Service(Black) 122
Shopping/Errands(Blue) 375
Social/Recreational Activity (Yellow) 1163

Total 10000

Table 7.1: Activities between 9 to 10 a.m.

In Table 7.1, we can see that out of our 10000 visualized individuals, 4972 went
to their workplaces. Second most common activity type is School/Daycare activity
and the most uncommon activity is taking medical services at that time.

Our time interval for next simulation is 4 to 5 p.m. . In this case, people are
mostly at home and some portion of them are still at work. We dont see any portion
of the sample is at School/Daycare/Religious Activities at that time.
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Figure 7.3: Visualization after Activity Assignment at 4 p.m.

Activity Types Number of People
Home(Transparent White) 7565
Work(Green) 2263
Shopping/Errands(Blue) 100
Social/Recreational Activity (Yellow) 62
Total 10000

Table 7.2: Activities between 4 to 5 p.m.

So, by the end of the day, our simulator simulates that people are mostly spending
time at their home.
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Chapter 8

Conclusion

Synthesizing a representative population through population generation synthesis
using census data allows for a comprehensive grasp of a region’s demographics
and socio-economic characteristics. This process provides valuable insights into the
population’s composition, distribution, and dynamics, enabling informed decision-
making and effective policy formulation.

Moreover, population synthesis enables the projection of future population trends,
the anticipation of demographic changes, and the evaluation of the impact of dif-
ferent scenarios and interventions. This information is crucial for urban planning,
resource allocation, infrastructure development, and service provision, facilitating
the fulfillment of evolving community needs.

Additionally, population synthesis facilitates the analysis of social disparities,
identification of vulnerable populations, and evaluation of resource distribution eq-
uity. It uncovers patterns, correlations, and relationships among various demo-
graphic variables, supporting evidence-based decision-making and targeted interven-
tions. In conclusion, population generation synthesis using census data empowers
an understanding of population complexities, the anticipation of future trends, and
informed decision-making. It significantly contributes to policy shaping, resource
allocation improvement, and the promotion of equitable development. Harnessing
the potential of population synthesis enables the creation of sustainable, inclusive,
and resilient communities, ultimately benefiting society as a whole.

8.1 Future Works

We generated a population based on census data and travel information. However,
we expect some characteristics in future models so that the simulation is more
dynamic.
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8.1.1 Contact Tracing Using Social Network

In this section, researchers use three types of the social network: education, work,
and household. Firstly, the household data are taken from the census data. Also,
they take living space and work location from road use data. In the next step,
they place households, workplaces, and educational institutions and assign daytime
locations for each individual. Lastly, the output shows the social network that has
been created.

This method helps understand location choice and contact tracing. However, it
does not deal with detailed contact tracing, i.e., consumer behavior for shops, travel
behaviors, and use of healthcare by the people. For this reason, this method is very
good at giving insights regarding contact tracing, but it is not the best method to
use because the location assignment is less accurate.

Create Individuals and Space
Tasks Diata Python Package
< e M oo S
= Craate Indhiduals Census Data 2070 Pandas, Randam
Pandas, Nertoals, MUy,
Fandom

* Group Individusts inte Household Census Data 2010

Assign Daytime Locations

Tasks Data Python Package
« Creats Workplaces and Assign thermn  Dala Generated from Step 1, LEHDs Pandas, Sklsarn, Nurnpy,
< 10 Individuals LODES: Random
* Place Homa and Work Places on the
Spacas Road Network Pandas, Geopandas
* Assign Educational Sites basad on Drata Generated from Step 1, EPA
apa and e closest distance GEI Fande, Gecpandes.

Create Social Networks

Tasks Data PFython Package
¢ Create 3 types of Social Netwarks
(8.3, Housahold, Wark, and Data Ganerated frem Stop 1 & 2 Pandas, Networkx

Educationaly

Figure 8.1: Contact Tracing Using Social Networks (Taken from [22])

It generated a synthetic population of 23,004,272 people and 8,457,710 house-
holds. However, due to the inconsistency of 116 census tracts, the number of house-
holds was slightly higher and caused 0.36% less accuracy.[22]

A future open-source simulator should be able to trace the contacts. Contact
Tracing can become an important addition to this simulation because it can work
as a primary basis to track upcoming outbreaks of contagious diseases. Besides, it’ll
help to study social relationships in the future.
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