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Abstract

The intention of autonomous license plate (LP) detection is to find an LP spot in a
picture without any kind of human intervention. Automatic license plate detection
(ALPD) techniques have been developed; however, the majority of them do not take
into account the numerous potentially hazardous image cases that frequently arise
during actual driving scenarios. Hazardous picture conditions include low contrast
settings, objects that are comparable to LP in the background, LP areas that are
inclined horizontally, and weather effects like rain or fog. In this study, we present
a novel approach to localizing and recognizing Bangla car plates in foggy or rainy
weather using the Dark Channel Prior (DCP) approach for dehazing foggy images.
There are three parts to the suggested method. In the first stage, the DCP dehazing
algorithm is used to reduce the foggy effect on the input images. In the second stage,
a YOLOv8 object detection model is used to detect the Bangla license plates from
the dehazed images and lastly, the OCR technique is used to recognize and extract
texts from the identified images of the license plates. Thus, our study aims to use
DCP, the YOLOv8 algorithm, and the OCR technique to identify and recognize
Bangla vehicle plates in foggy conditions in order to improve transportation safety,
law enforcement, traffic flow, and tax revenue collection.

Keywords: YOLOv8, Automatic License Plate Detection, Image Processing, Dark
Channel Prior, EasyOCR, Neural Networks, Deep Learning
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Chapter 1

Introduction

As a result of excessive development and the quick expansion of car companies,
automobiles have developed into an essential component of our lives. According to
the BRTA, 3.6 million cars have been registered in Bangladesh in 2023 [54]. However,
the parking lot infrastructure needs to be improved, and keeping track of automobiles
as they arrive and exit is complicated and disorganized. Moreover, finding a parking
space in a city may be challenging because of the number of automobiles on the
road. In Bangladesh, where data quality is an issue, it might be tough to determine
whether cars have been involved in any illegal activity. Additionally, not all LP
layouts are the same, and as the lighting condition changes frequently, dealing with
this situation is another difficulty. That is where additional work must be done
on the method to get a reliable outcome. So, keeping track of them is essential
for various reasons, including transportation, the environment, public safety, law
enforcement (in the case of unregistered vehicles or illegal activities), traffic control,
revenue collection, and toll purposes. However, it might be challenging to monitor
automobiles when dangerous circumstances occur, such as when it is raining or hazy
outside. Figure 1.1 displays several Bangla LPs in the style the Bangladesh Road
Transport Authority (BRTA) requires.

Figure 1.1: Representation of Vehicle Number Plate in Bangladesh [37].
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1.1 Motivation

Keeping track of all the automobiles in a country is essential to ensure public safety,
running an efficient traffic control operation, and collecting toll money. However, the
challenge of locating or identifying a vehicle based on its LP is a considerable one,
mainly when the weather is unfavorable or when there are physical factors such as
corrosion, desorption, or fluctuations in the size and font of the plate. Consequently,
there is an urge for trustworthy technology that can reliably spot and identify the
LP of cars in surroundings with low levels of light and fog.

Potential applications in numerous fields are listed below, all of which suggest that
the work being offered will be helpful in the real world.

• To do law enforcement in a safe way, we need to keep our transportation system
in good shape so we can keep an eye on tolls and unregistered vehicles. But
it is hard to watch them when it is hazy outside. So, our goal is to ensure law
enforcement can trust dangerous situations.

• Regarding traffic regulation, parking is one of the most pressing issues in
Bangladesh’s leading cities. Taking pictures of LPs and sending them to an
automated system is a convenient way for city authorities to track out a car’s
rightful owner or driver when it has been improperly parked. The system may
provide helpful information for managing this situation by responding with
the name and phone number of the owner or driver of the car. Conversely,
traffic flows more smoothly when entrances and exits are well-managed.

• This technology combines LP readers with road detectors to keep drivers and
pedestrians safe on the road. This way, cars can avoid risky situations like
driving through hazardous weather.

• A fully ALPR system could help to build a good system for giving out au-
thorizations, collecting taxes, and managing traffic. This part of a digital
government will be helpful.

Since an automobile’s fundamental information can be gathered from its LP,
we have focused on that.

1.2 Problem Statement

Our study, which goes by the title “Dark Channel Prior (DCP) Based Bangla Car
Plate Detection and Recognition in Foggy Weather,” tackles the challenge of de-
tecting and identifying the number plates of cars in circumstances where visibility is
low, such as in fog. Occlusion, reflection, and physical characteristics of the vehicles,
such as corrosion or desorption, are some of the challenges that must be overcome.
Moreover, many Bangladeshis can now afford their cars because of the country’s
improving economy. There must be more LPs when more cars are on the road.
There are a variety of challenges in determining a vehicle’s identification from its
LP in Bangladesh.

To begin, every single LP displays a number in the Bangla script. Unlike in other
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countries, our automobile registration numbers are printed in many media. For in-
stance, a person who buys a motorbike today must register it before legally riding
it on public roads. His machine-engraved LP may take up to a year to arrive. In
this situation, they laminate the printed number and affix it to the vehicle’s service
records. The number appears different in a machine-engraved number plate since
there is no font for writing numerals on paper. This kind of printed number requires
its own massive dataset.

Additionally, unlike first-world countries, we do not have high-resolution traffic cam-
eras. Another significant challenge is using low-resolution closed-circuit video to read
LPs from moving objects (cars, buses, and motorcycles). Noisy pictures are difficult
to recognize automatically in low-resolution, noisy video. In addition to that, the
perspectives captured by the camera also play a significant part in the identification
process.

1.3 Limitation of Existing Literature

This study practicality depends on resolving many possible challenges, each of which
presents unique obstacles to effectively implement the suggested fog-resistant auto-
mobile plate recognition system. There are numerous factors that might prevent the
study from being conducted. These are some of them:

• Inadequate noise and excessive haze removal: We use the DCP algo-
rithm to remove the haze from the pictures. While it is known for its effec-
tiveness, sometimes the DCP algorithm may not be able to remove all of the
noise in the photographs, which may result in an inaccurate reading of the LP.
Moreover, DCP may sometimes demonstrate an excessively aggressive elimi-
nation of haze, leading to the loss of detailed components and textures in the
dehazed pictures. This may lead to unrealistic or artificial outputs, particu-
larly in complex scenarios with diverse atmospheric conditions. And it can also
be a reason for an inaccurate result. Therefore, the DCP algorithm’s draw-
backs, such as inadequate noise reduction and aggressive haze elimination, are
possible restraints in the context of this research.

• Occlusion: When any object completely blocks the LP out, the system may
face significant difficulty identifying the LP. When we built our dataset, we
found that many LPs had other objects or obstructions attached. The pres-
ence of foreign materials or impediments, such as dirt, stickers, BRTA seal,
or other components on the LP, may hamper the correct recognition process
of the Bangla car plates. Moreover, these obstacles can affect the visual clar-
ity of the characters, which can result in possible mistakes in identification.
Specifically, these obstacles may affect the functionality of the OCR system,
which entirely depends on the clear and distinct images of characters for ac-
curate interpretation. Foreign items attached to the number plate may cover
sections of the letters, change the way they appear, or introduce additional
visual noise. So this can make it difficult for the system to accurately extract
and identify the required information from the number plate.

• Limited Data: The performance of deep learning algorithms such as YOLOv8
strongly depends on the quantity and quality of the training data. If it is foggy
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or dark outside, the system may not be as accurate since it cannot read as much
information on the LPs. We have created foggy images with Monocular depth
estimation, which performs like real fog. Nevertheless, it is crucial to acknowl-
edge that the complexities and intricacies of real fog may be partially captured
in artificially generated images. Therefore, the lack of authentic foggy images
can limit real-world performance with unpredictable atmospheric conditions.

• Computational Needs: The proposed approach, especially the DCP algo-
rithm, may have many computational requirements. The execution of DCP
may need substantial computational capacity, especially when dealing with
large datasets in real-time applications. The computational load increases
when a large volume of data has to be processed at a time, particularly where
real-time analysis is crucial, for example, in dynamic traffic environments.
Therefore, the high computing requirements of the DCP algorithm may pro-
vide obstacles that could delay the seamless integration of the method and
may raise concerns over its practicality in real-world scenarios, where limited
resources and the need for quick answers are crucial.

• Inadequate LP Outlines: Many LPs need proper formatting. LPs that
lack outlines are relatively easy to categorize and identify. Moreover, when
the color of the vehicle completely matches the color of the LP, it becomes
challenging to distinguish them and identify the LP separately. That is why
YOLO and OCR’s workflow can also get hampered. The presence of similar
color tones might result in visual ambiguities, which may lead to misinter-
pretations and errors during the identification process. So, it can be another
potential limitation for this particular research.

• Unavailability of Foggy Bengali Car Plate Dataset: Since Bangla is con-
sidered to be a language with limited resources, there is currently no dataset
available for the language that contains LPs for cars that are affected by fog
or hazardous conditions. Because we are attempting to address issues in po-
tentially hazardous environments, it is difficult to develop specific criteria. In
considering this, we require photographs that were blurry because, in poten-
tially hazardous circumstances, LPs are not readable. So far, we have not been
successful in locating a dataset that is under the requirements that we have
specified.

1.4 Research Objectives

The purpose of the study, which is referred to as “Dark Channel Prior (DCP)-
Based Bangla Car Plate Detection and Recognition in Foggy Weather”, is to find
a method that is effective in an image that has a lower intensity in the local patch
of the majority of the pixels that make up that image. To improve the clarity of
the photographs, an algorithm known as DCP reduces the amount of haze in the
atmosphere. A portion of the light is said to have been transmitted when it travels
through the atmosphere and reaches the camera. Once it arrives at the camera, it
is influenced by the density of the haze as well as the distance between the camera
and the vehicle. YOLOv8, a deep neural network design known as CNN, is used to
discover and identify the Bangla number plate from the dehazed images. Finally,
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a Python-based optical character recognition technique, EasyOCR, is used to rec-
ognize the texts from the identified LPs. The DCP model reduces the haze in an
image by utilizing the relationship between haze density and transmission. The rec-
ommended approach uses of all three of these methods simultaneously. The ultimate
goal of this study is to improve and enhance the efficiency of Bangladesh’s trans-
portation system. This will be accomplished by simplifying the process of keeping
track of cars, ensuring that they are correctly listed, paying tolls, also locating and
following vehicles being used for illegal activities.

1.5 Contribution

Some of the most important contributions that this study has made are as follows:

• This study presents a custom dataset in the Bengali language that specifically
focuses on foggy environments. It aims to fill the gap in the availability of com-
prehensive Bangla datasets for training and assessing models for recognizing
automobile LPs in foggy environments. This dataset is a valuable resource for
researchers and practitioners currently working in this field. In Bangladesh,
our study discovered many recent studies that focused on automatic car plate
recognition systems in the Bangla language. Having said that, most of these
studies were conducted in clear weather [34]. In contrast, many automatic car
plate recognition systems optimized for foggy conditions were found, but none
of them were explicitly tailored to the Bangla language [42]. So introducing
this unique dataset is a valuable contribution in the field of Computer Vision.

• Our study presents an innovative method for reducing haze from Bangla car
plate images by using the improved DCP algorithm. This method enhances
visibility and increases the quality of images shot under hazy conditions. Com-
pared to previous algorithms, our suggested model performed much better
in removing fog from the images. Unlike many DCP-based approaches that
tended to remove fine details from the images along with fog, our study suc-
cessfully avoided such unwanted effects, marking a notable achievement in
preserving image details while mitigating fog.

• For LP identification, we use YOLOv8, a cutting-edge object detection frame-
work. YOLOv8 was officially released on 10th January 2023 and when we
started our investigation, it was a completely new algorithm with limited re-
search.

• The study’s experimental findings show that the suggested model outperforms
prior algorithms specifically developed for car plate identification in foggy en-
vironments. Our study demonstrates the higher performance achieved by the
custom Bangla foggy dataset, the DCP-based dehazing technique, the execu-
tion of YOLOv8 and the utilization of EasyOCR via a comprehensive com-
parison.
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1.6 Structure of Our Thesis Book

The thesis has been constructed in the following manner:

• In order to fulfill the objective of this study, in chapter 2, we discuss some of
the noteworthy works from previous years, as well as some recent works that
have been encountered about object detection and dehazing.

• Chapter 3 provides a comprehensive overview of the development of our work
paradigm.

• Chapter 4 contains all the details of the datasets that have been used for
conducting our study.

• Our detailed research methodology is elaborated in Chapter 5. Here, we have
demonstrated how the models are constructed, the adjustments we made to
get the desired parameters, how the model provides the desired output, and
our entire workflow.

• In the first part of chapter 6, a detailed specification of the computer to run
our algorithms is given. After that, qualitative and quantitative measurements
demonstrate our model’s superiority by comparing it with other models.

• Chapter 7 addresses some drawbacks of our work and suggestions for future
study.

• The findings of our study, the significance, and overall analysis are discussed
in Chapter 8.

• Finally, Chapter 9 concludes our thesis by summarizing it.
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Chapter 2

Literature Review

This section discusses some of the notable works from previous years as well as some
of the current work that has been encountered recently, which is be helpful for our
study to complete our goal.

2.1 Basic Object Detection Models

LP reading in emergencies is not new. Many studies have been done to figure out
how to recognize a predicted LP area in a picture or video. Their ALPD techniques
are built on top of many other methods, which are methodologies, systems, and
processes for image processing. Many things, like the LP’s shape, texture, and color
are used alone or in combination to spot an LP area in a picture [7].

Abdullah et al. [25] conduct a study on Bangla LPR based on YOLO in Dhaka city.
They used the YOLOv3 model to find number plates. The number plate in an image
can be found and restricted using the object detection algorithm YOLOv3. The
algorithm predicts bounding boxes and object classes for each grid cell by dividing
the input image into a grid [55]. The researcher trained YOLOv3 to recognize
Bangla LPs by making the algorithm fit the job and using pre-learned weights for the
darknet-53 convolutional layers. Again, the authors employed YOLOv3 to identify
the single Bangla number plates that have a character written in Bangla at the
end of the first row and six numbers in the bottom row. Because it was very
accurate and worked in real time, YOLOv3 was an excellent option for number
plate detection in both situations. In order to make the process quicker without
compromising performance, they dropped the vehicle detection step, which makes
their approach significantly different from the approaches mentioned above. They
had not encountered the issue of false positives in LP detection because they had not
used SVM. This made their method effective because they avoided intermediaries by
using YOLOv3 directly for LP detection. Unfortunately, the problem with YOLOv3
is that it did not work well with single objects, which can be hard to find. This
is because YOLOv3 only has one scale for its feature map, which makes it hard to
find things of different sizes. Also, YOLOv3 had trouble finding items that were
partly hidden or had complicated backgrounds, which can cause false detection or
recognition [47].

LP detection, character position, character extraction process, and character identi-
fication are only some of the five processes accomplished by Islam et al. [36]. They
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introduced an approach to identify the ROI in the input picture. After using a
changing boundary to get rid of the horizontal and vertical histogram values, ROI
was taken from a picture of a LP by using many physical factors; such as size,
containing box and aspect ratio, to find the histogram values. Linked component
analysis and bounding box technology were used to break up the characters. The
method may be used to locate both textual and non-textual objects. As a result,
non-textual components were filtered out using an area and aspect based strategy.
Character identification was done by feeding the extracted histogram of oriented
slope (HOG) features into the support vector machine algorithm. SVMs can be
hard to run on a computer, especially when they have to deal with big datasets or
feature spaces with a lot of complicated features. This can slow down the time it
takes to train and test, and it might not be good for real-time image processing
[36].

On the other hand, Azam and Islam [13] provid a novel ALPD approach for identify-
ing LP regions from images taken in hazardous circumstances. Using the frequency
domain mask, they used a unique approach to remove rain patterns from images.
Also, they used a novel strategy for increasing contrast using statistical binariza-
tion. They suggested a method for copying texts from images with low contrast
and clarity or images taken at night or in foggy weather. They applied the Radon
transform-based tilt correction approach to rectify tilted LP for the first time. A
new criterion based on picture entropy was used to get rid of places that are not LP.
This paper faced some difficulty in finding vertical labeled LPs; fortunately, this is
a problem that the YOLO algorithm can fix.

Another approach has been introduced in this research. The authors of this research
suggested a two-type detection pipeline which was integrated in order to use the Vi-
sion API to achieve a speed of reasoning in real-time while maintaining consistent
accuracy in the detection and recognition of patterns. The proposed methodology
comprised a two-stage detection module that employed a haar-cascade classifier as
a prompt mechanism to rapidly eliminate frames that lack LPs and a Mo-bileNet
SSDv2 detection model for precise LP detection. The system considers the tempo-
ral separation among distinct vehicles to store their outcomes separately. Therefore,
real-time reasoning speed is achieved while upholding an excellent ability to identify
and recognize things. This approach used minimal hardware to achieve real-time in-
ference speed. The authors considered that Bangladesh lacks high-end GPUs, unlike
earlier techniques. The architecture can be used in real-time and low-resource set-
tings because all inferences are done on a CPU with only one thread. In this paper,
four experiments determined the optimum ALPR pipeline. The first pipeline used
the baseline detection model YOLOv3 tiny. For the second pipeline, the YOLOv3
minuscule model and a cascade technique as a wake-up mechanism to discard the
formulation faster without LP were used. This approach achieved real-time perfor-
mance but had poor detection rates and OCR accuracy. Instead of YOLOv3 tiny,
the third pipeline employed a trained MobileNet SSDv2 model for backbone detec-
tion. The cascade component was eliminated because it failed to recognize distant
LPs in videos. The standalone MobileNet SSDv2 improved identification (98.0%)
but not the F1 score compared to the baseline and second pipeline. Like the sec-
ond pipeline, MobileNet SSDv2 was used as the main detecting model in the end
process, and the cascade component was added. This outperformed the standalone
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MobileNet SSDv2 in FPS (27.2%) and F1 (60.8%). The cascade classifier’s consis-
tency improved OCR accuracy, even if the detection rate was lower (82.7%) than
the third pipeline. The MobileNet SSDv2 and cascade classifier pipeline delivered
real-time performance, a higher F1 score, and accurate OCR results, making it the
best pipeline for ALPR scenarios [48] . There is a great deal of potential for im-
provement in the OCR system’s preprocessing calculation, especially in those areas
where the weather may have an impact on the data.

Neural network-based models for deep learning, especially convolutional neural net-
works (CNNs) have emerged as powerful tools for solving complex computer vision
problems. Redmon et al. [12] introduced the YOLO (You Only Look Once) al-
gorithm, which is a widely used CNN-based method for detecting and recognizing
targets. The YOLO algorithm has been improved through various means, such as
amalgamating it with alternative techniques and refining its backbone architecture.
In recent years, YOLOv5 has gained attention for its precision, speed, and efficient
model size, making it suitable for embedded devices. The paper’s key contribu-
tions are the light deep learning techniques that have been suggested and the single
forward computation that allows complete LP identification and recognition. An
innovative attention mechanism is added to the YOLOv5 algorithm to improve the
effectiveness and precision of LP localization. The classifier’s feature parameters
are changed to increase model accuracy and shorten training time. For LP recogni-
tion without pre-segmentation, the recognition network uses GRU (Gated Recurrent
Units) + CTC (Connectionist Temporal Classification). The CCPD dataset is used
to evaluate the suggested technique, which shows better recognition precision when
compared to the earlier algorithms. The authors developed a recognition network
that achieves character segmentation-free recognition for LP recognition using Gated
Recurrent Units (GRU) and Connectionist Temporal Classification (CTC). By using
this method, the network’s convergence speed and recognition accuracy are increased
while training time is dramatically reduced. The experimental results show that the
suggested model works really well. Even in complex situations, the model produces
adequate recognition results due to its strong stability and durability [63].

The LP recognition process included the use of Gaussian noise, Gaussian blur,
salt-and-pepper noise, coarse dropout, and normalization. LP recognition software
YOLOv3 was used to identify the plate in the selected picture. By YOLOv3, the box
was predicted, and the cost function was measured. YOLOv3 predicted an object
score using logistic regression, and the cost function was computed in a new way.
While training the data, they found the targeted detection model after 27 epochs.
The previously stored model was employed for LP detection, and the projected
bounding box location was used for cropping LPs from photos. Then, segmentation
was used to take a closer look at each individual character on the plate. Segmen-
tation was completed by Otsu’s thresholding algorithm. The Convolutional Neural
Network (CNN) model, which is a deep learning classification model, was used to
recognize the characters. In this research, 81% of the predictions were correct.

In another study, M. M. S. Rahman [33] used a convolutional neural network (CNN)
to identify Bengali LPs. Firstly, in the main image, the LP was cropped. After that,
digits and characters were sliced into 32 pixels by 32 pixels for each. Then, individ-
ual characters were cropped from the LP in different scales, translations, rotations,
shearings, and so on. By doing so, they had better accuracy for Bengali LP de-
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tection. They used CNN to process the images. CNN consists of three layers: the
convolutional layers, the pulling layers, and the fully connected (FC) layers. Con-
volutional layers and pulling layers are being used to extract features.

After using a support vector machine (SVM) to detect the characters on the LPs,
Nahlah M [28] employs the honeybee method to finish segmenting the characters.
The experimental findings demonstrate a positive benefit in recognizing LPs but a
low recognition efficiency. The latest common recognition algorithms skip the char-
acter segmentation step and instead combine LP detection and recognition.

The LP localization module developed by Hengliang et al. [63] uses the modernized
YOLOv5 model to detect and extract LPs from images. The recognition network
then uses GRU to assign labels to sequences and decode them. Each data point’s loss
function value is determined to deliver the recognized LP results after the GRU out-
put matrix and GT text are sent to the CTC loss function. Based on experimental
findings, it is clear that the improved YOLOv5-LSE + GRU + CTC identification
of LPs model is superior to the baseline version. The enhanced model achieves an
average accuracy of 98.98% and a frame rate (FPS) that is commensurate with the
needs of engineering applications.

2.2 Advanced Dehazing Methods

To dehaze the indistinct images, a significant study has been conducted. One such
algorithm is DCP, an approach to picture dehazing. To further understand what
makes DCP-based dehazing algorithms so successful, a literature review was un-
dertaken. The research was systematically organized and analyzed throughout the
four stages. According to the findings, determining the environmental light and
transmission map relies heavily on the dimensions of the local patch utilized to con-
struct the dark channel. The estimate of ambient light is precise if a large local
area is used, and the use of entropy may further increase the estimation’s accuracy.
Entropy indicates the chaos of a tiny area of the picture in this case. A flexible
adjustment approach is required for an accurate transmission map estimate, and
employing a hazy image as a reference enhances the transmission map. For deter-
mining the transmission map, the soft matting approach has been proven to be the
most accurate. However, standard quality measurements based only on the dehaze
image are unreliable for assessing the algorithm’s effectiveness. The step-by-step in-
structions for the DCP-based dehazing algorithm are involving generating the dark
channel, estimating ambient light, determining the transmission map, enhancing the
transmission map, modifying brightness and color, and saving the dehazed picture,
might be used as a roadmap for researchers developing successful picture dehazing
algorithms. Overall, the study gives useful information on the critical factors and
strategies to consider while building DCP-based picture dehazing algorithms [17].

Numerous studies in recent years have shown promising results in identifying Ben-
gali LPs. The recognition of Bengali LPs has been studied by M. A. A. Nasim et
al. [44]. LP identification used additive Gaussian noise, blurring, salt-and-pepper
noise, coarse dropout, and normalizing. LP recognition software YOLO-v3 was used
to identify the plate in the chosen picture. The cost function was calculated, and the
box was projected, using YOLO-v3. YOLO-v3 computed a new cost function and

10



made predictions about item scores using logistic regression. The previously stored
model was employed for LP detection, and the projected bounding box location was
used for cropping LPs from photos. Then, segmentation was used to take a closer
look at each individual character on the plate. Otsu’s thresholding technique was
used to finish the segmentation. A deep learning classification model called CNN
was employed to decipher the characters. The accuracy rate for these forecasts in
this study was 81%. However, it improved its performance after being trained with
a large amount of data.

The recognition of LPs as part of automatic vehicle identification is a technology
that may be relied on to accurately identify vehicles. A method that is both effective
and efficient for recognizing the number plates on vehicles has been developed and
implemented in this research. The goal of this research was to retain accuracy while
overcoming scaling challenges as well as character position identification challenges.
In this paper, they introduced five distinct phases to LP reading. To begin, a pho-
tograph of the LP from the vehicle must be captured and processed using an image
recognition system. The second stage is image preprocessing, during which the im-
age is adjusted for contrast, brightness, and other qualities. Finding and identifying
the LP region in the image is the third phase, often known as LP localization. Sepa-
rating the symbols on the LP into their constituent characters constitutes the fourth
stage. In the final stage, characters are converted from their segmented form into
text by optical character recognition (OCR) technology. However, the Font, size,
color, and overall design of LPs can vary substantially. This variability presents a
challenge for EasyOCR algorithms, which must accommodate numerous plate for-
mats and regional standards. This can reduce the precision and dependability of
character recognition and extraction from LPs. Moreover, EasyOCR algorithms sig-
nificantly rely on the input image’s quality. Low resolution, motion blur, noise, and
reflections can reduce the legibility of the LP image, making it difficult for OCR
algorithms to recognize characters accurately. Poor image quality can result in in-
creased error rates and decreased efficacy overall [49].

Using several indices, the author compared various dehazing models. In his studies,
Neural Network-based models performed much better in terms of PSNR and SSIM.
However, statistical methods dehaze photos faster and make them seem sharper.
Prior-based dehazing models, according to the author, seem better in human eyes
because they keep sharpness, contrast, and lighting. The author stated that to get
higher PSNR and SSIM, neural network-based models lose clarity. His investigations
also showed that classical models help object detection algorithms to detect objects
with a higher degree of accuracy on average. But despite being a Neural network
model, MSCNN did quite well in tests, with higher PSNR and SSIM scores as well
as very high assurance, although it is substantially slower than classical prior-based
models [26].

According to He et al. [39], classical prior base models are more reliable and quicker
than neural network-based dehazing algorithms. They also sought to enhance He’s
latest model by including quicker and more natural-looking pictures with higher
SSIM and MSE scores. In order to avoid further enhancing the transmission map
and hence reduce processing time, they recommended creating dark channels by
adaptively fusing two typical channels measured in a double-scale window [39].

After using SVM to detect the characters on the LPs, Nahlah M. [18] employs the
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honeybee method to finish segmenting the characters. The experimental findings
demonstrate a positive benefit in recognizing LPs, but a low recognition efficiency.
The latest common recognition algorithms skip the character segmentation step and
instead combine LP detection and recognition.

Another paper titled “Night Video Enhancement Using Improved Dark Channel
Prior” by Xuesong et al. [8] gives a novel approach to use DCP and enhance the
light of the video for enhancing quality in low lighting conditions and poor visibility.
To improve the details, researchers used local smoothing on the DCP algorithm
and image Gaussian pyramid operators. The comparison between Dong et al.’s [6]
method and their approach is major: Dong’s method does 23 frames per second,
Xuesong’s approach does 33. the smoothing technique using a median filter on a
coarse dark channel map (DCM) to obtain a pixel-wise map and noise reduction.

When we looked for a better approach for dehaze images, we found a paper by
Chuan et al. [58]. DCP, BCCR, and Ehsan findings show color distortion. The sky
section of NonLocal is overexposed. The sky is distorted in MSCNN, DehazeNet,
AODNet, and He, while the road is excessively dark in DehazeNet, AODNet, He,
Ehsan, and D4. DehazeFormer-T and gUnet-T restorations are better, but they
leave more residual haze. Their approach lowers distortion and removes haze. We
measured haze using a fog aware density evaluator (FADE) [11], as there is no GT
picture to quantify the PNSR/SSIM index. The FADE index score indicates haze
density.

On the other hand, we found another paper by Yash et al. [62] where they suggested
using OCR and a new method based on deep learning to automatically find and
read number plates. Using deep learning, the model is taught to spot the car. The
part of the picture that shows the LP is cut out well, and a convolutional Neural
Network (CNN) uses OCR to figure out what the numbers and letters are. The
Jetson TX2 NVIDIA target was used to train the model, and a public dataset from
the Kaggle database was used to test how well it worked.

Besides, Wang et al. [29] introduce a single picture dehazing technique based on
a physical model and image brightness components to resolve foggy weather pho-
tographs. Its greatest contribution is its capacity to dehaze a single picture by
estimating the ambient light value and transmission map while accounting for the
image’s dynamic range. Misty weather causes visual deterioration, which the author
discusses in detail. Haze causes diminished vision, contrast, and color distortion due
to airborne particle scattering, refraction, and reflection.

Moreover, Pazhani and Periyanayagi [52] focus on the Retinex algorithm, a popular
haze mitigation approach. It underpins the URSHR algorithm. Their study reveals
that urban remote sensing algorithms are parameter-sensitive and limited. A long-
lasting urban remote sensing system is required. They describe the unique and well-
reasoned use of phase information from remote sensing pictures with the Retinex
theory to reduce haze. Their method reduces haze and retains the scene’s vivid
features, according to the authors. A distinctive contribution to the region has
great potential.The research shows URSHR’s broad image type support, effective
haze reduction, and increased edge details. Complex photos are analyzed effectively
by the system, demonstrating its limits. This study presents a well-organized and
informative investigation of urban remote sensing haze removal. URSHR, which
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combines novel methodologies with a profound understanding of existing procedures,
may overcome this challenge. Positive results from extensive testing improve the
paper’s credibility.
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Chapter 3

Background

Our work is divided into three sections: firstly image defogging using DCP, followed
by object detection using YOLOv8 and object recognition using OCR. We require
some prior information to ensure the procedure and alter the environment in order
to comprehend the methodology. This part gives a thorough understanding of the
history of our work paradigm.

3.1 Dehazing with Dark Channel Prior Method

Under hazy atmospheric conditions, this detection process may encounter challenges
attributable to particulate matter and fog. These adverse conditions often result in
reduced intensity levels of the LP or a diminished dynamic range, leading to the
creation of shadow-like artifacts that adversely affect detection accuracy. Hence,
a critical prerequisite for LP recognition in such scenarios involves an initial data
preprocessing step.

Figure 3.1: Dark Channel Prior Architecture

The data preprocessing operation is fundamentally instrumental in rendering the
LP more discernible within the image. In this context, DCP has been employed
as a mean to address dynamic range limitations and enhance image contrast. The
DCP algorithm commences by segregating the input image into its constituent color
channels, specifically the green (G), blue (B), and red (R) channels. Subsequently, it
calculates the dark channel, which corresponds to the channel featuring the smallest
pixel values. To further augment the distinctiveness of the dark channel, a small
square kernel is applied through an erosion operation. This preprocessing step serves
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to accentuate the LP within the image, rendering it more prominent and thereby
facilitating subsequent recognition tasks.

3.1.1 Atmospheric Light Analysis

According to He et al. [3], estimating the atmospheric light (A) can be done with
a subset of the darkest pixels in the dark channel. It computes the average value of
the darkest pixels in the dark channel and the brightest pixels to measure the light,
as the atmospheric light has the highest intensities from those pixels. This average
serves as the atmosphere’s illumination. Ai is specified in equation 3.1.

An+1
i=R,G,B =

1

2
(An

i +R (xn + 1)) x ∈ R̃ (3.1)

where R̃ is the order of the top 0.2% of the brightness value in the dark channel of
R(x). The value of Ai is found by comparing and updating the average of the pixel

points that are next to each other in R̃. Because of this, each repetition must be
compared to t. Through repetition, the places where the dark channel brightness is
not very noticeable are taken into account.

3.1.2 Transmission Map Forecast

The transmission map (t) is calculated using the atmospheric light channel and the
dark channel. Here, t̃(x) in equation 3.2 is determined by the expression.

t̃(x) = 1−min c

(
miny ∈ Ω(x)

(
Ic(y)

Ac

))
(3.2)

where Ic is the normalized input image divided by the atmospheric light Ac and

omega is a constant. In fact, min c
(
miny ∈ Ω(x)

(
Ic(y)
Ac

))
is the dark channel of the

normalized haze image Ic(y)
Ac . It directly provides an estimation of the transmission.

3.1.3 Transmission Refinement via Guided Filtration

According to He et al.[3], using directed filtering to refine the transmission map en-
hances edges and maintains essential details. As inputs, the guided filter utilizes the
gray-scale image and the estimated transmission map to generate a refined trans-
mission map (t). t(x) stands for the refined transmission map. We minimize the
following cost function by writing t(x) and t̃(x) as t and t̃ in the form of a vector.

E(t) = tT Lt+ λ(t− t̃)T (t− t̃). (3.3)

The equation 3.3 is the cost function, where L is the Matting Laplacian matrix that
had been proposed by Levin. Here, λ is a regularization parameter.

3.1.4 Image Restoration

The process involves the reconstruction of the dehazed image through the utilization
of the improved transmission map (t), the atmospheric light (A), and a conservative
threshold value. Adjustments and shifts in pixel values for each color channel are
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carried out to regain the dehazed image (J), a technique described by He et al.
[3]. Upon examination of the intensity frequency distribution before and after the
application of the DCP, it becomes evident that the dynamic range has undergone
alteration. Specifically, post-application of the DCP, the intensity values exhibit a
more dispersed distribution compared to the initial state, wherein the image dis-
played greater prominence.

3.2 Detecting Object Using YOLOv8

The YOLO algorithm was used to detect objects because it is highly efficient and can
run at real-time speeds even on low-end hardware. Specifically, YOLOv8 was used
here. By incorporating new techniques YOLOv8 has improved object detection
accuracy. From any other object detection models YOLOv8 has faster inference
speed. As this model supports multiple backbones, the users may choose the most
suitable one for them. In figure 3.2 we can see the detailed architecture of YOLOv8.

Figure 3.2: Model Structure of YOLOv8 [64]
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The basic architecture of YOLOv8 was built upon the previous versions of the
YOLO algorithm in figure 3.3. This model basically has a convolutional neural
network which has two main parts and they are:

• The head

• The backbone

Figure 3.3: The Structure of YOLOv8 With Backbone

A number of convolutions layers and a string of fully connected layers make the
head of the YOLOv8 algorithm. These layers predict bounding boxes, objectness
scores and class probabilities for the recognized objects in an image. By using
the self-attention mechanism in the head, this model is able to focus on different
parts of the image and adjust the importance of different features according to their
relevance to the task. The backbone of YOLOv8 is formed by a modified version
of CSPDarknet53 architecture. This architecture has 53 convolutional layers. To
improve the flow of information between those layers cross-stage partial connections
are being used. Multi-scaled object detection can also be performed by YOLOv8.
In order to find items of various shapes and sizes within a picture, this model uses
a feature pyramid network [35], [59].
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3.3 Recognition Using OCR

The abbreviation “OCR” describes the process of recognizing text visually. It is a
system that can read and extract texts from scanned documents or photos. Char-
acters in an image are deciphered by OCR software by assessing its geometrical
properties and then translating those properties into text that can be read by a
computer. OCR relies heavily on a synthesis of computer vision and machine learn-
ing methods. In figure 3.4 we can see the overall workflow of OCR.

Here, we used EasyOCR which is a Python package that uses PyTorch as its back-
end handler [41]. It provides a simple and accurate solution for identifying text from
images. It is based on the well-known OCR engines Tesseract and Kraken, and it
offers a high-level API for OCR operations. It is the simplest method for extracting
text from photos, and it is much more reliable when a powerful deep learning library
(PyTorch) is backing it in the background. EasyOCR allows users to extract text
from images with just a few lines of code. [57]

Figure 3.4: OCR Workflow

The accuracy of EasyOCR is one of its key features. It recognizes text with great ac-
curacy using powerful OCR engines and has been tested on a wide range of real-world
photos. Furthermore, for detection purposes, EasyOCR supports 42+ languages in-
cluding English, Bengali, Spanish, German, and French making it a versatile tool for
a variety of applications. EasyOCR was developed by the Jaided AI company [57]
Here are some characteristics of EasyOCR:

1. EasyOCR software typically has a sample that allows users to effortlessly im-
port photos, begin the OCR process, and view or export the recognized text.

2. These tools frequently offer automated image preprocessing and text recogni-
tion, reducing the need for users to set up complex settings or make manual
adjustments.

3. EasyOCR generally handles a wide range of image formats, such as scanned
documents, PDFs, and image files (e.g., JPEG, PNG), making them adaptable
to a wide range of input.

4. Even though simplicity is a key feature, EasyOCR still manages to recognize
text correctly. A lot of these options use advanced OCR algorithms to improve
accuracy.
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5. It supports many languages, allowing users to recognize text in a variety of
languages and character sets.

6. Users can often export recognized text to a variety of formats, including plain
text, Word documents, and searchable PDFs.

7. Easy OCR provides integration with other software or platforms, making it
simple to incorporate OCR capabilities into existing workflows.

3.3.1 Comparison Between EasyOCR and Other Alterna-
tive Techniques for Text Recognition from Images

EasyOCR is distinguished as a robust text recognition tool by a number of important
benefits. It automates the extraction of text from images, drastically reducing the
need for manual labor and saving valuable time, making it ideally adapted for the ef-
ficient management of large volumes of text-based images. In contrast, manual data
entry is time-consuming, error-prone, and labor-intensive, rendering it unsuitable
for large-scale duties. EasyOCR has specialization in recognizing textual content
within images, while object detection and extraction techniques excel at identifying
and isolating non-textual objects or regions. Moreover, EasyOCR extracts text di-
rectly from images, enabling machine-readable text for keyword searches, whereas
keyword search techniques are primarily concerned with locating images using spe-
cific keywords associated with them. In addition, EasyOCR provides automated
and systematic text extraction, thereby it eliminates the need for manual image
evaluation and tagging. In conclusion, EasyOCR is a top choice for accurate and
efficient text recognition from images and scanned documents, particularly when
structured or unstructured text extraction is the primary objective and it stands
out as an approachable alternative for those without extensive technical knowledge
or programming experience.
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Chapter 4

Dataset

Here we would like to provide two secondary datasets that have been customized
using monocular depth to create a foggy image as there is no dataset having a foggy
Bengali car plate. These datasets will display the characteristics and variety, which
might assist in discovering little features that are not visible in small or non-variable
datasets.

4.1 Dataset Analysis

We have used two secondary datasets, one with 2,754 samples [46] and the other with
502 samples [38]; the training set uses 70% of dataset-1 (1928 photos) and dataset-2
(351 photos), the test set uses 15% of dataset-1 (413 images) and dataset-2 (75 im-
ages), and the validation set uses 15% of dataset-1 (413 images) and dataset-2 (75
photos). The pictures span the whole range of human perception in terms of sharp-
ness and clarity, distance and proximity, number plate attachment and detachment,
in daylight and nighttime, and other aspects. The dataset-1 contains 46.6% auto-
mobiles, 2.6% only LPs, 39.4% motorcycles, 3.3% compressed natural gas (CNG),
and 8.1% buses and trucks. Alternatively, in dataset-2, 70.11% are automobiles,
9.56% are pickups, 9.56% are bikes, and 10.77% are buses.

Vehicle Type Dataset-1 (%) Dataset-2 (%)
Automobiles 46.6 70.11
License Plates Only 2.6 -
Motorcycles 39.4 9.56
Compressed Natural Gas (CNG) 3.3 -
Buses and Trucks 8.1 10.77
Pickups - 9.56

Table 4.1: Comparison of Vehicle Types in Dataset-1 and Dataset-2
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Figure 4.1: Dataset Split and Class Variety Visualization

4.2 Customised Dataset

We opt in to work with customized datasets. For that, firstly we took secondary
data [38], [46] to manipulate and modify. In our dataset-1 [46] there are two parts
of this. In the first part, there are all images of cars with LP. In the second part
of this, there is only a picture of an LP. As we are removing environmental hazards
and detecting the part of the number plate is our main concern thus we decided to
use the first part and for dataset-2 [38] we are using all the images. The first part
has 1928 images of the vehicle for training, 413 for validation, and 413 for testing,
and in the second part, 502 images have been taken in concern. We chose to modify
these pictures, the dataset is already in YOLO format thus it will be beneficial for us
to use. Creating a foggy effect in images typically involves simulating the reduction
in visibility caused by atmospheric conditions like fog.

We have used monocular depth estimation to create fog in the images. More than
3000 foggy images are synthesized using monocular depth estimation. By this, the
scale of the dataset is expanded to solve the problem of insufficient Bangla car
plate dataset under foggy weather. In this paper Monodepth2 Network proposed by
Godard et el.[32] is used for depth estimation of the clear images in the Bangla car
plate dataset, which ultimately generates the foggy images. According to a paper by
Xiangyu Nie [51], Monodepth2 can achieve exceptional depth estimation by using
the lowest reprojection loss, full-resolution multi-scale sampling approach, and auto-
masking loss. It can be trained with either monocular or binocular pictures as input
data. Since our goal is to create foggy car plate images with varying densities based
on distance. So, getting the actual and precise depth information is not required.
Instead, the trend of depth variation or the relative fluctuation of depth fulfills the
criteria. Therefore, Monodepth2 has been used for this research.
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A prediction of the depth to get the fog effect that was wanted, the mono-depth
model had to be used with a number of important steps. To start, we need to choose
a good depth measurement model that has already been trained to figure out how
far away things are in photos. Once the model is in place, the next step is to load
the picture we want to use for the fog effect.

After importing the picture, we can use the model which has already learned to make
a depth map of the picture. This depth map is an important part of duplicating the
fog because it shows exactly how far away different things in the shot are from the
camera.

Figure 4.2: Approach Combines a Depth Network, Pose Network, Per-Pixel Mini-
mum Reprojection Loss, and Full-Resolution Multi-Scale Processing for Enhanced
Depth Estimation [32].

In a research paper referred to “Digging into Self-Supervised Monocular Depth Es-
timation”, written by Godard et al. [32] described a way for a trained person to
estimate the depth of an object using only one eye. In self-supervised training,
the model learns to guess the picture from the point of view of another image. It
does this by using the difference as an intermediate variable, from which we get the
depth map (Dt). Subsequently, an error is quantified according to Equation 4.1 to
ascertain the final image and the associated generation process [32].

Lp = min pe (It, It′→t) .t
′ (4.1)

where Lp is the mistake in photometric projection and pre-photometric pe recon-
struction error, which is calculated using SSIM and L1 distance.

SSIM and L1 distance are both parts of the photometric restoration mistake, which
we get from various research works [1], [19], [23]

pe (Ia, Ib) =
α

2
(1− SSIM (Ia, Ib)) + (1− α) ||Ia − Ib| | (4.2)

In Equation 4.2, α = 0.85 is the weight of the wall, as in we use edge-aware smooth-
ness. A smoothness term (equation 4.3) has been added to ensure the depth maps
are smooth.

Ls = |∂xdt| e−|∂xIt| + |∂ydt| e−|∂yIt| (4.3)

According to Godard et al.[32] various techniques, including pre-pixel minimum re-
projection, have been employed to enhance the precision of the projected depth maps
while refraining from introducing additional models into the framework. To address
scenarios involving moving objects, the minimum error and auto-masking stationary
strategies were implemented. The binary mask µ in equation 4.4 is dynamically
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computed, taking into account projection errors and a multiscale estimation, to
prevent convergence to local minima during the optimization process. The collective
training loss is obtained by aggregating the per-pixel smoothness term (Ls) with the
filtered photometric loss [22], [24], [27].

µ =
[
min
t′

pe (It, It′→t) < min
t′

pe (It, It′)
]

(4.4)

As shown in figure 4.2 we derived the depth maps from the original images. Sub-
sequently, we inverted these images. Once the model is appropriately configured,
we proceed to import the designated target image onto which we intend to simulate
the foggy conditions. We also explore methodologies to improve the accuracy of
the projected depth maps without the need for additional model complexity. Upon
meticulous examination, it becomes evident that the artificially generated foggy im-
ages closely resemble their corresponding original counterparts, exhibiting minimal
discernible distinctions.
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Figure 4.3: Mean Intensity of Ground Truth Images and Customized Foggy Images

In a conventional haze-free image, the color image comprises pixel values ranging
from 0 to 255, serving as indicators of the clarity of each pixel’s coloration. An
image of moderate clarity tends to exhibit greater prominence of both bright and
dark values. Conversely, in cases of foggy imagery, there is an observable prevalence
of brighter pixel values and a corresponding decrease in darker values due to the
limited visibility caused by the fog. As depicted in Figure 4.3, it is noteworthy
that the mean intensity value of the ground truth image is lower than that of the
monocular depth-based foggy image. This discrepancy serves as evidence affirming
the presence of authentic fog within the customized dataset.

Following the acquisition of the depth-affected image under foggy conditions, we
proceed to amalgamate this depth image with the corresponding clear image. This
fusion process is subject to the regulation of fog density levels, governed by a beta
regulator. As depicted in Figure 4.4, the illustration showcases individual images
exhibiting varying mean intensity values across distinct beta settings. Notably, at
a beta value of 7, the image demonstrates a maximum intensity value that notably
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exceeds 200, whereas the authentic image typically exhibits mean intensities within
the range of 50 to 100.

Since we can not discover any secondary dataset and owing to restrictions in the
environment and condition of the current circumstances, we would like to work with
real-world datasets in the future after gathering primary data.
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Chapter 5

Research Methodology

We have shown the models we want to encounter in the background; now we want
to demonstrate how we built the models, what changes we make to acquire the
parameters we want, and how the models produce the outputs we want and our
overall workflow.

5.1 Workflow

First of all, the hazy picture that was provided will be dehazed using the DCP
technique. This will dehaze the image and make the number plate’s intensity stand
out more prominently. Following this, a trained model of YOLOv8 will be used to
locate the region of the picture that contains the real number plate. Then, using
a technology known as OCR, we will find each and every character. Once it is
complete, the LP will be retrieved. Following the completion of the fetch operation,
we will evaluate how well our model is functioning and identify any remaining gaps
in its coverage. Finally, the overall procedure is shown in 5.1.

Figure 5.1: Work Flow
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5.2 Data Pre-Processing Using DCP

In order to demonstrate the dehaze picture and improve the overall quality of the
image, the image under consideration was initially generated at three distinct scales.
One is the original, another is a half-size version, and the final one is a scaled-up
version that is twice as large as the original.

At this point, each and every image will be processed by the algorithm for the typical
dark channel. In the first place, we need to take measurements of the dark channel.
The morphological kernel of 15 × 15 has been utilized for the purpose of calculating
the dark channel, and the minimum value from each channel in a color image has
been taken into consideration.

Following the estimation of the dark channel, we have done the computation of the
ambient light by utilizing this channel. For the purpose of calculating the transmis-
sion map, just a small percentage of the light from the atmosphere has been taken
into consideration.

The value of the ω has been set to 0.80 for the transmission map, and we have
computed the real transmission map by selecting the dark channel as the channel
of interest shown in figure 5.2. The ω contributes to the scalability factor, which
is essentially less than 1. We maintain it at 0.80 in order to maintain its natural
appearance and to avoid the emergence of artifacts.

Figure 5.2: Dark Channel Image and Transmission Map Forecast Image

Following the completion of the estimation of the transmission map, we will need
to tweak it. We have utilized a guided filter in order to improve or smooth out the
edge’s appearance. The hyper parameters for the process are as follows: 1) epsilon,

Figure 5.3: Transmission Refinement via Guided Filtration and Image Restoration
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which is a regularization that prevents division by zero and controls the degree of
smoothing; 2) radius, which indicates what the size of the guided filter will be. With
the use of the guided filter, we have been able to predict the transmission refinement,
which was crucial in obtaining the dehaze image through the use of refactor and the
final restored picture after pre-processing shown in figure 5.3.
Following the completion of all the pre-processing steps depicted in figure 5.4, we
are now able to figure out the overall step.

Figure 5.4: Pre-processing Using DCP
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5.3 Proposed Model

While the hybrid technique in figure 5.5 only applies the conventional dehazing
operation to a single photo, our hybrid DCP applies it to a three-scale image. This
is in contrast to the hybrid method, which only operates on a single picture. There
are three distinct sizes available: the original, the half-scale, and the double-scale.
The images are processed on a variety of scales, which enables our scale to capture
medium and small details that could be lost on a single scale. Processing at a lower
scale enables better handling of small features, but processing at a larger scale may
lead to a larger hazy zone. Processing allows for better handling of small features.
Following the dehazing of each scale, our objective was to combine the various
resolutions that had been dehazed by using a technique known as multi-scale fusion
to combine these images.

Figure 5.5: Proposed Model Architecture

The multi-scale camera captures images that have been processed at several sizes,
with the scale being determined by the amount of contrast on the image. The
contrast has been determined by using the laplacian operator [2], which is a measure
of the sharpness or edge intensity of an image. The input images are weighted
according to their contrast in order to construct the final fused picture. A higher
contrast means that there is less haze and that the information is clearer. A weighted
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average that is based on the approach will be utilized to achieve balance. This will
be accomplished by using the smoother and less noisy quality that is typical of
low-contrast images.

Proposed Algorithm

Input: List of image filenames
Output: Dehazed images
1: Initialization:
2: Set ω = 0.80
3: Set ε = 0.001
4: Set radius r = 105
5: Set structuring element size s = 15× 15
6: for each image filename in the list do
7: Read the hazy image.
8: Normalize the image: I = src

255

9: Compute the dark channel: Jdark = min(min(R,G), B)
10: Apply erosion with kernel of size s to Jdark.
11: Estimate A using top 0.1% brightest pixels in Jdark.
12: t = 1− ω × Jdark
13: Convert image to grayscale Igray and normalize.
14: Refine t using guided filter with radius r and ε.
15: Recover the scene radiance: J = I−A

max(t,t0)
+ A

16: Resize the image to different scales and apply dehazing.
17: Fuse the dehazed images from different scales.
18: Save the final dehazed image.
19: end for

∇2I(x, y) =
1∑

i=−1

1∑
j=−1

I(x+ i, y + j)× Laplacian Kernel(i, j) (5.1)

Here in (5.1) the mathematical operator ∇2 is utilized in image processing for edge
recognition and is called the Laplacian operator.

When dealing with images that are represented by pixels in their discrete form,
a common approach is to use a convolution operation with a Laplacian kernel to
approximate the Laplacian operator. In discrete Laplacian theory, the Laplacian
kernel is a 3x3 matrix and I(x, y) represents the pixel intensity at coordinates (x,y),
and the corresponding equation is (5.1).

Using fusion and multi-scale picture dehazing, we are able to demonstrate the hybrid
algorithm’s ability to dehaze and enhance the visual contrast of the image in figure
5.6.
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Figure 5.6: Proposed Model Working Procedure

5.4 Detection Using YOLOv8

In this segment we will discuss the workflow of YOLOv8 step by step. So, if we look
figure 5.7 we can see the overall procedure.

Figure 5.7: YOLOv8 Workflow
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1. Data Collection:

In our work, we’ve used a customized dataset and almost 2754 pictures were
used in our dataset. As we are dealing with hazy weather conditions, we took
those pictures that were hazy. Then the DCP algorithm was used to dehaze
the pictures by removing the fog and rain.

2. Data Annotation:

Then we annotated the data by labeling each number plate in every picture so
that it can be recognized by the YOLO model. In order to annotate the data
an online tool CVAT was being used.

3. Dataset Structure:

As YOLOv8 needs the data in a specific format which is the YOLO 1.1 format.
So we have to convert all those annotated images from CVAT into YOLO 1.1
format so that we can input these data into the YOLOv8 model. For this
we had to choose YOLO 1.1 as the export format and downloaded all the
annotated images in the YOLO 1.1 format. All the annotated images were
downloaded as text files. All the text files represented each bounding box with
5 parameters within a single row. Here the first parameters indicate the class,
the second and third parameters represent the center of the bounding box, the
fourth parameter is the width of the bounding box and the fifth parameter is
the height of the bounding box. For every single image in the image directory
we had an annotation file in a labels directory which has the exact same name
with .txt extension [56].

4. Training:

Google Colab was used to train our model. Ultralytics library was used to
import YOLO. Here, we used the “m” version of YOLOv8. The yaml file
contains all the configurations for our training. In ‘names’ all the different
classes will be set here. As we are detecting only number plates, so there
will be only one class. ‘path’ contains the absolute path to the directory
that contains the images and the labels. ‘train’ also gives a directory, and it is
related to the path. The data that the algorithm will use for training purposes
is located in this directory. ‘value’ is basically the validation dataset. It also
gives a directory, and it is related to the path. The value of the epoch was
100.

All training measures (box loss, classification loss, and distance focus loss) go
down over time, showing that the model is learning well. With a mAP50 of
0.6 and a mAP50-95 of 0.4, the validation measures show that the model also
works well on data it has not seen before.

(a) Train/box loss: This statistic determines how accurate the projected
bounding boxes are compared to the actual bounding boxes on the ground.

(b) Train/cls loss: This metric determines how far off the predicted class
labels really are in comparison to the ground truth class labels.

(c) Train/dfl loss: This metric measures the distance focal loss, a weighted
loss function that helps improve the performance of object detectors on
small and difficult objects.
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(d) Metrics/precision(B): This metric measures the precision of the model,
which is the fraction of detected objects that are actually present in the
image.

(e) Metrics/recall(B): This metric measures the recall of the model, which is
the fraction of ground truth objects that are detected by the model.

Figure 5.8: Training and Validation Metrics of YOLOv8 Model

(f) Val/box loss: This metric is the same as the train/box loss metric, but
it is calculated on the validation dataset.

(g) Val/cls loss: This metric is the same as the train/cls loss metric, but it
is calculated on the validation dataset.

(h) Val/dfl loss: This metric is the same as the train/dfl loss metric, but it
is calculated on the validation dataset.

(i) Metrics/mAP50(B): This metric measures the mean average precision
(mAP) of the model at an IoU threshold of 0.5.
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(j) Metrics/mAP50-95(B): This metric measures the mean average precision
(mAP) of the model at IoU thresholds from 0.5 to 0.95.

Figure 5.9: Training and Validation Loss of YOLOv8 Model

Hyper Parameters: With YOLO, the version-specific hyperparameter is 100
epochs, patience is 60, and batch size is 16. 0.01% is the initial learning rate.
The ultimate rate of learning is only 0.01. A validation box loss of 0.45994
corresponds to the model’s ability to find inside the bounding box, while a class
loss of 1.5272 indicates the accuracy of the classification. The class imbalance
is handled by 0.0000596 dfl loss.

In Figure 5.10, the confidence curves in the image show that the object detec-
tion model achieves a precision of 0.817 at a recall of 0.98 and f1 0.95. This
means that the model successfully captures a substantial number of genuine
positive cases, as shown by the recall confidence of 0.98 and the F1 confi-
dence level of 0.95, which indicates that memory and accuracy have been
well-balanced.
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Figure 5.10: Confidence Curves for YOLOv8

5. Testing: Every vehicle in the images has been detected and localized by
the model, as seen by the red bounding boxes. After testing out the trained
model and seeing how well it does. I evaluated how well the model would do
when presented with new data. This impressive result shows that YOLOv8
is an effective instrument for detecting objects in images. Overall, the image

Figure 5.11: Test Result Prediction of Trained Model

demonstrates the superior performance of the YOLOv8 object identification
model in identifying and localizing vehicles in images. If we look at figure 5.11
we can see some pictures that are correctly identified by YOLOv8.

According to Figure 5.12, the precision-recall curve in the image shows that the
YOLOv8 model achieves a precision of 0.977 at a recall of 0.977. This means
that 97.7% of the detections made by the model are relevant, and 97.7% of
the ground truth objects in the image are detected.
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Figure 5.12: Precision-Recall Curve

5.5 Recognition Using OCR

In our study, EasyOCR utilizes a systematic approach specifically developed to
accurately analyze and extract textual information written on the Bangla LPs. Here,
we will thoroughly comprehend EasyOCR’s language identification process in figure
5.13, especially in relation to Bangla, as it applies to LPs.

Figure 5.13: Easy-OCR Workflow

5.5.1 Setting Up OCR Reader

Configuring an OCR reader using EasyOCR involves a simple procedure to enable
the effective extraction of text from images. To begin, EasyOCR must be installed
using the pip package manager to make the library available in the Python en-
vironment. After installation, the EasyOCR module needs to be included in the
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notebook. First, we initialized the OCR reader by creating an object of the Easy-
OCR Reader class. Then, specify our desired language, “Bangla,” by supplying a
list as a parameter, enabling the reader to identify text in that language. Once the
OCR reader is initialized, we load the images we want to analyze. Used the “read-
text” method of the reader object to extract text from the pictures. The findings
will include data such as the identified text, coordinates of the bounding box, and
scores indicating the level of confidence.

5.5.2 Object Detection with YOLOv8

Utilize the YOLOv8 model to identify objects within the selected images by im-
porting them into OCR. For this, firstly, the number plate will be classified from
the images. Then, the number plate will be detected by using a bounding box to
tell where the number plate is, and that particular object will be specified as the
number plate. So, in figure 5.14, we can see some car plates detected by YOLOv8.

Figure 5.14: Object Detection With YOLOv8

5.5.3 Image Cropping (If Objects Detected)

If the object is detected by using YOLOv8, then the region of interest (ROI) will
be cropped in order to encompass the LP so that EasyOCR can be used to perform
OCR on the cropped image. In figure 5.15 we can see a sample of a cropped image.
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Figure 5.15: Cropped Image

5.5.4 OCR on Cropped Images

After applying YOLOv8 and identifying the cropped images of the LPs, we need
to apply OCR on the cropped images. Once EasyOCR is installed and the OCR
reader is initialized with the proper language settings, loading the cropped picture
is a simple process shown in figure 5.16. This may be done by using a PIL picture
object or specifying the file path.

Figure 5.16: OCR on Cropped Image

5.5.5 Processing OCR Results

Once the OCR engine has extracted text from an image, the next stages include
retrieving the recognized text, employing bounding box information if it is provided,
and assessing confidence scores to measure the accuracy of the results. We need to
apply the read text technique to the cropped images for effectively extracting text,
providing results in the form of recognized text, bounding box coordinates, and
confidence scores. It keeps a tally of total confidence scores (total) and recognized
character count for calculating an average confidence score.

5.5.6 Calculating Average Confidence Score

The process includes tracking total confidence scores and character counts for the
subsequent calculation of an average confidence score, computed by dividing the
cumulative confidence score by the count of recognized characters.
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Models Average confidence
dataset-1

Average confidence
dataset-2

YOLOv5n 0.6497 0.3398
YOLOv5m 0.6648 0.3546
YOLOv8n 0.6551 0.3402
YOLOv8m 0.6843 0.3402

Table 5.1: EasyOCR Average Confidence Score in Different Models for Both
Datasets

Figure 5.17: OCR Recognition: True vs. False

EasyOCR is able to identify characters in 2237 out of a total of 2754 photos (81.23%).
EasyOCR demonstrates a favorable ability to accurately detect most individual char-
acters; however, when considered collectively, its performance ranges from lower to
moderate proficiency. As illustrated in Figure 5.17, instances of both true positives
and false positives in EasyOCR recognition are evident. Notably, an observed ad-
vantage is that an increase in image enhancement through the application of DCP
corresponds to improved OCR capabilities.

38



Chapter 6

Experimental Evaluation

In this part, we will detail the specifications of the laptop or desktop computer
that ran all of our algorithms. Following that, we will demonstrate the superiority
of our model over competing models by comparing qualitative and quantitative
measurements.

6.1 Experimental Setup

For this study, we have used a 2020 MacBook Air equipped with Apple’s M1 pro-
cessor, which has eight cores for processing power and seven for graphics processing
unit. In order to create fog, we have used the monucular depth method and dcp
for dehazing on an Apple MacBook Air (2020). In contrast, a different device with
a Gt1030 GPU and an I510400F CPU has been used to do object detection us-
ing YOLOv8, and to extract recognition characters using EasyOCR. For the whole
study, we have used python 3.9.7.

6.1.1 Basic libraries for Our Model

The latest state-of-the-art YOLO model, YOLOv8, is applicable to instance segmen-
tation, object identification, and imagine classification [59]. We have used YOLOv8
to train and test our model. The main functions that we have used for implementing
the model are given below.

YOLO() A constructor method. It is used to create or load a model. We have
started a new model with ‘yolov8n.yaml’ parameter.

train() Used to train a model. Passed parameter ‘data’ holds the location of a
.yaml that holds the train dataset location; passed parameter ‘epoch’ holds the
number of times the model will be trained with the same dataset.

predict() Used to predict the location of a target in an image. Takes the location of
an image or an image instance as a parameter. Returns the results of the prediction.

val() Used to validate the trained model.
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6.1.2 Basic libraries for OCR

We have used EasyOCR to run optical character recognition on our detected LP.

Reader() A constructor method that takes a list of languages as parameters and
returns an instance capable of detecting text of given languages.

readtext() It takes an image as a parameter and returns the text, text position,
and confidence score.

6.2 Experimental Findings

The findings of our study will be presented in this segment. After establishing that
the artificially added fog is not irrelevant, we compare our suggested model with
other standard models and alternative versions.

6.2.1 Customised Dataset’s Findings

The monocular depth in the image was determined using beta values of two, three,
and four. In order to induce fog in the image, we have compared it to an actual foggy
image and rendered the ground truth foggy to determine whether or not its intensity
matched that of the real fog. Figure 6.1 illustrates how a foggy image is produced
from two images of the ground truth—real fog and monocular depth. After the
fog subsides, the appearance is comparable to that which results from comparing
natural and artificial fog. There are several minor drawbacks, such as the lack of
foreground fogginess to create depth of field, which is possible with monocular depth.
Upon examining the intensity graphs of both images in figure 6.2, it becomes evident
that the artificial fog curve and the actual fog curve are parallel or identical. That
indicates the fogginess is nearly adequate, with the exception of the density.

Figure 6.1: Visual Comparison of Ground Truth, Real Foggy Images and Monocu-
lardepth Foggy Images
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Figure 6.2: Frequency Intensity of Ground Truth, Real Foggy Images and Monocu-
lardepth Foggy Images

6.2.2 Qualitative Evaluation

Our customized dataset shows ten real-world photos in Fig. 6.3. Actual foggy
images are depicted in column (a), while the results from various defogging methods
are shown in columns (b) to (h): (b) He et al.[3], (c) Berman et al.[14], (d) Xie et al.
[5], (e) Kumari et al. [43], (f) Meng et al. [9], and (g) Cai et al. [15]. Columns (h)
display the outcome of the proposed method. Figure 6.3 shows that algorithms (d)
and (e) produce distorted colors in the recovered picture, especially in the car area;
techniques (b) and (f) have visible distortions in areas with varying depth values.

We attempt to compare the transmission map in color in figure 6.4. On the cool-
warm colormap transmission map, the multi-scale retinex-based algorithm might
have seemed to have the greatest visibility. In the given diagram, a positive value,
denoted by the color red, is greater than the central value. Conversely, a negative
value or one that is lower than the central value is represented by the color blue
[65]. It is evident that the MSR is oversaturated and pale, indicating that most of
the color is situated near the median. This indicates that the image’s luminosity or
light is excessive, rendering the region difficult to differentiate due to overexposure.
Next, if we observe fast restoration, the swan and forest picture portion will become
darker blue, indicating that its depth has been precisely measured. However, the
crimson portion of the image contains fewer hues than the remainder. Our hybrid
algorithm resembles the actual DCP, except that it calculates depth more precisely
and contains more hues. The illumination is achieved through well-balanced color
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(a) (f)(e)(b) (d)(c) (g) (h)

Figure 6.3: Performing a Qualitative Analysis of 10 Images From Our Customize
Unique Dataset Using Several Algorithms (a) Hazy Images With Fog, (b) He et
al.[3], (c) Berman et al.[14], (d) Xie et al. Method, (e) Kumari et al. Method, (f)
Meng et al. Method, and (g) Cai et al. Method, (h) Proposed Method.

saturation and the greater the number of tones, the more specific each region is.

We compare three samples using the customized dataset to see where our proposed
model and He et al. perform significantly better than the others shown in figure 6.5,
where both allow for more vibrant colors. While Cai et al. and Xie et al. are easy
to notice, one color is too saturated, and another is not vibrant at all. He et al. are
far from the initial ground truth. Perhaps leading to deceptive information incon-
sistency [61] there may be information loss and problems in hazardous conditions
because of the fading sample’s lower intensity values compared to others.
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Figure 6.4: Comparative Visualization of Transmission Maps for Three Sample Im-
ages Processed by Dehazing Algorithms

Figure 6.5: Comparative Analysis of Seven Image Processing Algorithms on Three
Images From a Custom Dataset, Showcasing the Original Alongside Each Algo-
rithm’s Output.

6.2.3 Quantitative Evaluation

Table 6.1 and table 6.2 show the appropriate index values that were obtained by
computing the SSIM index over the restored pictures of dataset-1 and dataset-2
displayed in figure 6.6 and figure 6.7.

The SSIM is a technique used to quantify the degree of similarity between two
images. It is computed on several windows of an image. The distance between two
windows is shown in the equation 6.1, where x, and y, with equal dimensions N×N
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Figure 6.6: SSIM Graph for Dataset-1

Figure 6.7: SSIM Graph for Dataset-2

[10].

SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
(6.1)

Here, µx, µy are the average of x,y. σ2 is the variance and σ is covariance of x,y.
C = (k.L)2 where C is the factors that stabilize the division when the denominator
is weak. Besides, L represents the range of possible pixel values and k=0.01 and
0.03 by default. The result of this formula might range from -1 to 1, with 1 being
the highest degree of resemblance [4].

By comparing our findings to those of the seven other techniques, we find that our
suggested model outperforms them all in both datasets. Our suggested approach is
a state-of-the-art method, in contrast to the other techniques, which display lower
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Vehicle
ID

He et
al.

Berman
et al.

Xie et
al.

Kumari
et al.

Meng
et al.

Cai et
al.

Proposed
Model

V1575 0.841 0.789 0.72 0.684 0.719 0.715 0.859
V54 0.791 0.767 0.839 0.695 0.629 0.77 0.839
V394 0.886 0.831 0.845 0.719 0.827 0.855 0.883
V384 0.86 0.786 0.802 0.845 0.795 0.75 0.873
V44 0.822 0.729 0.775 0.799 0.801 0.701 0.838
V813 0.773 0.549 0.69 0.528 0.763 0.643 0.773
V803 0.869 0.821 0.889 0.679 0.796 0.81 0.901
V1290 0.904 0.721 0.836 0.546 0.883 0.621 0.912
V1514 0.821 0.737 0.777 0.788 0.799 0.714 0.833
V133 0.796 0.698 0.787 0.812 0.718 0.667 0.818
Average 0.8363 0.7428 0.796 0.7095 0.773 0.7246 0.8529

Table 6.1: SSIM Values of Different Algorithm on Dataset-1

Vehicle
ID

He et
al.

Berman
et al.

Xie et
al.

Kumari
et al.

Meng
et al.

Cai et
al.

Proposed
Model

7 jpg. 0.610 0.527 0.526 0.603 0.583 0.497 0.623
IMG-44 0.714 0.635 0.510 0.600 0.773 0.588 0.747
28 jpg 0.601 0.528 0.441 0.532 0.570 0.524 0.589
126-jp 0.682 0.597 0.590 0.635 0.617 0.605 0.692
90 jpg 0.711 0.643 0.677 0.635 0.672 0.614 0.737
IMG-1 0.579 0.508 0.497 0.526 0.575 0.475 0.591
80 jpg 0.643 0.567 0.407 0.595 0.638 0.543 0.639
152-jp 0.682 0.553 0.436 0.610 0.653 0.559 0.700
IMG-11 0.654 0.558 0.571 0.596 0.655 0.544 0.672
IMG-18 0.506 0.429 0.290 0.546 0.591 0.399 0.518
Average 0.638 0.554 0.494 0.587 0.632 0.534 0.650

Table 6.2: SSIM Values of Different Algorithm on Dataset-2

SSIM index values. The findings of the SSIM index seem to align well with the
visual judgment shown in table 6.1 and 6.2.

In the SSIM box plot in figure 6.6 for dataset-1 and 6.7 for dataset-2, we can see that
our suggested model has the highest median of 0.8301 for dataset-1 and for dataset-
2, the highest median we get from two models one is Meng et al. and the other
is our proposed model, both have a similar median value of 0.627. The median is
represented by the orange line in this box. In the case where our proposed methods
achieved the greatest median, Cai et al.’s model produced the lowest outcomes
(median=0.7302) for dataset-1, and for dataset-2, the lowest outcome was 0.478,
which is from Xie et al.’s model. Each distribution has an upper and lower quartile;
the upper is located midway between the median and the maximum value, while the
lower is midway between the median and the lowest possible value. Our suggested
model indicates that most values lie close to the median for dataset-1 and for dataset-
2, both our suggested model and Meng et al.’s model.

PSNR evaluates how well a compressed video or picture can be reconstructed. To
determine it, we take the MSE from both the original and compressed images [16].
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Figure 6.8: PSNR Graph for Dataset-1

Figure 6.9: PSNR Graph for Dataset-2

For PSNR, the formula is 6.2.

PSNR = 10 · log10
(
MAX2

I

MSE

)
= 20 · log10

(
MAXI√
MSE

)
(6.2)

Now, for better understanding, we took seven hundred-plus images from our custom
dataset and ran different algorithms for PSNR. In an 8-bit picture, MAXI is the
highest possible pixel value, while MSE is the mean squared error in a compressed
image. Decibels (dB) are the usual units of measurement for PSNR. The picture or
video quality after compression improves as the PSNR rises.

Data quality diverges within a specific range, as illustrated by the PSNR box plot in
figure 6.8 for dataset-1 and in figure 6.9 for dataset-2, with additional data scattered
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in lower and higher whiskers. By observing the extensive range of the box and
whiskers in the PSNR box plot, we may deduce that the proposed model possesses
a widely dispersed PSNR. Our suggested approach has a median value of 28.429
(dataset-1), which is the highest among all and the second highest out of all the
algorithms for dataset-2, is 27.960.

In Table 6.3, the PSNR analyses using our ten customized pictures are shown for
dataset-1 and in Table 6.4 for dataset-2. The findings showed that the suggested
method is much better than the others for dataset-1 and for dataset-2, Meng et
al.’s model shows better performance; the only other way with a comparable PSNR
value is the one described by He et al. [3] for dataset-1, and for dataset-2 there is
no comparable model.

By comparing the suggested technique to state-of-the-art methods in terms of PSNR
value and SSIM index for dataset-1, the experimental findings show that the former
produces comparable or superior outcomes.

ID He et
al.

Berman
et al.

Xie et
al.

Kumari
et al.

Meng
et al.

Cai et
al.

Proposed
Model

v1575 29.525 28.006 27.709 28.384 28.548 28.684 29.722
v54 28.474 28.691 27.849 27.942 27.726 27.819 28.497
v394 27.964 28.41 28.036 27.991 28.42 27.834 28.099
v384 28.652 27.867 27.814 28.556 28.507 28.048 28.573
v44 28.149 28.295 27.734 28.356 28.092 27.685 28.313
v813 27.572 27.475 27.659 27.887 28.036 27.692 27.4935
v803 28.8 27.967 28.601 27.811 27.726 27.451 29.084
v1290 30.053 27.534 27.701 28.609 28.789 27.666 30.459
v1514 28.334 27.869 27.939 27.918 28.308 27.767 28.591
v133 28.296 28.132 27.991 28.495 28.025 27.603 28.43
Average 28.5819 28.0246 27.9033 28.1949 28.2177 27.8249 28.72615

Table 6.3: PSNR Values of Different Algorithm on Dataset-1

Vehicle
ID

He et
al.

Berman
et al.

Xie et
al.

Kumari
et al.

Meng
et al.

Cai et
al.

Proposed
Model

7 jpg. 28.022 27.922 27.880 28.063 28.083 27.829 28.378
IMG-44 27.788 27.742 27.783 27.787 28.046 27.731 27.710
28 jpg 28.088 27.724 27.657 27.893 27.887 27.930 28.397
126-jp 28.117 28.048 28.271 28.056 27.995 28.173 28.157
90 jpg 27.888 27.599 28.310 27.853 28.151 27.471 27.876
IMG-1 27.632 27.696 28.189 27.978 27.989 27.783 27.735
80 jpg 28.366 28.024 27.764 27.877 28.094 27.966 28.562
152-jp 28.142 27.732 28.050 27.729 27.961 27.748 28.217
IMG-11 28.730 27.946 27.812 27.781 28.247 27.707 28.711
IMG-18 27.537 27.575 27.883 27.941 28.031 27.729 27.532
Average 28.031 27.801 27.960 27.896 28.048 27.807 28.128

Table 6.4: PSNR Values of Different Algorithm on Dataset-2
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Using the ten images from our custom dataset, the Naturalness Image Quality Eval-
uator (NIQE) analyses are shown in Table 6.5. With a NIQE index of 22.552, Xie
et al. [5] was found to be much better than the others. Our suggested model was
the only other approach with a similar NIQE value. The Naturalness Image Qual-
ity Evaluator, or NIQE, takes an image’s statistical characteristics and compares
them to a model of how statistics behave in natural images. According to Mittal, a
lower NIQE score suggests that the original picture’s features are more accurately
captured, which usually means that the image quality is higher [10]. These features
are acquired independently of any distorted versions or images judged by humans.
When evaluating all approaches, it can be concluded that Xie et al. [5] outperformed
state-of-the-art procedures regarding NIQE value. The experimental results confirm
this. In contrast, our suggested model achieves the lowest minimum index, which is
almost similar to Xie et al. [5].

ID He et
al.

Berman
et al.

Xie et
al.

Kumari
et al.

Meng
et al.

Cai et
al.

Proposed
Model

V1575 19.035 17.520 19.971 23.787 25.437 26.280 19.331
V54 22.857 21.779 19.646 21.963 28.194 22.385 20.804
V394 21.649 26.760 22.218 27.467 26.102 25.783 22.501
V384 30.294 31.160 25.267 26.063 24.393 34.047 27.520
V44 23.585 21.238 19.910 22.172 20.329 26.956 19.343
V813 23.992 24.259 21.041 23.184 21.554 25.556 22.410
V803 27.440 27.124 25.385 26.227 26.563 30.170 24.123
V1290 29.662 26.269 24.623 22.591 23.228 32.163 27.656
V1514 25.011 27.339 24.603 20.470 21.293 28.622 21.210
V133 27.332 24.814 22.852 22.514 29.000 27.022 21.825
Average 25.086 24.826 22.552 23.644 24.609 27.898 22.672

Table 6.5: NIQE Values of Different Algorithm on Dataset-1

6.2.4 Findings from YOLOv8

In the experimental phase, five distinct models are employed to identify LPs. The
initial iteration of YOLO involved bounding box detection to discern licensed con-
tent, with multiple YOLO variants implemented on separate backbones. These
YOLO iterations encompass v8n, v8m, v5n, and v5m. Notably, in terms of pa-
rameters and floating-point operations per second, YOLOv8m exhibits twice the
computational potency of YOLOv8n. For YOLOv8m, we use CSPdarknet50 as the
backbone and 100 epochs to train our datasets for detection. For other models,
optimal parameters, which may outperform, have been used.

A comprehensive evaluation shown in table 6.6 is conducted on 15% of the dataset
images following a predefined training and validation period for both dataset-1 and
dataset-2. Results indicate that YOLOv8m achieves the highest accuracy at 0.985
for dataset-1 and 0.80 for dataset-2, a commendable F1 score of 0.96 for dataset-1
and 0.78 for dataset-2, a recall confidence of 0.98 for dataset-1 and 0.80 for dataset-2,
and precision at 1.00 for both dataset. Specifically, YOLOv8m demonstrates an ac-
curacy of 0.985 and a recall rate of 0.98 at a confidence threshold of 0.430 for dataset-
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1 and for dataset-2 accuracy, and the recall rate is 0.80 at a confidence threshold
of 0.310 for dataset-2. surpassing the performance of YOLOv5n and YOLOv5m,
which achieved 0.971 and 0.982, respectively, and YOLOv8n with a score of 0.942 for
dataset-1. For dataset-2, the performance of YOLOv5n, YOLOv5m, and YOLOv8n
achieved 0.79, 0.68, 0.68. The hyperparameters for YOLO8m are patience = 50,
batch size = 16, learning rate initial = 0.01, and learning rate final = 0.01. Since
we have an adequate amount of samples and our main contribution is in the form
of data pre-processing, we skip the use of augmentation.

Detection Model Dataset-1 Accuracy Dataset-2 Accuracy
YOLOv8m 0.98 0.80
YOLOv8n 0.94 0.68
YOLOv5m 0.98 0.68
YOLOv5n 0.97 0.79

Table 6.6: Accuracy Evaluation of YOLO Models Across Two Datasets

6.2.5 Before Applying DCP and After Applying DCP

The significance of these efforts may be better understood by comparing the two
precision-recall graphs in figure 6.10: one shows the detection result of using DCP in
hazy images, while the other shows the result without applying DCP. Before adding
DCP, the precision-recall curve in the picture demonstrates that the YOLOv8 model
achieves a precision of 0.623 at a recall of 0.623. This equates to 60% accurate
model detections, which means 60% ground truth object detections in the picture.
Contrarily, the image’s precision-recall curve reveals that the YOLOv8 model attains
a recall of 0.962 after DCP is employed. This indicates that almost all of the ground
truth items in the picture were discovered, with a 98.5% success rate for the model’s
detections.

Figure 6.10: Before applying DCP and after applying DCP
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6.2.6 Performance Evaluation of EasyOCR

The trained model can recognize a LP in a picture and provide its approximate
position and size inside a bounding box. We have then cropped the image according
to the bounding box and have given the cropped image to EasyOCR to detect
the text inside the LP area. We have cropped 100 images and ran EasyOCR on
them. EasyOCR could tell that 98 of the images had text in them. Although all
the texts that OCR has detected are not 100% accurate, the OCR has detected
more text on LPs after DCP has been applied to images. The increased contrast
on DCP-applied images helped in the OCR process by a great margin. However,
the accuracy has been only at 47% with an average of 68.43% confidence from
EasyOCR. Unfortunately, only high-resolution images with perpendicular LPs with
proper fonts have been detected appropriately. Also, the system has not been able
to provide the license with the appropriate sequence. Sequences like 6.11 are very

Figure 6.11: Wrong Sequence LP

common. Also, damages in LPs, handwritten LPs, and tilted LPs have very low
accuracy and confidence.

6.2.7 Overview of Findings

After applying all of the methods, if we look at figure 6.7, we can observe that when
we use Monodepth to add fog, the average absolute error is close to 12%, and when
we use DCP to dehaze the picture, the average SSIM is almost 0.8301 for dataset-
1 and 0.627 for dataset-2. Beside, the average PSNR is 28.429 for dataset-1 and
27.96 for dataset-2. Our important goal is to remove haze from a picture so that
we can effectively recognize the number plate using the YOLOv8 algorithm. After
applying YOLOv8, we are able to detect almost all of the number plates with 98.5%
accuracy for dataset-1 and 80% for dataset-2. Then, to recognize the characters, we
use EasyOCR, and the algorithm’s average confidence score is 68.43% for dataset-1
and 34.02% for dataset-2.

Methodology Parameters Value
Monoculardepth Average Absolute Error 0.122
Dark Channel prior Average SSIM Dataset-1 0.8301

Dataset-2 0.627
Average PSNR Dataset-1 28.429

Dataset-2 27.96
YOLOv8m Accuracy Dataset-1 98.50%

Dataset-2 80%
EasyOCR Average Confidence Dataset-1 0.6843

Dataset-2 0.3402

Table 6.7: Parameters Overview
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Chapter 7

Limitations and Future Work

Using the DCP fog-dehazing method, this study gets significant accuracy in pin-
pointing and identifying Bangla car plates in hazy environments. The reason for
choosing Bangla as the target language is that it is considered a low-resource lan-
guage due to its high digital text complexity and the few accessible resources. We
used DCP for dehazing images. We have also presented an algorithm that out-
performs other algorithms; nevertheless, there are a few drawbacks that need to be
addressed. In this part, we will discuss these issues along with some ideas for further
study.

7.1 Limitations

In our study, we have proposed a DCP-based method to tackle the challenge of
identifying and detecting Bangla car plates using YOLOv8 and EasyOCR. After
deeply analyzing the DCP-based defogging algorithm, this study first points out
some of its main drawbacks.

1. Inadequate image resolution: DCP is primarily concerned with haze re-
moval and may not fully resolve color shifts caused by haze. This causes a
loss of color integrity in the dehazed photos, affecting the overall visual qual-
ity. As a result, including the DCP method resulted in a substantial decrease
in image quality. This deterioration hampered the effectiveness of our OCR
technology, limiting its capacity to recognize the actual text on LPs. To over-
come this constraint, it is necessary to do more study on other algorithms or
make improvements to the DCP algorithm to maintain picture quality while
performing the recognition process.

2. Absence of Real-World dataset: A significant limitation is our dataset’s
lack of authentic foggy images. We have constructed our dataset utilizing a
monocular depth estimation approach, which may not comprehensively encom-
pass the intricacies and fluctuations in real foggy environments. Real-world
fog provides an extensive range of characteristics, such as fluctuating density,
thickness, and visibility conditions that are difficult to recreate adequately in
synthetic datasets. As a result, the model’s performance in the study may
not completely represent its effectiveness in dealing with the diverse and un-
predictable foggy conditions encountered in practical situations. The lack of
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real-world hazy images in the testing dataset may restrict the external validity
of the results and impair the model’s performance when applied to real-world
circumstances.

3. Color matching between the car and the plates: There is an additional
constraint that results from difficulties in precisely detecting vehicle LPs and
effectively recognizing the texts they contain. This challenge is most notice-
able in cases when there are variations in the alignment of LPs. When the
color of a vehicle perfectly matches the color of its LP or the characters, YOLO
faces considerable challenges in recognizing the car plate. Consequently, OCR
has difficulty precisely interpreting the numbers on the car’s LP in such situ-
ations. Furthermore, the vertical positioning of LPs poses an additional chal-
lenge. The arrangement and alignment of the plates might provide challenges
for detection algorithms, hence adding complexity to the process of precisely
identifying and comprehending the information on the vehicle plates.

4. Attachment of obstructions to the number plate: The presence of ob-
structions attached to the number plate poses a significant challenge for auto-
mated recognition systems. The presence of foreign materials or impediments
on the number plate surface, such as dirt, stickers, or other components, in-
hibits the correct recognition and interpretation of the plate’s information.
These obstacles might hamper the visual clarity of the characters, resulting in
possible errors in recognition.

5. The presence of the BRTA seal: Another limitation is, because of the
presence of the BRTA seal and other objects it has become challenging to
identify characters. In the figure 7.1 the characters are shown in the red box.
But the screw and the seal of BRTA are trash items. As the trash items are up
to a significant size, we are facing difficulties while detecting objects by using
YOLOv8. For this, we are getting error in outputs for the detection of LPs.

Figure 7.1: Difficult to Identify Characters [37]
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7.2 Future Work

Our study has shown the effectiveness of our suggested DCP-based approach for
identifying car plates in the Bengali Language using YOLOv8 and EasyOCR. Nev-
ertheless, several constraints and limitations have been recognized, which will serve
as a foundation for future study and improvements.

1. Enhancement of the DCP Algorithm: The DCP approach, while success-
fully eliminating haze, has limitations in preserving color accuracy, affecting
image quality and OCR performance. Subsequent studies will focus on investi-
gating other dehazing techniques or enhancing the DCP algorithm to mitigate
haze-induced color distortions. The goal is to improve the picture’s quality
while maintaining the identification process’s efficiency.

2. New Dataset with Genuine Foggy Images: In order to enhance the
resilience of our model, our next endeavors will concentrate on obtaining or
producing a heterogeneous dataset that accurately portrays the intricacies of
fog, encompassing fluctuations in density, thickness, and visibility. This will
guarantee that the model’s performance is a more accurate reflection of realistic
circumstances and can adjust to the unexpected characteristics of real-world
foggy conditions.

3. Managing Deviations in LP Alignment: Further work is required to ad-
dress the challenges associated with accurately recognizing LPs, particularly
in situations when there is color similarity between the plate and the vehicle,
as well as differences in plate alignment. Subsequent investigations will go
into sophisticated methodologies for managing inconsistencies in LP position-
ing and color synchronization. This involves improving the YOLO algorithm
to enhance its ability to recognize LPs and overcome difficulties presented by
vertically oriented plates. In order to resolve the BRTA seal issue, the output
of the OCR can be processed to remove all the garbage and keep only the char-
acters. Another approach for resolving can be, while annotating the dataset,
the garbage items like screws or the BRTA seal can be labeled as unnecessary
items so that it will not raise any problems during character recognition. As
a result, the system’s accuracy in interpreting and comprehending LP infor-
mation will be increased.

To enhance the capabilities of our suggested technique and ensure its usefulness in
many difficult real-world situations, we want to focus on these topics in future stud-
ies. These advances will lead to the creation of more resilient and reliable systems
for Bangla car plate identification under varied environmental circumstances.
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Chapter 8

Discussion

Using the Hybrid DCP dehazing methodology combined with the sophisticated
YOLOv8 object identification model, we have provided a new method to ALPD that
is optimized for difficult foggy environments. While there has been some work on
ALPD, it has not been successful in detecting LPs under hazy or foggy conditions.
However, eliminating the haze prior to LP identification was our primary focus dur-
ing the study. Prior to using YOLOv8 for LP detection, we used Hybrid DCP to
dehaze the images. Bangla is a language that is often disregarded while dealing with
the complexity of digital texts because of its low resource status; this approach is
created to enhance the detection and identification of Bangla automobile plates. A
crucial element in guaranteeing the visibility and accuracy of LP identification is the
DCP algorithm’s ability to successfully reduce fog, which greatly improves image
clarity. From the dehazed images, YOLOv8 delivers a very efficient way to recognize
Bangla LPs. The remarkable plate recognition accuracy of 98.5% was achieved by
this method, which has shown to be very successful for dataset-1. Among the data
problems that affect the dataset-2 are the presence of salt-paper noise, and a picture
that has been inverted. Through the use of the Gaussian Filter, we have success-
fully circumvented the problem of paper and salt noise. On the other hand, in order
to deal with the picture that has been flipped, we must first establish whether the
image has been flipped or not; this is a completely different approach from the one
that we discussed in our main study. EasyOCR was unable to identify about one
third of the second dataset as a consequence of this limitation. As a direct result of
this, the confidence score is lower than 50%. Nevertheless, for the same reason, we
end up with lower scores in each and every one of YOLO’s variations.

After the detection procedure, a confidence score of 68.43% is achieved by using
OCR technology to read and extract text from the LPs. Incorporating this kind of
technologies into multimedia-cloud storage [20], [21], [45], [60], especially within a
resource-constrained environment not only advances the domains of transportation
safety and law enforcement in the developing countries but also holds significant
importance in bolstering the safety of vehicle passengers. This concern is particu-
larly noticeable in the cities of Bangladesh, as reported by a recent study [53].On
the other hand, Gnanaprakash et al.[40] conducted a study on automatic number
plate recognition using deep learning. The obtained accuracy of their optical char-
acter detection was 96.7%. In another research Atikuzzaman et al. [30] detected
and categorized vehicle number plate using CNN. The recognition accuracy of their
proposed method is 91.38%. Also, many other papers [18], [31], [40], [50] did not
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show any quantitative evaluation of their work by providing the comparisons of
SSIM scores, PSNR scores etc. Whereas we have shown the SSIM score comparison,
PSNR score comparison, NIQE values in order to provide the quantitative evalua-
tion of our work. By comparing with others it can be seen that our study not only
provides a new way to detect and recognize Bangla car plate but also has achieved
a better accuracy.
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Chapter 9

Conclusion

In our study, we have used the DCP dehazing method in conjunction with the
state-of-the-art YOLOv8 object detection model to provide a new ALPD strategy
optimized for challenging fog. Due to its low-resource status, the Bangla language
is generally disregarded when considering digital text difficulty; this study aims to
enhance the detection and identification of Bangla automobile plates. A crucial
element in guaranteeing the visibility and accuracy of LP identification is the DCP
algorithm’s ability to reduce fog, which successfully improves picture clarity. From
the dehazed photos, YOLOv8 offers a very efficient way to recognize Bangla LPs.
Impressively, this method has achieved an LP recognition maximum accuracy of
98.5% for dataset-1 and for dataset-2 we get 80% accuracy. After the detection
procedure, deciphering and extracting text from LPs is done using OCR technology,
with a maximum confidence score of 68.43% for dataset-1 and 34.02% for dataset-2.

Moreover, our earlier work “ Fog-Resilient Bangla Car Plate Recognition using Dark
Channel Prior and YOLO” [66] at the Workshop on Vision and Language (WVLL) at
the Winter Conference on Applications of Computer Vision (WACV) was approved
and expanded upon in this journal submission. This study’s more extensive analysis
and extended findings are based on the earlier findings.
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